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I. INTRODUCTION

In recent years considerable attention has been directed towards
the development of neutron diffraction as a solid-state physics research
tool, particularly for the study of lattice dynamics of phonons and magnons.
Excellent fundamental(l) and review(2> papers on the theory of slow-neutron
scattering by crystals are available in the literature; however, the ma-
Jority of these are addressed to experts in the field. Consequently it
seemed appropriate to us to present a discussion of some of the fundamental
aspects of neutron scattering for non-specialists. It is hoped that through
the discussions that follow it will be possible to relate the information
on lattice dynamics obtained by neutron diffraction to that obtained by
other methods, such as ultrasonics, optical measurements, electron- and
nuclear-spin resonances, and the Mossbauer effect.

In this paper we attempt to present an essentially self-contained
treatment of the theory of neutron scattering as applied to crystals. The
main purpose of this work is to illustrate the extent to which the symme-
tries and dynamics of the scattering system may influence neutron-nuclear
collision processes. To do so we will describe the interactions in terms
of a quantum formalism as well as a semi-classical approach. It will be
seen that when the collision processes are well understood a scattering
experiment can be used to give information about the scattering system,
and in this manner neutron diffraction becomes an important research tool.
We may mention that the present problem of neutron interaction in an
acoustic field has considerable general features of the physics of inter-

action of radiation (or particles) with matter; for instance, it provides
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2.

a systematic comparison with the related problem of electron interaction
in an electromagnetic field.

In Section II the differential scattering cross section is ob-
tained by considering, somewhat classically, the scattered neutron waves
from each scattering center in the crystal. Then after the general prob-
lem of neutron scattering by systems is formulated in Section III the
quantum results based on the Einstein crystal model are discussed in the
next section. A considerably more realistic dynamical model for crystals
is developed in Section V, followed by a section on normal coordinate
transformation in which the decomposition of particle coordinates in
terms of annihilation and creation operators is explicitly derived. A
detailed calculation of the various elastic and inelastic cross sections
for a monatomic crystal containing spinless particles is given in Section
VII where some limiting cases will be obtained. The final section con-

tains a discussion of spin effects.



IT. A SEMI-CLASSICAL APPROACH

A detailed analysis of neutron scattering by macroscopic systems
1s necessarily quite complicated. It is therefore instructive to present
a preliminary discussion in which rigor and a certain amount of details
can be sacrificed for physical insight. In this section we will concern
ourselves with such an examination of low-energy neutron scattering by
crystals. The treatment is admittedly of an intuitive and semi-classical
nature; nevertheless, meaningful results can be obtained. Since the cal-
culation and results for a more elaborately formulated problem will be
discussed later we will not dwell on details of interpretation beyond what
is sufficient for illustrative purposes.

In order to develop a theory of neutron scattering it is essen-
tial to first determine in what way are the calculations to be ultimately
correlated with measurements. Clearly, before we can begin with any theo-
retical consideration we should know what type of experiment must the theory
explain. Let us therefore consider the following idealized experiment. A
beam of monoenergetic neutrons impinges upon a scattering system; the in-
teraction beéween the neutrons and target results in some neutrons being
deflected from the original path with energies greater or less than that
before the collision. The scattered neutrons are detected by a counter
(see Figure 1). If the counter is energy-sensitive then the scattered neu-
trons with a particular energy may be detected, and in this manner an energy
distribution can be obtained. To avoid unnecessary complications we will
assume that the target-detector separation is large compared to all linear
dimensions of the scattering system and that multiple collisions can be

ignored.
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Experiment.



It is obvious that a fundamental quantity which characterizes such

a measurement is the probability that an incident neutron with given initial
energy will be scattered into a given direction. That is to say, we can de-
scribe the scattering experiment in terms of a differential cross section
~0dl, defined as the number of neutrons per second scattered into an element
of solid angle df about direction % divided by the product of number of
incident neutrons per cm? per second and total number of scatterers. By this
definition o0dfi depends upon the initial neutron energy and the angle of
scattering. Later we will want to describe measurements using energy-sensitive
detectors and will then introduce the differential cross which also depends
upon final neutron energy.

Since the radiation to be scattered and measured consists of a beam
of neutrons then what we wish to calculate is the scattered current, given
by the scattered beam intensity multiplied by the group velocity of the travel-
ing waves. If we represent the incident and scattered beams as traveling

waves Wi and V¥ we obtain

2 1.2 A
00 = — [v] Evlﬁ'%f
' N T Ry

aQ , (I1.1)

where ki and ke are incident and scattered wave vectors and N is the
number of scétterers. It is seen that given an incident wave the problem is
to determine the scattered wave and to exhibit its dependence upon the ge-
ometric and dynamical features of the scattering system.

Consider a system of particles (nuclei) in which the position of
the £f-th particle is specified by &z. Let the incident neutrons be repre-

i(ki-p-oit)

sented by a plane wave Ae with amplitude A, propagation vector
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%i and circular frequency ;. For convenience we will put the origin of
our coordinates at one of the particles so that the incident wave at this
particle is just Ae T®% (see Figure 2). The incident wave at the f-th
particle is then Aei(gi'ﬁﬂ-wit). It is known that neutron-nuclear scatter-
~ing is essentially a hard-sphere interaction, and this implies that at the
surface of the nucleus the incident and scattered waves are the same. 1In
other words, the phase shift as a result of the collision is very small.

Thus the wave scattered from the /-th particle, which can be expressed as

a spherically outgoing wave in the asymptotic region (Rﬂ/r < 1), is

_agh Hlkprg 4 ki Ry - 0pt)

‘1’)@ = Ty
o A T o+ BBy - art) (11.2)
r
where K = k; - kf% and ry, toa good approximation, is r - %-%z. The

strength of the interaction is given by -a,, the scattering amplitude at
r =1 cm 1if amplitude of the incident wave is unity.+ We note that in the
usual quantum Interpretation the magnitude of scattered neutron momentum

kr 1is related to the energy &y, which is not necessarily equal to w3

]

since &ﬁ may contain additional time dependence. Only if the particle is

statlonary is g = w; and kg = k;, and the scattering is said to be

elastic.

* It should be noted that we have assigned a scattering length to a given
nucleus, and in so doing have avoided all questions concerning details
of the nuclear forces. The situation i1s very much like the scattering
of water waves by vertical posts made of different materials. The scatter-
ing amplitudes of the various posts will be different, and in principle
can be calculated if the necessary theory were available. In the absence
of such a theory the alternative solution will be to measure the different
scattering amplitudes. Our attitude follows essentially the latter ap-
proach, that is to say, we shall characterize the ability of a nucleus in
scattering neutrons by the scattering length a, an experimentally deter-
mined quantity. The negative sign is chosen to agree with convention.
Interested reader may see J. M. Blatt and V. Weisskopf, Theoretical Nuclear
Physics, Wiley (1952).
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The total scattered wave is a superposition of waves scattered

by all particles,

e N .
p= o Aomiogt 5 Hlpry + Ry

) (11.3)

r )/

where ke 1is understood to depend upon the time dependence of By- For

the moment we consider all the particles to be held fixed. In the absence

of particle motion the factor 1KfT eIKiT  can pe taken outside the sum-

mation, and the differential cross section is found to be

N
1 1 K.
odQ = | 2 aﬂelﬁ~5£]2,
Y/

It will be shown that for crystals the summation of the various phase factors
leads to the well-known Bragg condition for interference scattering, a result
of superposing waves scattered from ordered arrays of crystal planes. Of
course, in the evaluation terms for which 4 = 4' constitute the contribu-
tion to direct scattering, a result of single particle effects. In the

special case of only one scatterer present, the total cross section becomes
o= J 0dQ = hma®

where a 1s often referred to as the bound-atom scattering length, and
scattering is seen to be isotropic.

In order to study the dependence of cross section upon dynamics
of the scattering system we consider a hypothetical simple cubic, monatomic
crystal containing N nuclei with zero spin, each executing independent
oscillations about its equilibrium position (lattice site). The instan-
taneous position of the fg-th particle becomes %z(t) = x, + uy(t), where

Xy 1s the equilibrium position and Qﬂ(t) the instantaneous displacement



from X
&2(t> = é~cos(wt-éw) . (IT.4)

In this simple description all particles have the same amplitude A and
fundamental vibrational frequency . The fact that the oscillations of
any two particles are not coupled is expressed by the presence of an arbi-
trary phase A%' Using this time dependence we find that the scattered

wave may be written as

-iit N . .
v=-= )y aﬂel(kfr gy
r Y/
n=
since
eixcosy -

JO(X) + 2 § ian(X)COS(n;Y) ’
n=1

which is readily obtained from the generating function of Bessel function

of first kind. The leading term in the sum contains no time dependence and
is seen to be the elastic part of the scattered wave while the remaining
terms correspond to scattering with energy transfger (inelastic), the energy
exchange for the n-th term being wp-wi = + nw. In computing the differ-
ential cross section we can ignore the cross terms. This is because in any
physical measurement the intensity is actually integrated over an interval
of time-which is very large compared to time of flight or interaction time,
hence all cross terms vanish. The cross section therefore becomes a sum

of partial cross sections, each corresponds to a specific amount of energy

transfer,

™18

od§l =
n

o da ,

1l
o
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where upper and lower signs denote the increase or decrease of neutron
energy by an amount nf\m. The discrete and uniform nature of the in-
elastic scattering is expected since in quantum theory an oscillator may
undergo changes only in multiples of its level spacing *iw. The partial
cross sections cannot be measured unless the measurement is performed with
an energy-sensitive counter so that scattered neutrons with different
energies may be differentiated. In order to exhibit the energy exchange
in a scattering process more explicitly let us define a differental cross
section 0dfiddEy, which depends upon final neutron energy, as
0dQ = [ odQdEs ,
Er
with
+n

o0
0dQdE, = ZO o~ 8(Ep - E; ¥ ofi 0)daEs
n:

where S(X) is the Dirac delta. It is to be understood that the interval
of energy integration depends upon the detection system! If the finite reso-
lution of the instrument is less than the level spacing then dindQ can be
obtained for any given n. On the other hand, if the counter is not energy-
sensitive then only 0dfl, which contains elastic as well as all the inelastic
contributions, will be measured. For our purposes, it will be sufficient

to confine our attention to two lowest-order process,

CANAE, = % 8(Ep-E; ) J2 (k) | %azelvﬁ'»}fﬂ]gdef ,
_ 2 2
otlaqar, = % 8(Eg-Ey + )f\w) J1(k-4) % a ydQdEs

We note that interference effects do not contribute to first-order inelastic

scattering, a result equally valid for n > 1. This is a consequence of
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averaging over all arbitrary phases Az and the lack of interference is
expected since there is no correlation among the various vibrations. The
effects of such correlation is seen in the following discussion.

We next introduce additional complexity into our analysis by treat-
ing the particle oscillations in terms of traveling waves. It will be shown
later that under certain reasonable assumptions regarding the inter-particle

potential one can write in general
() = §‘éx005{§x-éz- ot} (T1.5)

where Jﬁ is the propagation vector and summation over A 1is actually a
double sum, one involving the N allowed values of & and another the
three values of @ for each given k. As before we obtained the elastic

differential cross section as
o 1 ik-xg,2 2
o°d0dE, = - SCEf—Ei)|§ age W Wl [g Jo(k-Ay) ] ANdEs .

We note that Jo(ﬁféx) should be averaged over a thermal distribution of

A-th oscillation mode.(S) This is because if we regard A,y as the ampli-
22

tude of the ,\-th oscillator whose energy is % Aywy then there exists a

distribution of A, given by

P(Ay)dA, = P(E,)dE,

22
-y /2koT

22 o0
= o -ANON/2koT (] e
o

Adik)—ledAx ;

where k, 1s Boltzmann constant and T the temperature of the system.

Hence
[00)

df Jo(k-A))P(Ay)any

N2, 2
~koT (- An) /2wy
= e P

<Jo (& Ay)>

I
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which can be readily obtained by using the series representation of Jo

and integrating term by term. It is interesting to cobserve that this

factor strongly attenuates the scattering at high temperature and large

momentum transfer and is wunity at T = 0. Since the average energy of

the oscillator is kyT by equipartition then we may replace the exponent
2

I 2 2
by '(ﬁﬁﬁl) <A>/4,  where <A,> 1is average of the amplitude squared.

The elastic cross section now becomes

1 -2W ikex
0°404R, = < B(E-F; e % age ™ “l|a0dE, ,
A2 -
where W = % % (éf&x> <A§> . The factor e ew is known as the Debye-

Waller factor, originally derived in X-ray diffraction to account for
temperature effects. We will obtain the quantum analogues of this factor
in a later calculation.

Unfortunately the inelastic cross sections are not as readily
obtained. Since the complete problem will be discussed in the quantum
treatment we can best avoid excessive manipulation by considering a special
case. Suppose we are only interested in the scattering produced by a par-
ticular mode, of oscillation, say the A-th mode, then we may effectively
regard all the other terms in (5) to be small by comparison and immediately
obtain

oi‘ldeEf = o 8(Eg-Ey :’V\w}\)e_gw(vlf\'é)2<!\§>

: . 2
(x) ]% aﬁel(&}§x) ﬁﬁl dQdEs ,

where we have used the small argument representation,
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It is noted that inelastic interference effects are present duvue to (5)

in which all oscillations are dynamically coupled. Also one sees that

the cross section varies as the square of momentum transfer and inversely
as the square of vibrational frequency. Finally we mention that the above
results are independent of whether energy is gained or lost, which, as we
will see, 1s a direct consequence of classical analysis.

Thus far we have attempted to show that certain qualitative as-
pects of neutron scattering can be illuminated by a simplified semi-classical
approach. The treatment is admittedly not rigorous nor are the cases ex-
amined the most realistic and sophisticated model one can construct, never-
theless, they do lead to results pertinent to the understanding of the
physics involved and provide a systematic comparison with the rigorous

guantum mechanical calculation given in the later sections.



ITI. GENERAL FORMULATION OF NEUTRON
SCATTERING BY MACROSCOPIC SYSTEMS

We will now derive the quantum formalism which will be used in
subsequent calculations to predict results that can be correlated with
information obtained from neutron-diffraction experiments. In the descrip-
tion of the collision process it is not necessary to specify the physical
state of the scatterer so that the formulation is equally valid whether the
scattering system is in gaseous; liquid, or solid state; later applications
will, of course, be restricted to neutron interactions with crystal lattices.
It will be seen that the present analysis does not include neutron-nuclear
spin interaction. The effects due to presence of nuclear spins will be dis-
cussed separately‘in a later section.

Consider again the idealized experiment of Section II where

>

e

0dQ = — 4o .

In quantum theory it is well known that the particle current is given by

ih

2m

{whv - v (@)},

J
WA

where ¥ 1is the particle wave function. In order to obtain the neutron
wave function we characterize the scattering process by the stationary

Schfédinger equation

H =&Y, (r11.1)
vhere & 1is the total energy of the system, scatterer plus neutron, whose

wave function is denoted as Y¥. The appropriate Hamiltonian is

H=p2/2m + Hg + V ,

-1k -
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where g?/Qm i1s the kinetic energy of the neutron, Hg the Hamiltonian
of the scattering system, and V the neutron-nuclear interaction poten-
tial. It is expected that given a system whose Hamiltonian is Hy, there
exists a complete, orthonormal set of functions {@n} which satisfy

H.o. = €0

s®n n where €, 1s the eigenvalue corresponding to the n-th

n 2

eigenstate. Then we can write

YR =2 Wn@en®)

where r represents neutron position and R = {@l)ﬁE)"':ﬁn} represents
the set of 3N coordinates of a system containing N particles. wn(£)
is seen to be that neutron state which corresponds to the n-th state of
the scattering system.

Inserting the above expansion into (l), we obtain

p2

%ﬁ Yy, + %Y <n]V!n'>‘l{#= (o - €n)ll’n- ’

where
<a|Vln'> = [ aRey(R)Ve, (R)

]

Writing the linear momentum operators p as ’5 v,
N \r" l

(V7 + kv, = Kz%gniv\n» Yo s (111.2)
where

2 _2m o

Ky = ??:En » Ep =C - e .

Equation (2) represents a system of integro-differential equations and

1s best treated in the form of integral equations through the use of
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Green's function. If we observe that

(F + 65)en(r,e) = -a(z,z)

WA

2
(¥ + 52)(x) =0, (111.3)
then because (2) is a linear equation,

(0]
ba(z) = n) - B S arcylmn)<alVinsv ('),
i

Physically, if there were no interaction between the neutron and scatterer

then we would expect the wave function to be just the product of the in-

cident neutron and initial system wave functions. Hence,

O - lkl L
\JJ r) =9 e
n () nn

where mn, 1is the initial state of the scattering system. The first equa-
tion in (3) can be solved(10) to give
ikp|z-r! |
Gn<£4?f) =S ‘
bz -r |
Since in the region where the neutrons are counted %, >> 1, terms of

order r-2 and higher can be ignored. Then

ikpnr =-ikp.r!
oltfnt ~1lZn-I

Gn(ﬁ:ﬁx) = ’
Lgr
and
. ik..1r .
ik .r 1&n -ikper!
Wn(ﬁ) = 6nne‘ul““ --1532 g Y. [ arte © T <a|Vintsy (). (TII.4)
lHTf“\ r n' 0 e

According to the "First Born Approximation", the solution to (4) is ob-

Tksep!?
tained by setting Un'(r') = 6n1noel§l‘£\, in other words we iterate once

(e
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to get

iki.r eiknr
Wn(ﬁ) = 6nnoe + fnno(ﬁ>

(111.5)

The first term in (5) is the unscattered incident beam and the second term
can be interpreted as the scattered spherically outgoing wave whose ampli-

tude is

i(ki=kn) 1’
f Q) = - m [ ar'e LW e 1V ns (I11.6)
nng e 2wﬁ2 o II o

Now the differential cross section for the scattering correspond-
ing neutron initial and final momenta &i and kp, and system initial

and final states n and n becomes

(@)

{de : (T11.7)
o

The cross section is written for specific initial and final states. Usually
the final state of the scattering system is not observed so we will sum

over all possible final states,

g kn 2
0dQ = — X P, =f . | (111.8)
N non Do ki Nhg ’

)

where Pno is the probability that the scatterer is initially in state
Ny. Should the initial state be prepared P, becomes a kronecker delta,
o}

It is obvious that the statement of energy conservation for the

problem under consideration is

i 2
A
where E = S;K) and € are the energies of neutron and scatterer respec-
2m
¢}

tively. This condition can be explicitly incorporated into the cross
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section by defining as before
] 0dQaEe = ca0 ,
Er
and noting that

5(x) = Ei% _i atet B4

)
the latter being merely an integral representation of the Dirac delta-

function. Now we obtain as an expression for the energy- and angle-

dependent differential scattering cross section

-it
ke & (Br-Ei)
0dQdEp = dQdE; ——— [ dte
f onfiNks
-it
v _Wr<€n-€nof 2
(x) Ppe fangl

nng,
where on account of the delta function ks En can be written as ke, Be;
this is to avoid confusion and to indicate that the scattered neutron
energy is an observed quantity. The above manipulation conveniently re-
moves the factor kn/ki from the summand.

It is noted that the amplitude of the scattered wave contains
the neutronlnuclear interaction potential V. For sufficiently slow neu-
trons such that its wavelength is large compared to the range of nuclear
forces (Eﬁ;ev) a neutron-nuclear collision can be characterized quite
accurately as a "localized impact" for which the interaction potential is
the "Fermi pseudo-potential',

2
v, -2

sn m

N
L a,8(r-R,) , (II1.10)
0 ‘e W N

where ay 1is the scattering length of the f-th particle. The particular
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form of the potential is so chosen that the use of "First Born Approximation"
will give the correct total scattering cross section for a free atom,

g = hﬁa? » Wwhere ap 1is the experimentally determined free-atom scatter-
ing length. The relation between ar and the scattering length a wused

in (10) is seen from the following argument. In an analysis of two-particle

collision 1t is natural to use the relative coordinates in which the mass

mA M
factor appears as a reduced mass p = © v Then we choose the potential

m_+

0
as
2
21“
Ven = u af5(£ﬁ§)

in order to make the scattering amplitude independent of mass. Now if the
system contains more than one scatterer there is no advantage in defining

a center of mass and in this case we can write

212
Vo= mg afa@&iﬁ
. : . : (mg+M) : .
with the bound-atom scattering length defined as a = M af- With this

choice of V the scattered amplitude takes the form

mi\ﬁo\%\
fang = - 2 <n\a£e

£
|n0> ’

where Kk = ki-kp. The summation over n in (9) becomes

L 2
2 e_TT(en'enO)!fnno] = L agag <nolAﬂ'(t)Azlnd>

" 24"
where
Ay = e—iﬁfﬁﬁ ' -
it Ht y ,(el%$tRﬂe-lzét)
Ag(t) = el“’“S Age . e - _ o LeRe(t)

the time-independent and time-dependent dynamical variables being designated
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mﬁz and ,Bz(t) respectively.<u) The time-dependent operator ﬁz(t)

satisfies the Heisenberg equation of motion

i'{\ M = [Rﬂ

L Ry(t), Hyl

Equation (9) finally becomes

_ f -ipt
odQdp = dQdp EKNkfﬁf dte
(x) L Ppajap<ng|hg(t)hyng> (III.11)
nyLL' °
where p = (Ef'Ei>/ﬁ . This then is a convenient expression of differential

scattering cross section for subsequent calculations. It is quite general
since the macroscopic system has not been specified and should be valid as
long as the incident neutron is in the energy range for which nuclear scatter-
ing isﬁsotropic in the center of mass coordinate system and independent of

neutron energy.



IV. THE EINSTEIN CRYSTAL

In this section we wish to illustrate some general aspects of
neutron scattering by crystals without applying the gquantum formalism to
a complicated model and thus getting involved in a great deal of calcu-
lations. It will be sufficient for our purpose to limit our considera-
tions to a simple description of particle interactions -- the Elinstein
crystal. For although this model is a severe idealization of an actual
crystal, nevertheless, as we will presently see, it is capable of giving
most of the essential features of neutron scattering which can be obtained
by an analysis based upon a considerably more realistic model. We will
not give any detail of the calculation leading to the scattering cross
section since it is completely analogous to that for the more general
crystal model to be discussed in Section VII. Instead we will examine
the result and obtain some limiting cases which are essential to the under-
standing of the scattering process.

For the FKinstein crystal it is assumed that each particle (nucleus)
sees the same surroundings and therefore executes independent, isotropic
oscillationé about an equilibrium position, its lattice site. In this
manner it is reasonable to assume that all the fundamental vibraticnal fre-
quencies are identical. We note that in the case of polyatomic crystal
where mass differences among the different particles are large it is possi~
ble that the vibrational motion of the light atoms can be adequately de-
scribed by the above model. ©Such an example could be the hydrogen atoms
in zirconium hydride.

Since the quantity of interest is the energy- and angle-dependent

differential cross section we see from the previous section that the

-21-
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calculation involves first obtaining the matrix elements <nIAz,(t)AE|d>
which in turn requires a determination of the eigenstates \ﬁ>. Accord-
ingly we consider a monatomic crystal containing N particles which are
labelled by subscript £. In view of the adopted dynamical model, the

Hamiltonian for the system is that of 3N independent harmonic oscilla-

tors, i.e.,

1 r 3 Pi
H.o== Y ) [Z2 4 wPye ) (1v.1)
2 p1oa M s

- and subscript & denotes the Q-th component
i Bu /o'

of a vector. As before, oY) is the instantaneous displacement of the

£-th particle from its equilibrium position Xy, i.e, Bp=x4+ug.
Having specified the scattering system we can proceed to obtain the cross
section using equation (III.11l). The differential scattering cross section

per unit solid angle and unit neutron final energy is

o= 5(D)e-DK2 {aiIO(PKE) - ag}
2 -Dk? 15 1gXp0
el gy (1v.2)
ke 2 DK% 3 2y r.nv -nv
+ EI aje {nél In(PR ) [e S(p+nw) + e 5(p-nw) ]}}
where D = é%& coth(v), P = T csch(v), v = iiiT ,

and kg 1s the Boltzmann constant. Other quantities appearing in this
equation will be defined in the following discussion.
In Equation (2) we note that the delta functions represent con-

ditions of energy conservation. The two terms proportional to B8(p) give
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the elastic contribution while terms containing 6(pipw) constitute

the inelastic portion of the cross section, upper and lower signs corre-
sponding respectively to neutron loss and gain of energy by an amount

n@dw. The uniform and discrete nature of the energy transfer is expected
since an oscillator can undergo energy exchange only in multiples of its
level spacing. We observe that the cross section contains all the in-
elastic processes for which energy conservation can be satisfied, and

that at any finite temperature neutron energy loss is more probable than
neutron energy gain.+ The two processés become comparable when K T >> nV\w
which is the semi-classical result of Section II. It is interesting to

note that neutrons cannot gain any energy from the crystal at T = 0 be-
cause e-nv} whiéh can be interpreted as a measure of the probability of
finding the oscillator in the n-th eigenstate, vanishes. TFor large vib-
rational frequency we may use the small argument representation of the modi-

fied Bessel function

x1
In(x> = (-2-) nr )

5o that in the limit as becomes infinite all inelastic terms vanish.
Physically this corresponds to the situation in which all particles are
rigidly fixed at the lattice sites so the crystal cannot possibly inter-
change energy with the neutron. Elastic scattering, however, is still
allowed.

The elastic contributions to the cross section are exhibited

in two separate terms. The second term contains the interference factor

+t Of course, neutron may loose energy to the crystal lattice only if its
energy 1s greater than the oscillator level spacing.
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It is seen that lattice symmetries affect only the interference part of
the scattering and that interference effects are purely elastic processes.
That the latter is a direct consequence of a crystal model which assumes
uncorrelated particle motion has already been mentioned in Section II.
The more realistic model which we will describe in the next section is
one in which all particle motions are correlated, and for that case it
will be seen as seen earlier, that inelastic interference scattering is
indeed permissible.

The attentuating exponential factor e'DKE is the quantum ana-
logue of the Denye- Waller fz:tor. At high temperature or small v 1t is
seen that all processes are appreciably attentuated; the effect does not
vanish entirely at T = 0, apparently due to the oscillator zero point
energy. On the other hand, for sufficiently small v Pk© will be such
that we may use the asymptotic form of the modified Beseel function,
In(x) = (2ﬂx)- 1/2 eX, the exponential part of which cancels the Debye-
Waller factor. Obviously the same situation holds for the case of large
ke instead'of large T, for this reason we see that in the region of
high momentum transfer interference effects will be negligible.

We next consider the scattering lengths a1 and ap which
appear in Equation (2). The necessity for the distinction arises from
the fact that the scattering system may contain a mixture of isotopes for
which the scattering lengths differ or the interaction potential may be

spin—dependent.+ For the present case it is noted that aj and ap are

the appropriately averaged scattering lengths for those terms with /4 = 2!

+ Isotopic mixture is discussed in Section VII while spin dependence is
treated in Section VIII,
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and £ # 4' respectively [see Equation (III.11)], and in this sense terms
in (2) containing ai and ag may be identified as direct and interfer-
ence scattering. With this interpretation we observe that the two pro-
cesses are influenced by independent aspects of the scattering system,

the former being only sensitive to lattice dynamics whereas the latter is
governed by lattice symmetries. In the presence of isotopic mixture and

spin-dependent interaction the scattering lengths are

ai =< I+l a2 > 4+ < L a2 >
o1+1 t 2T+1 -
2
a2 =<K I+l a, + I a >
2 2T+1 2I+1 -

where I 1is the spin of the nucleus and < > denotes isotopic average.
Scattering lengths a, and a_ , defined in Section VII, are those for

which neutron spin is respectively parallel and antiparallel to nuclear

spin. When spin effects are absent, I — 0 and we have ai = <a®> and
a2 = <a>2, where a 1s the ordinary scattering length introduced in

Equation (III.10). Furthermore, if the scattering system is monoisotopic
then ai = ag = a2

We are now in a position to examine the qualitative behavior
of the scattering cross section. Since among a large number of the ex-
perimental results the measured quantity is independent of scattering
angle and neutron final energy it is only necessary to discuss the depend-
ence uﬁon neutron initial energy of the total cross section, which is ob-
tained by integrating (2) over all final energies and directiohs of scat-

tering. We not that the scattering samples used in these experiments are

polycrystalline so that the interference term, which depends upon crystal
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orientation, should be averaged over all crystal orientations. However,
this aspect is not important for the discussion in this section and will
be treated in Section VII. Let us therefore consider the scattering

cross section for a given incident neutron energy which can be measured,
say, by a transmission experiment in which we will neglect spin and isotope
effects.

For very low-energy neutrons (Ei i'.OOl ev) it is seen that the
model predicts no elastic processes. This is because Io(x) is essentially
unity which enables the cancelation of direct scattering,and the neutron
wavelength is sufficiently long that the Bragg interference condition can-
not be satisfied at any scattering angle. Also, in this region neutrons
cannot lose energy; the only permissible inelastic process, therefore, is
that in which neutrons gain energy and one can readily show that the cross

- 1/2
section varies as E, and increases with temperature. As the inci-

i

dent neutron energy is raised elastic processes begin to contribute, a
significant increase occurs when the Bragg condition which allows the long-
est wavelength is just satisfied. At higher incident energies the inter-
ference term begins to be attentuated by the Debye-Waller factor. While
the cross section will continue to exhibit sharp jumps as additional sets
of crystal planes give rise to interference scattering the overall oscil-
latory behavior is damped. For the high-energy neutrons (EiZZeV)‘we can,
therefore, expect no contribution from interference scattering; moreover,
in thié region one can neglect lattice binding and thermal effects and
treat the scatterer as a free particle. The dominant inelastic process

here is that in which neutrons loose energy since neutron energy gain be-

comes negligible because of the factor e™’ with v large. We obtain



the limiting result for high energies , 0= 4na§ .  The above remarks
are illustrated in Figure 3 which is in general agreement with observa-
tions for such scatterers as graphite, beryllium, and leado(5) Finally
we mention that beryllium, on account of its sharp Bragg cutoff and a
low-energy cross section, which can be made even smaller upon cooling
the material, has been used as a filter in experiments requiring very low-
energy neu.trons,(6>

We have Just shown that the Einstein crystal can be used to
understand certain general aspects of neutron scattering and to explain
the behavior of the total scattering cross section. It is clear, however,
that this simplified model cannot be adequate in predicting results which
are sensitive to dynamical details of the scattering system. With the
recent development of slow-neutron experiments as a powerful research
tool in solid-state physics it is known that scattering measurements can
be analyzed to yield valuable information on atomic motions and inter-
particle forces. Obviously, in order fto do this there must exist a dynami-
cal model for the crystal which treats particles dynamics to a sufficiently
high degree of complexity and which still remains analytically tractable.

The formulation of such a model will be considered next.
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Figure 3. Qualitative Behavior of Total Scattering Cross
Section.



V. A DYNAMICAL MODEL FOR CRYSTALS WITH
PERIODIC BOUNDARY CONDITION

As we have seen the description of neutron interaction with atoms
or molecules bound in a crystal depends to a large extent upon the energy
of the neutron relative to that of the atoms in the lattice. For high-
energy neutrons the lattice binding effect can be safely neglected in
treating the collision process. The interval of time in which the neutron
actually interacts with an atom will be small so that the atom can be ef-
fectively considered as being free, and if the wavelength of the neutron
is sufficiently short the interference effects of the scattering from neigh-
boring atoms will not be significant. It is then to be expected that any
analysis in this region will not be sensitive to details of the scattering
system and is of little interest in our discussion. On the other hand,
when the neutron energy is in the region of .1 ev or less the associated
de Broglie wavelength is comparable to the interatomic distance for the
lattice, then not only do the scattering atoms have to be treated collec-
tively but also their thermal motions and the effect of lattice binding will
have appreciable influence on the nature of the scattering. For this reason
most scattering experiments are preformed with very low-energy neutrons in
order to study dynamical details and inter-atomic forces in crystals. 1In
this section we will develope an appropriate model which will enable us to
analyze these measurements. It will be more instructive to proceed classi-
cally, and later quantum analogues can be obtained for those results which
are relevant to cross-section calculations.

Consider a general crystal structure in which the f-th lattice
cell is located by a position vector Xy, whose components form a set of

-29-
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three integers P appropriate to the lattice basic vectors aj, i1 = 1,2,3.
Let the n particles in each lattice cell be labeled s, s = 1,2,...,n.
As shown in Figure 4, the instantaneous position of the s-th particle in

the g-th cell is R®

, which can be written as
i

S _ LS S
Bo =% ™Yy

=%, + x5 +uy, (V.1)
where H; is the instantaneous displacement from the equilibrium position

52 . ;F is the equilibrium position vector of the s-th particle measured

in the cell and is therefore independent of 4. For this particle the

equations of motion are

Ms d.2 ( S _ BU

TR e, (v.2)
where we use Greek subscript «& to denote a compohent of a vector and U
represents the interparticle potential. Here M® is the mass of the s-th
particle. In the absence of detailed knowledge of U the approximation
conventionally employed is that proposed by Born and Oppenheimer,<798}

For our purpose we shall adopt this approximation to obtaln a realistic
model for the crystal which still describes the particle motions as har-
monic vibrations about their respective equilibrium positions. Compared
to the Einstein crystal the nature of the motions i1s the same; but, as we
will see, the additional complexity introduced lies in the fact that a
large number of oscillation modes, which will no longer be uncorrelated,
are allowed.

The Born-Oppenheimer method, when applied to the crystal, essen-

tially consists of separating the Schrgdinger equation for the system into
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Figure 4. Position Vectors in a Simple Cubic Lattice.
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two parts, one describing the electronic motion and the other the nuclear
motion. It can be shown' that the effective potential between nuclei is
actually the eigenvalue of the electronic problem and in the harmonic ap-

proximation can be written as

ss' s s!
Ed Uaa Yo g (v.3)
s

Ial

a
i
(V) Lo

zl
where the summation extends over all cells, particles and components, and

ss'! 1 U ]
A ’

where subscript o means that the second-order derivative i1s to be evaluated

at the equilibrium positions. Differentiating (3), we get++

o _ ss! s! I
20

The equations of motion now become

T Ty e Bpa (v.5)
where Uzzzaa‘ can be interpreted as the a-th component of the force on

particle (£,s) due to a unit displacement of particle (ghs') in the o'~
direction. On account of lattice periodicity, this force is a function

only of vector displacement and therefore can only depend upon the relative

* Readers not familiar with this particular aspect will find a thorough
discussion in Reference 8, Chap. V.

++The same result is obtained if BU/Buza is simply expanded in a Taylor
series in which only the first two terms are retained and noting that

the first term represents the a-th component force on the particle
(Z,s) in its equilibrium position and therefore vanishes.



33

cell index £-24',

pss' o yss’ ., .6
28100 2-4ron! (V )

Equation (5) represents a system of simultaneous, linear differ-
ential equations and the set is infinite unless the cell indices are re-
stricted. Since we are interested in actual macroscopic crystals the number
of cells, no matter how large, will always be finite.™ If such a crystal
were to contain more and more particles then the system approaches a continum
in the limit and the solution to the equation of motion should have the form
of a solution to the wave equation, a traveling wave with infinite number of
degrees of freedom. On the other hand, so long as the system remains dis-
crete the solution must contain the same number of degrees of freedom as the

physical system. We accordingly seek a solution of the form

£, (6) = ()7 V2 goet(Briepot) (v.7)

The usual oscillatory time dependence is chosen; the dependence of the cir-
cular frequency w and its allowed values have yet to be determined. The
appearance of the factor exp(2ﬂik°§%) is perhaps not obvious. While this
is closely analogous with the wave solution for an elastic continum there
exists a somewhat subtle connection with the periodic property of the crystal

lattice and a specific boundary condition. For fixed s and « the dis-

placement is a periodic function of the cell location X,. Moreover, if the

propagation vector Kk, unspecified as yet, is appropriately restricted it

is seen that the motions of particles occupying equivalent positions in cells

* The use of (5) to describe a finite crystal implicitly assumes that sur-
face effects are negligible. This is because (5) was derived for an
infinite medium.
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certain distance apart are described by the same solution. Therefore the
range of \ﬁ. can be so defined that the solution satisfies the boundary con-
dition requiring particles on opposing surfaces of the crystal to move in
unison. This boundary condition, which is actually expressed through the
condition on ‘53 does not prevent the description of the particle motions
within the crystal by a superposition of a finite number of traveling waves

as given by (7).7

At the same time, the solution is seen to exhibit the
proper number of vibration modes. These remarks will be made more explicit

after we discuss the determinations of frequency ® and coefficients gg .

Inserting solution (7) into the equations of motion we obtain

2 5 ss' st
@ ga = SZ’a!C‘l,{,,a(x' gal ’ (V'8>

where

-2nik- (x8-x5")
ss' e e e

ss' -2nik.x
C = — XU ;e wow . (V.8a)
ko' ysus™ g Ao
ss'

Observe that without property (6), C would not be independent of the

kaoy!
cell index. Equation (8) now represents 3n linear homogeneous equations

in the 3 n unknowns gs since & =1,2,...,n and & =1,2,35. For a
()

ss'
C

wopt 18 & 2nx 3 n matrix if (s,0) and (s',a') are con-

given \]&,
sidered as single indices. Of course, (8) will have non-trivial solutions

only if the secular determinant vanishes, i.e.,

* The restricted motion of the surface particles is of no consequence since
we have consistently neglected surface effects. One should be aware that
these implications result directly from the form of solution chosen and
the related boundary condition which, together with the interparticle po-
tential, represent the crystal model we have adopted. Solution (7) with
boundary condition, at best, describes only approximately the dynamical
behavior of particles in an actual crystal.
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jcf;fm, - 6Om€>ss,| =0 . (v.9)

This is a 3 n - degree equation in mg, and if the solutions are restricted
to have only positive frequencies then both n%\ and 1%\ are admissible,
Once the frequencies are known, they may be used in Equation (8) to obtain
the coefficients g; . According to (7) for a given 3& there exists a
real progressive wave corresponding to each of the 3 n frequencies. However,
not just any value of %\ will lead to unique solutions. That this is a
direct consequence of the assumed lattice periodicity property is seen in
the following argument.

The solution (7) depends upon cell index £ only through the phase

factor exp(2ni§-§z). We can define a set of reciprocal basic vectors bl

related to the lattice basic vectors ai by

: a; xa ‘
pt o= :%—44£ , 1,3,k 1in cyclic order, (V.10)
LAY a
such that
brray =8, WL
with v, = Laianxg5l . The superscript serves to indicate that g? may

be regarded as a set of contravariant vectors while &; Wwill be the corre-

sponding covariant set. Using these reciprocal basic vectors we define =&

reciprocal lattice in which a lattice vector is

Y=Yy, (V.12)

1

where y; are integers. According to (12), the scalar product between a

reciprocal lattice vector Y and a lattice vector x, 1is always an integer
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equal to Z)@Zi . Consequently the phase factor is unchanged if the propa-
gation Vecior k, which when expressed in reciprocal lattice is not nec-
essarily a reciprocal lattice vector, were changed by an amount equal to
any reciprocal lattice vector }% Furthermore, given a reciprocal lattice
cell a reciprocal lattice vector can always be chosen to connect any point
outside the cell to a point inside. This implies that corresponding to
every value of Kk within the reciprocal lattice cell there exists a unique
phase (and therefore unique solution) and corresponding to any value of éi
outside the cell there exists no additional phase which i1s distinct. Hence,
all the unique solutions are retained if k 1is restricted to a reciprocal
lattice cell.

The foregoing consideration of uniqueness of the solutions leads
to a restriction on 5: However, this does not completely specify Xk since
there exist a countably infinite number of k values within the reciprocal
lattice cell. This situation is to be expected since the physical boundary
of the crystal has not yet been specified. Let us consider a crystal which
contains N;j number of cells along the lattice basic vector aj. For this
case the solution to the equation of motion is that given by (7) where

4= 1,2,...,N;-1. The boundary condition that particles on opposing sur-

faces of the crystal move in identical manner requires+ uza = uzoa , with
g " %, =§ e,N.a;, € =0,1. This 11;1plles that
2ni 2 e1kyNiay
gﬂik.(xz _ % ) 1 3o M1 iai
e P ™0l o g =1, (v.13)

or k;iNjai = integer, where k; are components of Xk along the unit

* This boundary condition is known as the Born-Von Karman boundary condition

originally proposed by Born and independently by Von Karman.
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vectors 3i/ai . It will be more convenient to express k in terms of
reciprocal basic vectors, i.e., k = &Kn) = nip}. We observe that 7

are not integers unless ‘ﬁ(n) is also a reciprocal lattice wvector x; S0
that 1n3 = y;. ©Since Ja is restricted to a reciprocal lattice cell n;,
which can be taken to be always positive, can be utmost unity. The bound-

ary condition (13) now implies

jng

T]i =E:; hi =l,2’.oo’Ni . (V“lll’)

b,

Clearly there are N; allowed values of 73 and the N = 'Hl N, values
of \%\ will be called the N permitted wave numbers. Ther;;ore it is seen
that the assumed solution (7) satisfies both the uniqueness requirement and
the boundary condition through a single condition‘(lh) on k.

It is imperative that the number of modes of vibration in a finite
crystal be equal to the number of degrees of freedom. The crystal which we
have Jjust considered contains N lattice cells with n particles in each
cell, then the number of degrees of freedom is 3nN. On the other hand,
in the model there are N permitted values of 3a and for each ~§~ the
secular determinant (9) yields 3n frequencies so the number of vibration

modes is also 3nN. Furthermore we note that the volume of the reciprocal

lattice cell is Jjust

B0 x Pl - = - =
la1 - ag x a3]  va -

where v, 1s the volume of the lattice cell. This indicates that the per-
mitted wave numbers k are uniformly distributed in the reciprocal lattice

with a density equal to Nvy =V, the volume of the crystal.



VI. NORMAL COORDINATES™

The discussion in the previous section shows that the use of har-
monic approximation and the periodic boundary condition leads to a Hamiltonian

for a finite crystal of the form

N N
=1 sy-l(ms 2 ss' s s'
Hy = 5% s%{(M ) (Tza> * %, S;Q,Uﬂ-ﬂ‘ou'uzocuz'a'} ’ (V1.1)
: . N . s _M 29
where the first term is the usual kinetic-energy term with Tﬂa = = .
1l ou
20

Since the particle displacements in the potential are coupled, it becomes
desirable to seek a new set of independent coordinates in terms of which
the Hamiltonian appears as sum of terms, each involving only one of these
coordinates. When these coordinates are properly chosen, the transformed
Hamiltonian will exhibit the same form as that for 3nN independent oscil-
lators and any subsequent analysis will be considerably simplified. Such
a set of coordinates are knbwn as normal coordinates.

It will be convenient to eliminate the presence of the particle

mass by introducing reduced quantities. Thus

Wza B <Ms)l/2u;a ’ (VI.2)
ss' 'y - 1
Dziz!wl = (MSMS ) l/gUz?z!aai J (VI.B)
2 ; .
1 s ss s s
fs = _2- 250 {(pﬂa) * £1§1Q1Dﬂ_ﬂ‘aafwzawﬂta1} s (VI-A)

* Part of this section follows the treatment of Born and Huang)Reference 8.
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=

J

= — . Before actually introducing the normal
1 ws
y/o

where &
Pl
coordinate transformations we will first examine certain useful properties

of the solution (V.7). Consider the function

e2mw(n) "Xy

=M=

Alk) = L
N

“wA

1
1 l_egﬁiﬂi

eEﬂiniNi ) .
—_— (V1.5)

b,
-1
N i=

i
Since Nymy = hy are integers, A(&) vanishes everywhere except at the

reciprocal lattice points where the denominators also vanish. That is to
say, N3 will only be integers when-(%ﬂq) becomes a reciprocal lattice

vector. Therefore,

1 all ny are integers
Alk) = (VI.6)
0 m;y not all integers

Now construct the function

-1/2 2xmik(nt)ex, % 1/2 2xik(n)-x,.
/e A n ) wze] [(N> / e W~ ! V\M-’é

\

4
'

[(N)

J ]

=M =

Al-k(n')+k(n)] =

which, according to (6), will vanish unless the argument of A is a recip-
rocal lattice vector. With the restriction on k given by (V.1L) the non-

vanishing of A requires

-k(n') + k(n) = k(n-n") = k(o)

A WA

Hence we obtain the orthonormal property

eIk Xy

N Dik! - *
Z(e lVV\ 35»@) (e
Y/

) = Gk (Vvi.7)
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where ‘ﬁ and k' denote two permitted wave numbers. By a similar argument

the closure property of (10) is obtained

2nik-x ¥, 2nik.x
(e W\WJ') (e“THE XDy - Bypr (V1.8)

=
v =

where f and 4' are two lattice cell indices.
The transformation to normal coordinates can now be derived. First

expand the reduced displacements

N .
-1/2 2nik-
° () l/ Yows e T

= (v1.9)
wﬁa ” K0! 5 (VI.9)
with inverse
1/2 N 2mik-x
S5 2 - S TEMLETRY t
Veq ()~ %wme . (V1.10)
The fact that the displacements must be real implies
wo o= . (VI.11)

ko ” oxa

As a result of (11), the potential part of (4) becomes

1 g 5 Dssr s gt 2n1'<§+£1>.£,@
= 5 Lorehebe
lg}gx sty!

oL ~8s8' s s
=5 % D&QU‘ngw-ﬁa’ ,

where
-_ss' ss' -2mik:Xxy
Pragt % P joar®
Physically, expansion (9) describes the real displacement in terms of a

series of N +traveling waves with complex coefficients as amplitudes.
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This unitary transformation reduces the potential to a series of N complex
forms, each characterized by a 3n x 3n matrix D;S&: vhich is Hermitian.*
For a given Xk there exist 3n sets of eigenvectors ezja and eigenvalues
mgj, J=121,2,...,3n, satisfying

i fa s I Pk (v1.12)
where the eigenvectors form a complete and orthonormal set,

5 s¥ s
Ly Skafgga = B3y

Y- - _
% e kst = B Bss! ¢ | (VI.13)
+
Furthermore,
s* _ .8 v
®ki(a) = Sokjla) | (VI.1h)

It is interesting to note the similarity between Equations (v.8) and (12).

1 1
In fact Digu, is completely equivalent to the matrix Ciéa, except for

a difference in the phase factor. Accordingly, the corresponding eigenvec-

S
3530‘

pensating phase factor exp(-2ﬂi§-§F). Since the two eigenvalues are the

tors ga , more explicitly written as gija , differ from e by a com-
same for a glven \5, the choice of phase factors is arbitrary.

As noted earlier the need for normal coordinates arises from the
fact that in Equation (l) the particle displacements are dynamically coupled
through the three indices referring to lattice cell, position in the cell,
and direction of displacement. Since the normal coordinates will not be

coupled in the Hamiltonian, they must not depend on £, s, and &. The

*+ Proof given in Appendix A.
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transformation (11) has eliminated the coupling through cell index £ by
introducing the dependence on k. It follows that the next step should be
one which will transform the dependence on s, & to a dependence on other

indices. This can be achieved by using the eigenvectors just found. 5o

we write
s . s (yT
w%g ? egjapkj , (Vr.15)
with inverse by virtue of (15)
_ s s¥ :
Qk‘ = L W&Q?§ja (VI.16)

WWAS

On account of the fact that (s,a) in the dynamical matrix Dﬁg&y can be
taken as a single index, only a single new index Jj, j=1,2,...,5n, is re-
quired in the transformation.

Now the Hamiltonian (l), when expressed in terms of the coordinates

Qkj, takes the form

N 3n
1 2,9 *, 0
Hy =5 L {® 57 57
= j=1 K J k]
. 2 % ,
(IV.
+ w&jQMQ&j} , (IV.17)
where
* S s¥* g% S
U o ki ke T Lfke ko < Oy

We will fegard the set of coordinates ij as the 3*nN complex normal co-

ordinates related to the actual particle coordinate by the expression

N 3n

5 _ (vSwy-Ll/2 S 2nik.x

WA
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In the study of neutron interaction with crystal two different
kinds of normal‘coordinates can be used. We will next show how they may
be derived from the coordinates ij Just obtained. It will be seen that
the first kind of normal coordinate corresponds to a combination of the
complex waves described by ij and its complex conjugate ng to give
two real standing waves while the second kind of normal coordinates in-
volves a reformulation of the problem in which the coordinate and its
canonical conjugate momentum are expressed in terms of quantum mechanical
operators known as "creation" and "annihilation" operators. Physically,
the latter type of coordinates is related to traveling waves moving in

opposite directions.(9>

A, Standing Waves

Observe that for 3& =0, ng = on so that these coordinates
can be used directly as real normal coordinates. For 5\% O the permitted
wave numbers can be divided into two groups by passing an arbitrary plane
through the origin in reciprocal space. Therefore, to every allowable k
on the "positive" side there corresponds a -k on the opposite side of the
plane. Since the Hamiltonlan is symmetric in k 1t is then only necessary
tolsum over half the reciprocal cell. ILet ij =;J% (zq + 1zp), where
24, 1 =1,2, are two real, independent coordinates and we have suppressed

the indices 5\ and Jj. Under this additional transformation the Hamiltonian

(17) becomes

N/2 3n 2

Lo Z{ef e}

H, == %
e k 71 i=1

S

1=

with p; = which is the familiar form of a system of 3nN uncoupled

}._l

o
'aZi,
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harmonic oscillators. Each of the 3N/2 frequencies is shared by a z27
oscillator and a Zp oscillator. In terms of these real normal coordi-

nates the particle displacement has the form

s s _\=1/2 s 2nik.x s¥ 2nik.x
Upy = (EM N) / % {zl(e . S egjo@ e ”g)

A

+ 122(ek30?2ﬂlk Xg 4 ek Q?-Qﬂlk xg)}

In the special case of monatomic crystal, the particle displacement can be

written as

e
=
Q
|
S
g

where Ayjq 1s the O-th component of the phonon polarization vector Axs.
The normal coordinates in this form have been used in the early investiga-

tion of neutron scattering by crystals.(l)

B. "Creation" and "Annihilation" Operators

Consider the Hamiltonian given by (17),
_1 * *
H=352 (e + 00%) » (VI.18)

where the indices &\ and J have been replaced by A for convenience and

Ny
1R,

which satisfy the commutation rules,

Py = . Coordinate Qk and conjugate momentum p, are operators

Qo1 ] 10 Syt

[Q,,05]1 = [pysp3) = [Qy,p3] =0 . | (VI.19)
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In order to examine the time dependence of Qk and Py, We next consider

the equations of motion,(lo)

Ca 4Qy il
1% a-_E—- = [Q}\)H] = lV\ p}\ f)
7 2 - pE] = ctfRefal

where we have used the fact that summation over ék includes both positive
and negative wave numbers in evaluating the commutators. The equations are

then easily solved to give
Q}\ - a}\e-l(l)}\‘t + b}\el(l)}\t ,
*

* %
with Py = . Corresponding expressions exist for Qk and Py - Since

at
*

Qk = Q-k’ where the sign of A\ corresponds to that of §~ while index J
is always positive, the relation between the time-independent operators

ay, by 1is

These operators can be written in terms of Q, and p, ,

R = Lo L
(Qx + o P}, by = 2(Qk o )

o

ay) =
and they satisfy the commutatlion relation

*
[a}\,a)\l] = —_— 5}\}\! .
20y

2
2 1/ -iant
We can therefore define new operators, ¢, = (=) aj)e so that

24

the Hamiltonian (18) becomes

L,

3 (VI.20)

H="N % wk(gi Lt
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with

[CK,Ci.] = 8,1 - | (V1.21)

The original particle displacement is now expressed as

uplt) = T eSae g, (v)
- ( N >l/2 5 —1/2{ S 2ﬁ1k_§z
© ‘2MsN N £28 20t
+ Cx 5 F e ek Xy b (VI.22)

In arriving at (20) and (22) one must keep in mind that A can be positive
and negative on account of the summation over k. Equation (22) 1is commonly
used to describe particle motions in studies of neutron interaction with
crystals.(5> For the Einstein crystal the particle displaéements are the

normal coordinates for the system, and upon transformation become

uza(t) = (ég$5>(§z + gj*) , (VI.22a)

where 1t is to be noted that uza(t> is independent of .

We proceed to show that Qi and {, operating on the wave func-
tion of the crystal will result in the emiscion and absorption of a quantum
of sound radiation (energy ﬁﬂwk), known as a phonon, and are therefore the
"creation" and "annihilation" operators. It is noted that (18) is in the

- form of a Hamiltonian for 3nN uncoupled harmonic oscillators, therefore

the energy of the A-th oscillator in the n-th eigenstate

Qn}\IH}\IH}\> = Il}\ )V Jl}\ P <V1025>
where

1 * D ¥
By = 5 (pypy + 08Q50,)
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and ‘nk> denctes the wave function of the JM~th oscillator in the n-th
elgenstate. n, 1s the quantum number of the oscillator and can also be
regarded as the number of \-phonons in the system. According to (20) and

(21), we have

\ ; /4 '“l - e .
()~ (Hy + %) = gkg; ;o Uy T(Hy - %) = g;fgk ( (VvI.oh)

Operate the first equation on gh,

(f;mx)_l<Hx * %>Cx - §XC§Cx b <¢ﬁ&m)“l QN(HX i %>
50 that

Hy 6y [ny> = (ny-1) ¢y [ny> (V1.25)

Equation (25) shows that §k|nx> is proportional to an eigenfi
Let the proportionality constant be Ay, a constant depending
we can write

¢y o> = A [ -1> .

Similarly it can be shown that

*
Gy ny> = By ny 1>,

where B, 1s another constant depending upon n.

To determine A, and B, we simply observe that
X 2 ‘ x Z
<o Goln> =By 5 <y [G 8 In> = 4y

Comparing the Equations (23) and (2k) it is seen that Ay ='Jhx and

By =Vny4l .



VII. SCATTERING OF NEUTRONS BY A MONATOMIC CRYSTAL

Scattering by a monatomic crystal is perhaps the simplest case
in which all the essental aspects of the dependence of cross section upon
the structure and dynamical behavior of the scattering system can be in-
vestigated. The results derived in this section can be generalized in a
straightforward manner to the polyatomic case by the use of structure fac-
tor. We will use the crystal model which has Jjust been developed but
simplify it to the case of only one particle occupying each cell. The
differential cross section will be calculated using the formalism developed
earlier and interpretations can then be made which are basic to a general
understanding of neutron interactions with crystals.

We first comsider the factor in Equation (III.11),
Kygpi>p = % Pp<n|X gy o>, (VII.1)

with

ik-Ryi(t) -ig-Ry

Xpgo =€ e : (VII.2)

Here < >p 1s used to denote the average over all possible initial states
n (previously no> of the crystal. The crystal is taken to be in thermo-
dynamic equilibrium with the surroundings so this average is often called
the thermal average. In terms of the normal mode analysis we can approxi-
mately describe the dynamical behavior of the N-particle crystal by that of
a system-of 2N independent harmonic oscillators. It will be seen that
use of the "creation" and "annihilation" operators greatly simplifies the
calculation and that the explicit form of [n> is never needed. The in-

stantaneous position of the particle in /Z-th cell can be written as

~48..
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Rp =%t \‘% LY N (ViI.3)

where the decomposition into normal coordinates ry 1is written formally.
Whenever explicit forms are required r, are the "annihilation" and

~ "creation" operators, i.e.,

% %
= vT
with
fo\1/2 Prik-xy
v%ﬁ}\ = (—.——_gl\mwk) \A\)\e e ,

where it is understood that index A represents one of the N permitted
wave humbers and one of the three directions of polarization. Thus

AK I\éj(§> is the Jj-th unit polarization vector appropriate to that os-
cillator whose propagation vector is ‘k. We note that in the quantum
formalism Xy, ‘the equilibrium position of the f-th particle, is not a
dynamical variable and that the normal coordinates can appear as time-
independent operators Ty (or gk) in the Schrgdinger picture, or as
time-dependent operators r(t) [or ¢3(t) 1 in the Heisenberg picture.

As we have shown the difference between gk and gl(t) is the time factor
exp(—ith). The commutation rule and eigenvalues of these operators have

been given earlier.

The operator (2) now takes the form

X, = et (xg1-x4) o185l Zpann(t) -ine2 2y,

iﬂ'(Xz!-Xz) il{'Zﬂv}\r}\(t) -16:Z gy
S NMETTRES g o
A

= €
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since the normal coordinates are independent and therefore commute. Next
we observe that for any two operators A and B which commute with their

commutator [A,B] there exists the identity”

A B A+B +%[A,B]
e e = e

" We make use of this fact to write

i}K-(g\(\zx-X'g)
Xpgr = e I

® -

(8:Zg13) (82 go) [y (t) ,ry ] eiﬁ- {25\r0(8) - Zpryd

The thermal average (1) becomes

Lhe (xpr-xp)
5

e

<Xpp1> IIP,<n X}\xn>
24T }\n}\}\M N

L (kg -xp) \ _
= e ]}-E<Xzﬁr>T; (VII.5>

where the initial crystal eigenfunction 'n> has been written explicity

as a product of oscillator eigenfunctions 1nx> , A=1,2,...,3N, and

n

«},> = TP <n ]X)\z,ln>
¥ T n}\ by ATE PN

(VI1.6)
Lie2o) (8200 [ea(8) ] i {2 () -2}
. = e <e >0

the commutator here being Just a number. It is noted that we have written

P the probability of finding the crystal initially in state n, as a

n’

product of an’s , Wwhere P is the probability of finding the i-th

o

oscillator initially in state n. Again this is a direct consequence of

the normal mode analysis and the fact that the crystal is in thermodynamic

+
Proof given in Appendix B.
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equilibrium. The density matrix is diagonal and is explicitly

EH)\ 21’1}\ -1
Pn}\ = V}\ ( n}\V}\ )
2n}\ 2
= v, (1 - vy) (VII.7)

where Vv, has been defined in Section IV. It is seen that phonons obey

Bose-Einstein statistics.

In order to calculate the thermal average of Xzﬁf we make use
of the corollary to Block's theorem<h>
1<%,
<eQ>T = e , (VII.s)

where Q 1s a multiple of, or some linear combination of, commuting

oscillator coordinates and their conjugate momenta. Then

2

A 1 2 2 2
Kger>p = exp{= S1(20) < (8)>g + (£240) <ryog

- 2(kZ i) (82 gy )<ry (1) vy 1} (VII.9)

*

T

The thermal average of the time-dependent and time-independent normal co-

crdinates can be readily obtained,

2 2
<ry (£)>p = <ry>p = 2<ny>p + 1,

- i(l)}\'t iw)\t
<rl(t)rx>T = e <m+l> + e <ny>T
where
2 2, -1
= ) = -
<ny>T n}\n}\Pn)\ vy(1-v)
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Equation (9) becomes

2
X Dali-B))  ® nvy —indPrke(xp0-x,) -ont
<XZ£,>T = e Z e by e { A wue wve }\}
n=-w
2
(x) In(Py (k&) ) (VII.10)
where
/ﬁ coth v ’ﬁ csch v
A A
Dy =——, P, = ———=O
A 2MNwy, ’ A EI\/H\T(D)\

and we have rearranged the result by using the generating function of the

modified Bessel function of first kind,

1 1
Er(t+f) 0

e = I "1 (x)

n=-o

We can now exhibit the energy- and angle-dependent differential
scattering cross section for a monatomic single crystal of N spinless

particles as

| ke -ipt ik (x1-%) )
c(p,%) = Sk H fdte 2, 8 g8 1€ £ 4 II <X££,>
i A A
v =20 ®

kre - -my vV 2

- Jage ™t xR (P, (5-4)7)
imyant X .
(x) P, @ x ) (VII.11)

where

VWA v

exp(-2W) = exp{-% Dy (KA )2} ’

Fm}\ = N_- Z a/eaz 1 exp{i (&\-27[111}\1}‘) * (3,,(,2‘ _3\(1\,@)}

A
Since the present crystal model assumes harmonic vibrations of the particles

then it should be possible to reduce the above result to that for the
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Einztein crystal. The necessary specialization required is indicated from
a comparison of Equations (IV.22) and (IV.22a). Hence we obtain for the

monatomic case,

-DKE © - s
5 R nv o inwt In(Png)

b

<X£’@>T = e

n=-ow

where D, P, v have been defined in Section IV. Note that the reduction

applies only for 4'=4. For z'#z the thermal average is time-independent

because
+
Kygi Py = L Py <n|ng, (£)A, |
= <Af <A
- Z‘>T 2>T 4
where
<D =nZz Pn£<n£[./\ﬁyn£> ,

and n,> 1is the eigenstate of the particle in the f£-th cell. The corre-

sponding differential scattering cross section for the Eienstein crystal is

kfe'DKE -ipt 2 % -n(v+iwt) >
o(p,Q) = ——— [date Y a 2 e T.(Pk
' ik (xp-xp)
+ L agrage e } (VII-1la)
L2

It is known that a system of oscillators can undergo energy transi-
tions only in discrete amount; the A-th oscillator can transfer an amount
equal to integral multiple of its energy level spacing &ﬂwk. Therefore for
any neutron-crystal interaction the energy gain or loss of the neutron can
be written as

o = % N,y (VII.12)
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where each integer n, can be positive or negative. Accordingly we per-

form the indicated time integration to obtain from Equation (11)

-2W

o(0,8) = 5 {Z}
1 my

6(§ﬁ(nk-mk)wl)§ le

MV

() Ty, (Prls a0 %)e (VII.13)

The energy conservation conditions appears explicitly as the delta function.
The indicated summation is over all possible sets of {mk} and for a given
set {mk} each my in the product is specified by the set according to .
In an energy measurement the effect of the finite resolution of
the instrument is essentially to integrate the measured quantity over a small
interval about the energy of the scattered neutrons. When treated in this
manner the differential cross section G(Q,Q) is non-zero only for
% (nk-ml)wk = 0. For a given p we note that the set of integers {n)}
may not be unique. This is to say, there may exist different multi-oscillator
excitation processes which can result in the same net energy exchange. We
shall, however, ignore this aspect and assume, for the purpose of subsequent
discussion, that each set {nk} corresponds uniquely to a particular neu-
tron energy transfer as written in (12). Thus it becomes possible to iden-

tify the coefficient of each delta function as the physically measured

o(p,Q), for example,

ke -ny\ Vv 2
£ AV B
— gI\Fn}\e Inx(Pk(ﬁ-éx) ). (VIT.1k)

]

U(Q;&)

In this way the elastic as well as all the inelastic cross sections can be

derived from Equation (13).
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We next examine the structure factor Fnk . It is convenient

to remove it from the product by writing

1 iy (xp1-xp)
F=2 ﬂ% 8,8 1€ s (VII.1s)

where Y=k~ % ma, 9 = 2nk and indices £ and /' range over all
lattice sites in the crystal. When the crystal contains two or more iso-
topes for which the scattering lengths differ the summation process effec-
tively averages the scattering length over all the isotopes present. We
can exhibit the double sum as two partial sums,
z aﬂaz,e;1'<§ﬁ'-§ﬁ) = L ai + aﬂaz,eiz'(ﬁﬂ'-éﬂ) , (VII.16)
24" 4
where the prime indicates that terms with £ = £' are to be omitted.
The first sum in the separation can be interpreted as representing direct
scattering effects while the second term involves scattering due to dif-
ferent particles and therefore represents interference effects. For a
relatively simple model it will be instructive to discuss neutron inter-
action in terms of direct and interference scatterings and show the depend-
ence of the two effects on different physical aspects of the scattering
system. Essentially this was our approach in the discussion of the Einstein
crystal. To carry out the indicated summation let C, be the fractional

concentration of isotope A which has scattering length ap, etc. Then

17+ (%01 %0) - (0 a2he sl & et iz (xgr-xg)
ﬂ%‘ 88,18 = (cAaA+cBaB+...)+(cAaA+cBaB+...) g%t el &
= N<a®> + <> 7 AT
A
iy.x,,2
= ¥ {a® - <@} + <a>?| Ze]“"“z\ : (ViI.im)
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In the second sum we have assumed that the crystal is completely disordered.
That is to say, the existence of an atom of a particular isotope at £ is
independent of the type of atom at £'. The symbol < > is used to denote

isotopic average. We will express 7 1in terms of reciprocal lattice basic
Ea%]

vectors so that

3
S
Z\‘?\E,@ = sE’l 78'8 ’

where 75 and 45 are the respective components, then

N
| g e;g.§£12 ) % | }? ei7szsl2
4 s=1 5=1

3 sin®(Ngy./2
_g =22 - s/2) , (V11.18)
s=1 sin (75/2>

3

where Ng 1s the highest integer that 4% can assume, i.e. I Ng =N.
s=1
It is noted that this expression will be small compared to its value when

the denominator vanishes. Since the denominator vanishes for Tg = Eﬂuq,
wg = 0,+1,..., we only need to examine the behavior of (18) in the neigh-

borhood of these values of 74. Let 7g = 2nug + € , € small, then

LD s 2 -
sin®(Nyy./2) _ sin=(N e/2)
S s/ = S / ~ QﬂNSS(e)
sin2(7s/2) (e/2)2
As a result we obtain
N )
iy.x 3
| % e'Z wﬂ| = (2ﬁ>3N nl &(yg-2nyg) . (VII.19)
s:

Equation (19) shows that the difference between momentum transfer vector
Kk and multiple phonon vector % n,q 1s a vector Y defined in recipro-

cal lattice space by



where, as we have seen in Section IV, a certain property of crystal struc-
ture is expressed through g& Thus the influence of lattice geometry
appears only in the above delta functions,+ In elastic scattering these
functions express the well-known Bragg condition originally proposed for
X-ray interference effects.

The single crystal differential scattering cross section can now

be written as

kfe_2w (25)3
2 )’ 2,
Jlp,0) = + &(y-2nY
(0,0) X {aT v ey )}
- 2
(x) e P (A (VII.20)

2 2 2 2 2
where a; =<a > -<a> , ag =<a> , and the delta function is expressed
in cartesian components.++ The part of cross section containing ai is

called incoherent while that containing a2 e

c is called coherent.

observe that the source of incoherence is the existence of isotopic mix-
ture. If the crystal were monoisotopic then a? = 0. In the next section

incoherence due to nuclear spin effects will be discussed.

t It is important to keep in mind the fact that use of the delta functions
to represent mathematically a sharply peaked physical behavior is made
for convenience.

*t* Since the delta function in question is defined with respect to a three-
dimensional integral the Jacobian involved in the transformation is Just
the ratio of unit cell volumes in the two spaces.

+++

It is important to note that incoherent and coherent scatterings are
not to be confused with direct and interference scatterings. While in-
coherent scattering does not contain interference effects ccherent
scattering does include certain direct scattering [see Equation (17)}.
The Jjustification for the present convention apparently lies in the
explicit display of isotopic effects (and later also spin effects).
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The general expression (20) allows excitation of an arbitrary
number of oscillators. For the purpose of subsequent discussion we will
only consider those inelastic interactions in which one oscillator under-
goes a change of energy. The scattering which causes that oscillator to
lose or gain an amount of energy equal to n multiples of its level
spacing is known as an n-phonon process and phonon emission or absorption
are often used to designate respectively loss or gain of neutron energy.
Although all inelastic processes are permissible so long as the energy
conservation condition is satisfied it can be readily shown that the most
important single inelastic process is the one-phonon exchange. The one-

+1

phonon cross section 0~ is obtained from (20) by setting n, = i.ﬁkko

and noting that the series representation of In(x) gives approximately

-

I(x) > (3 %,

+
whenever the argument x 1s small. Here the oscillator responsible for

, +2
the scattering is designated by Ag- The two-phonon cross section ¢~
+2 £l
is similarly obtained by setting ny = + 26xxo, and the ratio o /o
->\O

is effectively given by the factor Pkoe
1

which 1s proportional to
N~ For this reason it is often sufficient to treat inelastic scattering as

+n
essentially a one-phonon interaction. The phonon-absorption process o

- -2nv
is related to that for phonon-emission o™ through the factor e ho

We note that general remarks on energy transfer, made earlier for the

Einstein model, apply equally well to the present situation.

* This is Justified since P, which appears in the argument contains
a N-1 factor where N is the total number of particles in the
crystal.
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While the foregoing discussicn applies to both ccherent and in-
coherent scattering it is seen that the coherent cross section contains
an additional factor in the form of a delta function. We have already
noted that any process must satisfy the energy requirement which for one-

oscillator excitation becomes
= + o . VII.2
p T n 2o ( 1)

The appearance of the delta function S(xw2n£) imposes an additional con-
dition for coherent scattering. Since \Z depends upon the neutron momenta
and phonon wave vector this condition may be interpreted as momentum con-
servation although not in the sense of ordinary particle dynamics. We shall
examine in some detail the special case of elastic coherent scattering. For

this case the momentum condition is simply
K =anl, (VII.22)

where k = ke-kj. For elastic scattering kj =k , % = 2kssin(0/2) and
it is seen that the angle of incidence is equal to the angle of reflection;
furthermore, the vector }j is in the direction perpendicular to the plane
of reflection (see Figure 5). For reasons which will be clear shortly let
us write

1

Y = a7 = n(wl + v° +wd) (VII.23)

N

where we-recall that Y is a vector whose components in the reciprocal
lattice are integers. Integer n 1is such that (uvw) are the smallest in-
tegers having the same ratio as the components of L. Consider now plane

A whose intersections with the lattice basic vectors gi(izl,Q,E) are
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R ELASTIC
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Figure 5. Vector Relation in Reciprocal Lattice
Space for Elastic Coherent Scattering.



respectively 1/u, l/v, 1/w. We observe that the vector gl/u - gg/v

lies in plane A and that the scalar product of this vector with vector

T vanishes. Therefore J which is specified by (uvw) is perpendicular

to plane A. Moreover the distance between plane A and the next plane

- which is parallel to it is %E "% = T'l. " In other words, the length of
reciprocal vector T 1is equal to the reciprocal of interplanar spacing of
the scattering planes. It is conventional to specify both the reciprocal
vector T 1in reciprocal lattice space and the scattering planes in crystal
lattice space by the same set of integers (uvw). These integers are known
as Miller indices and are widely used to denote the orientation of a parti-
cular crystal plane.

We can now explicitly exhibit the well-known Bragg condition for

interference scattering. From (22),

L sing(Q/E) (n}\T)2

I

or

2d sin(6/2) = nx, n=1,2,..., (VII.2h)

‘ 4
where &< = k(2n)'l = K'l, A 1s the de Broglie wavelength of the neutron,
and 4 = 17t is the spacing between crystal planes. The factor n 1is
called the order of reflection since its presence allows other wavelengths

to scatter from the same plane at the same angle.*t According to the Bragg

condition, wich is (24) with n=l, the reflection pattern from a given set

We are taking the second parallel plane as one which passes through the
origin.

++ . ,
We are not interested in the higher order reflections so henceforth we
can take n to be unity ($~=,x).
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of planes will show peaks at certain scattering angles, each peak repre-
sents only those neutrons which satisfy the energy-angle relationship.
The condition for elastic coherent scattering, Equation (22),
suggests a simple method, often known as Ewald's construction, for de=-
termining Bragg scattering. Consider a reciprocal lattice (Figure 5) in
which the reduced incident wave vector 4§i is drawn such that it termi-
nates on a feciprocal lattice point. If another reciprocal lattice point

lies on a sphere of radius 4&-

i centered at the origin of the incident

vector then interference scattering from the planes normal to the recip-
rocal lattice vector 3; is possible. That is to say, Bragg scattering
can occur 1f the difference in the reduced wave vectors is equal to a
rebiprocal lattice vector.

A similar construction exists in inelastic coherent scattering

where one phonon is excited. The momentum condition becomes

%

wi ~

As an illustration we shall consider scattering by Aluminum(ll) which has

a face-centered cubic structure with four atoms per unit cell, (000);

11
(5 5 0); (% 0 %); (o % %). For Bragg scattering the structure factor is
Fluvw) = Z% ot Xl - %% Q2miYexs _ oo eln(u+v) N elﬂ(v+w) N elﬂ(W+u)’
uni un
cell cell

which vanishes unless wu, v, w are all even or odd integers. We therefore
consider in the reciprocal lattice a plane containing some of these recip-
rocal lattice points,lfor example, those for which v and w are the same

(Figure 6). For a given incident neutron wavelength the scattering angle
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Figure 6. Vector Relations in Reciprocal Lattice for
One-Phonon Coherent Scattering by Aluminum.(ll)

(Not to scale.)



6.

necessary for Bragg reflection by a specific plane is determined from (24)
with n=l. By knowing this angle, crystal orientations, and measuring
kf,‘ﬁf is determined. The phonon vector %‘ is obtained by connecting

ygf to the nearest reciprocal lattice point. Now suppose the crystal

1s rotated slightly through an angle ¢ so that the direction of incoming
neutrons is along f&i . Since the analyzer and scattering angle are fixed
a new scattered wave vector ‘@é and a different phonon vector %: are ob-
tained. Note that the angle © is computed for reflection by the 333 plane,
but the 511 plane can give rise to Bragg scattering as well.

Thus far we have discussed certain implications of the rather
general result given in (20) which is valid for a single crystal whose
orientation is specified by the reciprocal vector x, The differential
cross section <O(p,@)> for a polycrystal, a macroscopic crystal contain-
ing many single crystals at random orientation, can be obtained by averag-
ing o(plﬁ) over all crystal orientations or equivalently over all direc-
tions of X, and summing over all the permissible values of g; which
give rise to coherent scattering. If the differential cross section is
integrated oyer all scattering angles and Tinal neutron energies the re-
sult will be the total cross section o for neutron-crystal interaction.
Ooviously, any attempt to obtain these cross sections for the general case
will be a difficult and tedious task. For in addition to the xfdependence
Equation (20) exhibits explicit directional dependence in the vibrational
frequenéies wj(§) and polarization vectors \ﬁj(§)° At the same time,

evaluation of the Debye-Waller factor requires specific knowledge of the
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dispersion relation.t We will, therefore, turn to special cases for sub-
sequent analysis and illustration. Aspects of inelastic scattering will
be discussed in terms of one-phonon process while the Debye model is
adopted in obtaining the various elastic cross sections. It will be shown
that the inelastically scattered neutrons can be used, in certain cases,
to determine dispersion relation and vibrational frequency distribution,
and that the Debye approximation affords a considerable simplification but

still leads to results useful in studying limiting cases.

A, One-Phonon Process and Crystal Dynamics(12>
We consider separately the one-phonon differential incoherent

and coherent cross sections as obtained from Equation (20),

2 =2W 2

11 atkee M543 (D] oyiq) a1 1
o, . (p,Q)y = — {e" 1) T+ 2 (R0}, (viI.25)
incoh "W A QMNkiwj<%9 2 ’
32 W, 2
1 (21 agkee T R [5°45(q) ] 2vilq) 11,
ocoh(o,g)x = S(Qiq-QnX){(e a2l) o+ §(l+l)} ,
QMNkim.(q)v "
I\ a | |
(VII.26)

where the small argument expression of the modified Bessel function has
been used, and upper and lower signs denote phonon absorption and emission
respectively.++ The index A reminds us that energy is interchanged with

the A-th phonon (previously called 1Ag) with propagation vector g and

Dispersion relation wj(§) is an expression showing the dependence of the
circular frequency ® wupon the direction of polarization J and wave
propagation vector k. This is a fundamental property of the crystal
determined by geometrical structure and interatomic forces.

** In this notation, wj(q) = wj(2n§) is always positive.
WA
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polarization Jj. In other words, energy condition
2 0
ke - ky =+ ws(q) (VIT.27)

is satisfied for both cross sections. Equation (26) explicity contains
the momentum condition for coherent scattering .
We shall first examine incoherent scattering. According to (27)

all final neutron wave vectors ke must end inside or on a shell defined

2 1/2
by two spheres of radii max. (O,[kf _ o /

7 Wyl ) and (k«-2 + “g

17T Cpax) s

where is the maximum value of w:(q) for all q and Jj. Since
WA

W
max J ™
energy conservation is the only condition to be satisfied, incoherent

scattering is seen to occur in all directions, and the energy distribution

of the scattered heutrons is continuous within the shell. We note that
+1

Gincoh(p’%>x usually is not measured since the experiment cannot isolate

the effect caused by the X\-th phonon from that caused by all other pho-
nons. So no information will be lost if we consider incoherent scattering
in terms of a cross section that does not depend upon the particular pho-

non involved in the interaction, i.e., we write

+1 5 +1 ( ( . . / 8
o] 0,0) = o] 0,5 ol Eawi VD (VII.2
incoh U’M) j,q incoh -’&>x 1 AR )

In most cases N 1is large so that the summation over g can be replaced
VWA

by an integration over the reciprocal unit cell,

N v

L — [ dq

q (2n>3 unit w
w cell

where V, the volume of the crystal, is the uniform density of distribu-

tion of q 1in reciprocal space. The summation over g in the Debye-Waller
A W
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factor is similarly treated. Next we eliminate the directional dependence
through polarization by restricting the class of crystals under considera-
tion., It is known that for a cubic crystal ? Aja(a)AjB(W) = SQB , or

L[ ag65(9)4s()a55(a) = By £ T [ da,(q)
r ,‘

W Wy 3 J' ASYN AL

As a result, we get

2 -2W
+1 a_k &\v e
incoh ' 6(2x) dux
C5(E-7 +  w.(g)) 2v;(q) -1
)% [ aq {70 ™« 03}
J wniy w;(q)
where
ﬁmgv coth v.( )
o = a_ y J qu
6(27)3M J unit * w;(q)
cell "

The integral can be transformed to an integration over the frequencies by
introducing the frequency distribution function f(w), defined as the num-
ber of normal mode frequencies per unit frequency interval divided by the

total number of frequencies. Formally we can write

SN —_ - maX

flo)w = L3 (20)73 [ dq 0<w<
; L

W < wj(q) < W+ Aw
S P5la) <

where the integration is over a reciprocal unit cell. The incoherent dif-

ferential cross section then becomes

2
K2 -%2 |
i il
1 a2k _m_kee-2W —_—t 1 11,
0T (p,@) =2 g = f(;‘n [ki-k?l){(e Zmokol )7 5(1%1)}
incoh M!kf'kilki o i

(VII.29)
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Equation (29) is independent of the direction of K and crystal orienta-

+1
tion but does depend upon the scattering angle ©. At a fixed ©, 6 o

incoh
can be measured as a function of energy transfer and in this manner it is
possible to deduce the frequency distribution of the crystal.+

The above treatment cannot be applied to noncubic crystals and
therefore incoherent scattering will depend upon crystal orientation.

12,13) certain properties of f(w) can

However, as shown by Van Hove,(
still be determined from the energy distribution of scattered neutrons in
a given direction. In particular, it is known that f(w) for a general
crystal contains a finite number of singularities as a consequence of the
periodic structure. These singularities are known as singular frequencies
and are generally.those values where E:wj(wg = 0 or equivalently where
the discontinuities occur in the first derivative of the energy distribu-
tion. For the cubic crystals the energy distribution leads directly to
the singularities. Even for noncubic crystals the energy distribution of

incoherently scattered neutrons will exhibit similar singularities at

energies independent of direction of scattering.

In the case of polycrystals or powder the foregoing results for
cubic crystals remain unchanged since (29) is independent of crystal orienta-
tion. For noncubic crystals (28) has to be averaged over crystal orienta-
tions; however, the singularities can still be observed since their occur-

rence in the energy distribution is not affected by directional effects.

* Most dynamical properties of a crystal can be related to its dispersion
relation and frequency distribution function. From this point of view
the problems of crystal cynamics can be considered as reduced to a de-
termination of these two quantities.
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Inccherent scattering due to multi-phonon processes in general gives rise
to a distribution dependent upon direction of scattering but is continu-
ously differentiable. All singularities in an observed distribution can
therefore be attributed to one-phonon processes.

Now we examine the spectrum of ccherently scattered neutrons.
As previously noted, for this scattering process there exists an additional

condition on the momentum. Combining the two conditions we can write

2
K5-kf = + _;“\_o ws (k) (VII.30)

1 J

In (30) we have made use of the fact that the wave vector q is defined

WA

up to Enl, where T is any reciprocal vector so that wj(%fzﬂl) = wj(wy.
For each Equafion (30) describes a surface in reciprocal space and the
three surfaces form the so-called scattering surface s.% Tt can be noted
that S 1s continuous and therefore neutrons can be coherently scattered
in all directions. On the other hand since the final neutron wave vector
must end on the surface the energy distribution along any direction is not
continuous (in general, a vector in any direction will cross the surface
three or more times). If the discrete neutron energy is measured at a
given scattering angle, a point on each layer of S is determined. By
repeating this measurement as a function of direction the dispersion re-
lation, wj(wg is thus obtained in terms of the scattering surface. The
discrete nature of the energy distribution enables the one-phonon coherent

process to be separated from the incoherent and multi-phonon processes.

The coherently scattered neutrons in the polycrystal case will exhibit a

* Properties of S were first noted by Placzek and Van Hove, Reference 12.
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continuous distribution on account of the directional average. For this
reason, single crystal rather than powder is more suitable in lattice-
vibration experiments.

It is interesting to note that for phonon emission (lower sign)

= nT

Equation (30) cannot be satisfied if k; < kyj,, where kg, min

and Tps;, 1s the smallest reciprocal vector which corresponds to that

set of crystal planes with maximum spacing. This is seen to be

2m 1/2
the Bragg cutoff mentioned in Section II. When k. <k; < (TKQQmaX) {

the high frequency phonons cannot be excited and certain scattering direc-

: 2m,, 1/2
tions are restricted. It is only when ki > (ja— &hax> that all pho-

nons can be excited and scattering is allowed in all directions.
The one-phonon coherent cross section is given by (26). Again
if we sum over all g and J subject to energy conservation and replace

WA

the q summation by an integration we obtain
WA

2 -2W 2
.".'.l ( ’V\kface Z [vﬁ'éj(ﬁ)] (E . — RS
Ocoh p,&) - 2Mk 4 J w-(£> OlBr=5y - R
2v:(k) -1 -
) {0 - DT« 20},

since both Aj and ws are periodic functions of the reciprocalglattice.
(4 k)

If we now consider a fixed final neutron energy, e%n->2% = "op s then
o}
+1 ' 1,
GCOh ~ E Ef‘f dka' (p )&)
2
{Emo \l/ "2"\]&:%ﬂ
2 2 =0 | £=8
_ ’v\a-c[{ii éJ(’;&x)] |kg "_‘7\‘,{;\ wJ(L‘}\'_)/(le
¢ dws (K
oMk ws (k') |2k ffaac) (—M) |
170 Y w T A dke K =k!
wf wf

G {E9E) C Tty Lamy (VII.31)
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where K' 3.51 - 5% and J 1is that polarization index for which the

energy conservation, E% = B,

i * Yiw,(k'), 1is satisfied. The scattered

Jten
intensity therefore varies as {w.(n7)]'l. Since small wj(k') implies
that k' - 217 is small or k' 1s close to a reciprocal lattice point
the intensity peaks in the neighborhood of reciprocal lattice vectors.
Also for small frequencies the lattice can be considered as essentially
isotroplc and thus phonon polarizations will be purely longitudinal and
purely transverse. The different polarizations can be distinguished from
the intensity because ﬁ‘-éj(gj) is zero and k' for the transverse and

longitudinal branches respectively.

B. The Debye Model and Incoherent Approximation
We obtain from Equation (20) the single crystal, differential

elastic incoherent and coherent scattering cross sections,

o 2 -2W o
% neoh ﬁ) - are ’ (VII.32)
2_-2W
(2m)3a3e \ ; ‘
o (%) _Eege T 5(g-2x1) , (V1I.33)
coh ™ vy o
where again'the small argument expression for the modified Bessei function

has been used. As noted previously the polycrystalline cross sections

are obtained by averaging (32) and (33) over crystal orientation. This can-
not be done without explicit knowledge of the phonon polarization and

mj(%)e - IT the crystal is cubic then the previous result applies and the
Debye-Waller factor depends only upon scattering angle ©. In general,
however, it is very difficult to solve the dynamical matrix discussed in

Section ' to obtain wi(q). On the other hand, there exists a useful

approximation, originally proposed by Debye for the theory of specific
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heats, which eliminates the directional dependence in the Debye-Waller
factor. The Debye model assumes that the crystal lattice can be treated
as an elastic continum and in this approximation it is shown that the
vibrational frequency is independent of direction of polarization and is

linearly proportional to the magnitude of the wave vector

d.)J< > =C!Q! ,

WA WA

with ¢ the average sound velocity in the crystal.™ It is known that
this model has been found to give satisfactory results in problems in-
volving a summation of all the vibrational frequencies. Therefore it can
be suitably used to predict the energy and temperature dependence of the
total cross sectibn.(h> But, as we have shown, angular and energy distri-
butions can be sensitive to the details of wj(%) and f(w), so in these
cases the use of Debye approximation is likely to be inappropriate.

For the purpose of our illustration we shall proceed with the

above approximation. The Debye-Waller factor now becomes

N
5 I

- MK 2. q'l coth V\cq
q

-2W 2cMN 2koT
. e = e
L ue
=e M , (VIT.3L)
where
e
b= ———é;ﬁfg ?)?coth( z Ydx
2(ko%D)° o 2k T

Reader unfamiliar with this aspect should see Reference 8, Chapter II.
We note that the Debye model, when applied to a polyatomic crystal,
ignores the optical branch of the dispersion relation.

** This is not quite true since the longitudinal and transverse velccities
are different. For simplicity, the difference is ignored in the pres-
ent discussion.
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In writing (34) the summation of g has been replaced by an integration
over the unit cell which could be taken as a sphere with radius

1
Upax = (6n2N/V) /3 chosen such that the total number of wave vectors is

N. ©p 1is the Debye characteristic temperature of the crystal defined

A cq
as @Op = __ESEEE . Since the Debye-Waller factor is now independent of

. . 0
crystal orientation, o

incoh(%>’ as given by (32), is therefore valid

for polycrystals as well. The total incoherent elastic cross section is

= an ()
% neon ~ d % neoh v
/{7 8H};i
. Mmhal R2ny (VII.35)
©o2pl
where A = M— For small F:, o° Mﬁag The polycrystalline co
Cmg C & L7 Yincon™™ I ° poLyery '
herent cross section is
o) 1 o)
<ocoH> T L I dg(£>gcoh<ﬁ)
2
2 w(2nT)
ag M .
—é’;r—a—;ge 6(&—21{1’) P

where subscript T denotes coherent scattering from a particular reciprocal

)

vector (or equivalently that set of crystal planes whose normal is parallel
to ;). Since K = 2kisin(®/2), all T satisfying the inequality 7 < ki/ﬂ

can contribute to coherent scatteringn+ Then the total coherent elastic

cross section becomes

0 o
o = Y, [an <o >
coh T < ki/ﬂ coh™ T
- 2
‘ﬁenag» _ plenr)
-—< 7 1l M
Vamoli + <. /n

+ This implies that at sufficiently low energy where Tpi, > ki/n  the
coherent elastic cross section vanishes. This is another way of stating
the Bragg cutoff.
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We note that Ugoh varies as Ei and will exhibit jumps whenever a re-
ciprocal vector begins to contribute. At higher energies the effect of
additional T's TDbecomes less and less significant and the fluctuations
will eventually diminish. Therefore if we consider sufficiently high in-
coming neutron energy the summation may be approximated by an integral.

2

Upon multiplying the summand by MﬂvaT dt we integrate from zero to

k;/n to obtain

2_,.2 Bub
o %\ T[Aac -
- — - h2A
“con T T2uE; (1 -e )

a result which is identical to (35) aside from the factor of scattering
length. 1In this approximation it is then only necessary to calculate the

incoherent cross section and replace a? by <a2> to obtain the total

cross section o°.

This is known as the incoherent approximation. It is
interesting to note that in the low-energy limit the total cross section
for a monoisotopic crystal is © = Ugncoh'_" Mﬂ<a2> , often referred
to in the literature as the bound-atom cross section.

We will next examine the high-energy limit which corresponds to
the interac?ion between a neutron and a free atom. It is obvious that in
this case the neutron energy will be sufficiently high for the inccherent

approximation to be applicable. Accordingly, the differential cross sec-

tion becomes

2. . o
kp<a™> -1 (Ep-Eq)t .
o(p,Q) = —— [ dte Y ne e 2 em/(“l§>

e : - , (VII.36)
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where we are only interested in phonon-emission. The reason is that the

above limit implies that we may consider the limit of vanishing tempera-

ture; since phonon-absorption is proportional to exp{— f%%ﬁ%g}, the
o]

probability that the neutron will gain energy therefore vanishes as T - 0.

Equation (36) can be rewritten to give

K <a°> i (BB )t %
o(0,0) = D’ | ate BByt + €t) , (VIT.37)
w 2nki -0
where 5
@(t> _ ()ﬁm ) -csch L‘(}g‘) eV(Wk)-i%w(&)t coth V(k)]
S ko 2w(k) T ol

As usual we replace the k summation by an integration in the Debye approxi-
mation. At the same time we expand exp(-iwt) in a power series up to

order of t2. Thus

AR 2
e(t) = -l—(—%—ﬁ—)—t -th . (VII.38)

It is interesting to observe that the expansion requires that
%\Qhaxt =k opt < 1; in other words, ®(t) should be large and negative

so that for ko@Dt > 1 the integrand essentially does not contribute.

)

This will be the case if in (38)

$rx_ont)? Bk
3( 0 ekoOpt) >> 1, or (e _ By >> k.6
16M(kop) 2M

It is seen that the expansion actually corresponds to the statement that
momentuﬁ transfer, or recoil energy ER, 1is large compared to the binding
energy -- the weak binding limit. Before inserting (38) into (37) we note
that in order to obtain the free atom result op must be set equal to zero.

This is because our model treats the atom as harmonically bounded in an
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oscillator potential and so the atom will never become free unless the

force constant is identically zero. We therefore obtain from (37)
k <az>

(p,) = £ 8(Ep-E; +Eg) (VII.39)
o\l = 7% foiitER) - :

WA .
1

The delta function expresses the physically obvious condition that in the
interaction between a neutron and a free atom initially at rest the dif-
ference in neutron energies is necessarily the recoil energy of the atom.”

The argument of the delta function can be written as

K.
- i 2 2. 2~\1/2
ke = ey {mocosO + (M -mgsin“e) / } s
or _
A-1 :
(ks <kp <y

Integrating (39) over 0, we find

A -1
G(Ef) = bt <a®> - by <a§> [Ei(l-a)] ; OF; < Ep < By
i :
. O ; otherwise (VI.40)
| A-1,2
where Q = CKIE . This particular result, which can be derived from

purely kinematic argumentsf+ is widely used to describe the neutron energy
moderation process in nuclear reactor analysis. Integrating (40) over

2
final energy we obtain o = Uxn <ap> , the correct total scattering cross

section for a free particle.

For a high-energy neutron (E Z'ev) atomic motion can be neglected.

** It would be necessary to assume that the atom is initially at rest,

scattering is elastic and isotropic in the center-of-mass laboratory
coordinate system.



VIII. NEUTRON-NUCLEAR SPIN INTERACTION

Thus far our discussion has not considered the presence of spin
or intrinsic angular momentum. However, a more complete treatment should
include the effects due to this additional degree of freedom. As will be
seen in the present section, spin effects constitute another factor of in-
coherence in the scattering.

Let us re-examine the formulations presented in Section III.
Instead of (II.10) the Fermi pseudo-potential describing neutron-nuclear

interaction is now cast into a spin-dependent form,

oxh2 N
mo‘ ,@

v = 2(s, Y.)8(z-R,) | (VIII.1)

where 8 and @A g are the intrinsic angular momenta of neutron and the
£-th nucleus respectively. In order to exhibit an explicit form of
a(i’\gl) recall that in the earlier instance the scattering length 3y,
which is regarded as an empirical constant to be determined experimentally,

was introduced. If we now assert that the neutron-nuclear interaction con-

sists of two parts, only one of which is spin dependent, then we might put

a(s, 1)) = a, +bz(§-§ ) (virr.e)

WA

where by 1is another empirical constant. This particular form is chosen
on the basis of simplicity, conservation of angular momentum (rotational
invariahce), and inversion (space and time) invariance. Moreover, since
s = 1/2 higher powers of & can always be reduced to the linear form.
Having made the adjustment in the potential we proceed accord-

ingly with the following modifications. The system eigenfunction now

=77~
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appears as @nXmS, where Xms is a column vector specified by ms, the
projection of nuclear spin along the =z axis.” As usual, the set
{@nXms} is taken to be complete and orthonormal in the space and spin
variables of the scattering system. Continuing in a similar manner as
before we arrive at an expression for the cross section [see Equation

(I11.11)]

1

k -ipt
d(p,&) = L [ dte oty 2, Pn SOsoi>

» ET[Nki‘V\ lé' msmso 807
Sle}

SO Qﬂss‘a£1+bz1 (i' %ﬁﬂ] ) |m

RN

. KN
(x) <mgs |a£+b’e(§. &Z) [msoso> n% Pno <no]A'£, (t)‘/\‘ﬂlno> ,

where ]mss> repfesents the product of neutron spin function and the set
of system spin functions, denoted by s and mg respectively. Pmso’so
is the probability that the system and neutron have initial states mSo
and sy, and other quantities in the equation have meanings previously
assigned in Section T"T. Although it is possible to perform experiments

in which neutron and system initial spin states are prepared we will assume
that neither the neutron and system spin states can be specified nor can
the neutron final spin states be observed (system final states are never
observed). Under this condition the cross section, as written above, con-
tain a sum over all spin states.

If we again separate the cross section into two parts £=4' and

ﬂ%ﬂ', then the spin-dependent factors in the direct scattering and

* It is to be noted that the separation of spin dependence from coordinate
dependence is not always allowed. It is known that for some polyatomic
gases and liquids spin can be coupled to internal degrees of freedom of
the molecule. However such a separation is rigorous for most crystals
including the monatomic case.
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interference scattering are

242,42,
' A/
mSESOPmSo’SO <mg 8ol (agtoy 3 )" mg 85> (VIII.h)
and
\ N
mSZSOPmSO’SO <msos,o|(aﬂmoﬂ‘g° ) laybyses ) Imsoso> , (VIII.5)
0

where J, =8 +—§£,' As the present representation does not diagonalize

-~

JE the indicated matrix elements are not easily obtained. However, it

is possible to construct by an appropriate linear combination of the

2

]mss> states a representation in which JE, 8%, and J,, the component

of J along the =z axis, are diagonalized. We shall lable these states

as ]jm> such that

3 5m> = 3(3+1) | Jm>

I, dm> = m|jm> ; -i<m< . (VIII.6)

In this representation, (4) becomes (temporarily suppressing subscript £ in

the spins)
i | l I I ]., = '% /' { .

2

Pim{ag+b
Jm

)

where the magnitude of S 2 is I(I+l), and ij is the probability that
initially the scattering system and neutron have total spin j and z-

component m. The two values which J can assume are J =1 + l/2 since
the magnitude of the neutron spin is 1/20 The total number of spin states

for the entire system is 2j+1 = 2(2I+1), or (2I+l) nuclear orientations

each of which corresponds to two neutron orientations. Thus, for (7) we
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have
I+l/2 1-1/2

= L2, m I+1.2

e (Fr1/2) 20T (22702 ) mm(j%l/e) Sleray (Batop 5

I+ 2 12
o1+l A+ 2141 47

where

I

a, =a;,+b, =
L. L »

and

az-“aﬂ"b —2——
are the new scattering lengths corresponding respectively to the cases in
which neutron spin is parallel and antiparallel to nuclear spin. Consider

next the sum (5) which can be written as

\
agag + agnb, % Pmso’so <msoso‘§°&iﬂlmsosd>

Mg, So
+ azbw mszso PmSO}SO Qﬂsoso‘%° @\ﬁt lmsoso>
(0]
+bﬁw:mzé a%maaq@foﬁfgw)gﬁjﬂm%ayg (VI1z.s)
. Spo~0

Fortunately the last three terms all vanish because they are of the form
L2y <l >

which corresponds to the average of a vector in a system in which the vectors
are randomly oriented. Then (8) becomes simply a1y OF in terms of the

new scattering lengths,

Iy+1 Iy I+l gt
ag, + — ay agl + azt) , (VIII.9)
RIp+l "t 2Lyl T 2Tl T 2T 4l O

aﬂazx =



o

-] -

Using the above results we can vroceed to carry out the sumation

over 4. For the divect scaltering term £=2', we have

r -
I SNCHL LN S
2Ty - eI+l 21+1

and for the interference term, (#4', using (9),

170 (0 -%,) 2 oy i7-(xgr-xyp)
2 agagre 2 \~£i£ a, + S a_> Z'e
20" 2T+1 21+1 oo

where icotopic average <« > has its usual meaning. After a slight re-
arrangement the scattering lengths appearing in the incoherent and coherent

+
cross sectlons are respectively (see VI.QO)

1,2, 1 2 1A I 2
e —— a >
s e T s s e o
and
2
A (VITI.10)
21+1 2T+1

In the monoisotopic case we obtain

210 e
wI (I’_)I ".'L ) 2 -t -/ s
and.
V) . . f) ’
HE = (. I+l ay L a_ .
2I+1 2T+1

+ A simple example of spin~dependent scattering is the case of scattering
by hydrogen. For neutron-proton scattering the ratio of spin-dependent
factors for interference versus direct scattering is given by

2(&% + ag)'l = ,025 so the interference effects are quite negligible.

Conventionally this ratio is often regarded as that of coherent scatter-

ing length squared to incoherent scattering length squared, and in this

sense scattering by hydrogen is essentially all incoherent. We note
that the terminology is somewhat different from that used in this writ-

ing. Similar remarks also apply to the case of vanadium.
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The above results indicate that incoherent scattering can arise
from the existence of either isotopic mixture or nuclear spin. Moreover,
from the definition of a, and a. the coherent factor (lO) can be
written as <a>2n Thus it is seen that the spin-dependent part of the in-
teraction potential leads to incoherent scattering whereas coherent scatter-

ing depends only upon the spin-independent part of the potential.



APPENDIX A

1
To prove that Diga' is Hermitian observe that
WA

oS 3 pSs' 6'2“i£f§ﬂ
kooy! L Loo! ’
WA
ss!* gs! 2mikexy
D =D e "
koo Loyt ?
W& £
where
ss! s s! -1/2 ss'!
D'eaui = (M M ) Uml
is real. Since
ss! s! s's
U =0 =U ,

L80! L-4ox! JARY o 2¥e!
then by writing £" = 4-4' and noting that Xy = zigi we have

ssf* STS 'gﬂi\%{(\'%ﬂ“ s!s
D&Qﬂ" - £||D4@”a'ae = Dl&a’a
This proves the Hermiticity of the dynamical matrix. Now it remains to
*
prove Equation (VI.14), e;ja = eiﬁja . Take complex conjugate of (VI.12)

to obtain

' gs!' g'¥ 2 s*

L Dyoqr®xior = OxiCokia -
W WA W W

s'at

Comparing this equation with (VI.12) we obtain (VI.1l4) provided, of course,

2 2
Wy = 0y (A.1)
To show this, consider the secular equation for the solution of wij in
(vi.12)
ss! 2
ID - @ 8,18 | = 0.

ko'~ k%
w oW
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Again by complex conjugation

ss! 2

!D-kaa' - wkj%xx'ass’l -
W\ WA

It is clear that (A—l) follows.



APPENDIX B

In order to prove the operator identity

1
AB _ AtB+ 7[A,B]

e'e , (B-1)

where A and B commute with the commutator [A,B], consider the differ-

ential equation

oV = (a+B
% ( +B) ¥ )

where operators A, B are independent of «@. The solution of this equa-

tion is
y =y 2B (B-2)

where wb 1s the value of ¥ at «a = 0. Next consider the transformation

QaB
vV=e 0,

which leads to the differential equation for ¢,

%g =A'0Q (B-3)

)

where
-0B OB
A' = e Ae = A+ a[A,B] ,

since [A,[A,B]] = [B,[A,B]] = 0. The explicit dependence on O enables

us to write £he solution

OA + g—z—[A,B]
o = ®Oe I

or

v = woeaBeaA + %E[A;B]
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Comparison with (B-2) and setting «a =1 yield

1
A+B B A 5lA/B]
e = e e e .

Interchanging A with B gives the identity (B-1).
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