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Abstract
Experimental and theoretical studies of ultrafast chemical dynamics in solution are 

presented in this work. Condensed-phase chemical reactions are investigated with newly-

developed experimental techniques, including non-equilibrium two-dimensional infrared 

spectroscopy, transient-dispersed vibrational echo spectroscopy, and vibrational Stark-effect 

spectroscopy. The experiments are aimed at elucidating the complex relationship between 

molecules and their solvent environment under equilibrium and non-equilibrium conditions. 

The orientational relaxation rates of hot radical molecules in non-polar solvents were 

measured with transient-two-dimensional infrared spectroscopy to obtain the vibrational 

energy relaxation (cooling) rates following a homolytic bond cleavage reaction. Experimental 

studies of the asymmetric, solvent-caged radical recombination reactions offered new 

insights into the solvent role in determining the branching ratios and recombination rates in 

these asymmetric reactions. 

Dynamic vibrational Stark-effect spectroscopy is demonstrated as a new probe of 

molecular dynamics in solution. Within this method, a charge-transfer reaction is optically 

triggered, causing a change in the electric field at the nearby solvent molecules. The 

vibrational response of the solvent molecules serves to map the electrostatic changes at the 

chromophore as well as elucidate the dynamics of the molecules within the first solvation 

shell. The solvent response is measured upon optically triggering an electron-transfer 

reaction in the solvatochromic dye Betaine-30. The rate of the back-electron transfer, which 

returns the dye molecules to the ground state, has been measured from the solvent response.

In addition to molecular dynamics, two-dimensional infrared spectroscopy can 

directly access the one- and two-quanta energy levels of the system which directly reports on 

the anharmonic potential of the molecules. The potential surface of dimanganese 

decacarbonyl and its photoproducts has been modeled up to fourth order in the normal-

mode coordinates using ab-initio electronic structure methods. The energy levels are found to 
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be in agreement with experiment. The vibrational dynamics of dimanganese decacarbonyl 

are modeled using a Markovian quantum master equation with bilinear system-bath 

coupling. The model accounts for vibrational relaxation, coherence dephasing, coherence 

transfer and coherence-population coupling. The transport rates are computed using input 

from molecular dynamics simulations.
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Chapter 1

Introduction

1.1 Condensed-phase Chemical Dynamics

From proton-transfer1-6 to protein folding,7-17 liquid-phase chemical reactions are 

guided by the motions of the solvent.15, 18 Fluctuations of the solvent govern the dynamics of 

the reactants and transition states, and in many cases also determine the outcome of a 

chemical reaction. In turn, the solute influences the dynamics of the nearby solvent 

molecules19-21 and the timescales of chemical reactions are dictated in part by the interactions 

with the solvent: Diffusion rates determine the frequency of molecular collisions, and the 

solvent relaxation—how rapidly molecules adapt to a new electrostatic environment—

determines the stability of transition states and products.22, 23

Figure 1.1: Relevant timescales of condensed-phase chemical dynamics and spectroscopy. Adapted from 
reference 24.
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One particular goal of physical chemistry is to understand how these microscopic 

fluctuations affect the kinetic rates of chemical reactions. Understanding complex,

condensed-phase systems over a wide range of timescales is a difficult challenge for 

experiment and theory. While experiments are now beginning to access molecular dynamics 

on multiple timescales, molecular simulations are limited to a smaller range of timescales.10, 25-

27 For example, it is extremely challenging to simulate the minute-long folding reaction of a 

protein but it is relatively straightforward to simulate the pico to nanosecond equilibrium 

fluctuations of the same system.10 Consequently, there is great interest in understanding how 

the nature of subpicosecond, microscopic fluctuations affects the pathways and rates of 

chemical reactions. The work presented in the following chapters explores the role of the 

solvent in determining the ultrafast chemical dynamics of species under non-equilibrium 

conditions. The experiments are carried out using variants of transient multidimensional 

infrared spectroscopy supported by classical and quantum dynamics simulations. In this 

chapter a general background of chemical dynamics and multidimensional spectroscopy is 

presented, including a brief discussion of the experimental methods and theoretical models 

related to the work presented in the following chapters. Figure 1.1 shows relevant timescales

for condensed-phase dynamics and ultrafast spectroscopy.

1.2 Nonlinear Spectroscopy

Measuring ultrafast condensed-phase dynamics requires sub-Angstrom and sub-

picosecond resolution. The energy levels of the molecules provide the spatial resolution as 

these are highly dependent on the molecular geometry as well as the microscopic 

environment of the solvent.28-30 The time-resolution is afforded by the ultrafast laser 

pulses—typically ranging from 10-100 fs in duration—which measure the transitions 

between energy levels. Molecular dynamics are often measured in the form of time-

dependent absorbances. For example, ultrafast transient-absorption spectroscopy measures 

the changes in reactant and product absorptions as a function of time delay after a molecule 

is excited or a reaction is initiated by a laser pulse.31, 32

Unlike nuclear spin resonances, electronic and vibrational transitions are particularly

sensitive to the microscopic environment surrounding a molecule; different environments 

give rise to slightly different transition frequencies which are typically observed as an overall 
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broadening of the absorption peaks.33 While strong electronic transitions make UV/Visible 

transient-absorption spectroscopy well suited to measuring small differences in the number 

of reactants or products following optically-triggered reactions, vibrational frequencies can 

be readily mapped to chemical structures. Therefore, vibrational spectroscopy provides a 

level of microscopic detail not typically afforded by its electronic counterpart.30, 34 Given a 

sufficiently accurate theoretical description of the system, vibrational spectroscopy can 

provide a bond-by-bond view of the geometric changes—bond lengths, bond angles—

occurring during a chemical reaction in bulk solution or in a protein matrix.34

1.3 Coherent Multidimensional Spectroscopy

Coherent multidimensional spectroscopy, a technique developed over the last 

decade, measures joint correlation maps between frequencies in a sample. Structural 

information is extracted from the two-dimensional peak positions and intensities, whereas 

dynamics are typically extracted from the time evolution of the spectra following 

excitation.35, 36 The multiple light-matter interactions of ultrafast multidimensional 

spectroscopy serve to map out the energy-level structure of the system and to measure the 

correlations between the fluctuating frequencies within the various transitions.37, 38

Vibrational dynamics, such as energy redistribution or vibrational relaxation, are usually 

measured in the form of time-dependent amplitudes of the peaks as a function of the delay 

between the excitation and detection processes .38, 39

Figure 1.2 : Schematic representation of two-dimensional spectra at different waiting times. The different 
microstates are indicated by the circles. The arrows represent the changes in frequencies due to fluctuations of 
the solvent environment around the chromophores. The upper panels show how the absorption spectrum in 

both cases would look qualitatively similar.

Conceptually two-dimensional infrared (2DIR) spectroscopy40 can be thought of as a 

sequence of interactions between the vibrations and the electric fields of the laser pulses: 
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these are described as an excitation interaction, a waiting period, and a detection interaction. 

The two axes in a 2DIR spectrum correspond to the excitation frequency and the detection 

frequency (first and third interactions) while the evolution of the peaks along the waiting 

time is usually plotted separately. The theoretical framework and experimental 

implementation of 2DIR and its non-equilibrium variants will be discussed in Chapter 2; 

here we discuss some aspects of 2DIR in more general terms. In essence, a 2DIR spectrum 

is a two-dimensional correlation map between a set of excited frequencies and a set of 

detected frequencies.40, 41 By varying the time delay between excitation and detection, the loss 

of frequency correlation can be directly measured.42, 43 Figure 1.2 shows a schematic 

representation of how two-dimensional spectroscopy measures the loss of correlation: In the 

left panel the molecular environments remain ‘static’ whereas in the right panel the 

molecules exchange environments during the waiting time, giving rise to a broadened two-

dimensional peak; this is known as spectral diffusion. While absorption spectroscopy provides a 

highly-averaged view of the system, two-dimensional spectroscopy extracts structural and 

dynamical information from these broad, featureless peaks by separating the molecular sub-

ensembles underneath the lineshapes and measuring their relative exchange rates.1, 44

Figure 1.3: Spectral diffusion is analogous to chemical exchange, but instead of a chemical reaction, the 
diffusion coordinates refer to the degrees of freedom of the solvent, and the energetics arise as a result of 

favorable or unfavorable solvent configurations surrounding a solute. In the case of chemical exchange the 
different populations are usually discrete, with a well-defined barrier and exchange rate. The colors represent 

different transition frequencies of the different micro-environments.

From a thermodynamic perspective, the solvent provides a large number of degrees 

of freedom. Different microstates in solution reside within a shallow “solvent well” where 

each solvent configuration has a slightly different energy. The width of the peak is given by 

the distribution of environments as well as by the rate at which the molecules sample the 

different environments. Motional narrowing, which occurs when the molecules sample 
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different configurations at a faster rate than the timescale of the experiment, leads to 

narrower lineshapes than would be observed from the static distributions of environments.   

Another factor affecting the width of the peak is the sensitivity of the particular transition to 

the solvent configurations (further discussion given in Chapter 8). Chemical exchange can be 

thought of as a particular case of spectral diffusion with an energetic barrier separating the 

different sub-ensembles. Consider two species in solution, A and B; assuming that the two 

species have non-overlapping absorption peaks, 2DIR can directly measure their exchange 

rate, by measuring amplitude growth of the cross peaks in the spectrum (e.g excitation of A 

and detection of B, and vice versa).45-47 Figure 1.4 shows a schematic set of 2DIR spectra 

under different scenarios: In the first case, the two species are independent with no exchange 

occurring on the timescale of the experiment. In the second case, chemical exchange occurs

as observed by the cross peaks. This description of chemical exchange is very general and 

can refer to a wide range of chemical processes. Indeed, 2DIR exchange-spectroscopy has 

been used to measure hydrogen bond breaking/formation,7, 8, 48-53 protein folding and peptide 

dynamics,16, 34, 49, 54-57 and isomerization reactions,45, 58, 59 among other processes.

Figure 1.4: Schematic representation of how 2DIR spectroscopy measures chemical exchange between two 
species A and B. Absorption spectra are largely insensitive to chemical exchange.

In addition to chemical exchange, cross-peaks can also be observed as a result of

vibrational coupling and vibrational energy transfer. Transitions sharing a common ground 

state, such as different normal modes within a molecule, will lead cross-peaks in the 

spectrum.60 If two independent chromophores become coupled new excitonic states arise. 

Depending on the strength of the coupling, these states can split the energy levels and 

induce cross-peaks in the measured 2DIR spectrum.43 This effect can be used to resolve 

chemical structure in solution, and a significant theoretical effort has gone towards modeling 

dynamical couplings in systems such as O-H (O-D) stretches in liquid water, or amide-I 
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modes in proteins.61 Through its ability to measure chemical exchange, energy transfer and 

couplings, 2DIR not only has the power to resolve chemical structures, but also to separate 

mixtures of components in solution. Absorption spectroscopy alone cannot distinguish 

between two different molecules in solution versus two-transitions in the same molecule (see 

Figure 1.4).58, 59 In this work we present a particularly illustrative example consisting of two 

slow-exchanging isomers in solution, where the weaker transitions of one species remain

‘hidden’ underneath the strong transitions of the second.62 Using the 2DIR cross-peaks we 

were able to resolve the frequencies of the hidden peaks belonging to the first isomer. 

From a spectroscopic perspective, 2DIR can be considered an excitation-frequency-

resolved analog of IR/IR transient absorption. Figure 1.5 shows the pulse sequence along 

with the energy-level diagrams for a two-level system. In the time-domain (Fourier-

transform) 2DIR implementation, the excitation is caused by a two-pulse interaction, starting 

from the ground state (00) the first pulse creates a coherent superposition between the 

system eigenstates (01 or 10)—referred to as a coherence, and represented by an off-

diagonal density matrix element—and the second pulse transfers the coherence into a 

population, shown as a diagonal matrix element (00 or 11). The third pulse then puts the 

system back into a coherence (01 or 10). 2DIR spectra are essentially a frequency-domain 

2D map of the coherences created by the excitation and by the detection interactions.63 In a 

multi-level system there are many possible combinations of coherences and populations, also 

known as the Liouiville pathways, which can be selected for by detecting the signal in a 

specific direction; this is referred to as phase-matching. There are two main phase matching 

conditions: rephasing is where the phase along the detection axis is conjugate to the excitation

(for example: 01—11—10), and non-rephasing, where the system oscillates with the same

phase during both excitation and detection times (for example: 01—11—01). If the 

frequency fluctuations are very fast compared to the time scale of the experiment, the two 

pathways will have similar contributions, but if the frequencies are ‘static’ on the same 

timescale, the rephasing contribution will dominate.63, 64 In terms of phase matching the two

conditions can be written as:

Rephasing:
1 2 3 0sk k k k    

Non-rephasing: 
1 2 3 0sk k k k  
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Where 1k , 2k , 3k , and sk represent the electric-field wavevectors of the first, second, third, 

and signal pulses respectively. Conservation of momentum dictates that all the wavevectors 

must add up to zero. Note that in the rephasing condition 1k and 3k have opposite sign, 

whereas in the non-rephasing they have equal sign.

Figure 1.5: Sequence of light-matter interactions contributing to a rephasing spectrum in a two-level system. 

The density matrix representation is shown on the top with the Liouville states are represented as 01 | 0 1|  , 
etc. The arrows indicate a transition between two states. Energy-level and Feynman (ladder) diagrams for the 

same transitions are shown next to the laser pulses.

1.4 Non-equilibrium Multidimensional Spectroscopy

Though conventional 2DIR spectroscopy remains a powerful experimental method 

to study chemical dynamics, it is limited to processes occurring in the electronic ground

state.  In the last five years, non-equilibrium variants of 2DIR have been developed to study 

structure and dynamics of light-induced chemical reactions.37, 62, 65-69 Similar to UV-Vis/IR 

transient-absorption spectroscopy, in non-equilibrium 2DIR an ultraviolet or visible pulse 

perturbs the system before or during the 2DIR measurement while the infrared pulses 

interrogate the frequencies of the molecules undergoing the chemical transformation. In the 

following chapters we present two particular projects that highlight the ability of transient-

2DIR spectroscopy to resolve structure and dynamics in solution. The first project describes 

the orientational dynamics of hot molecules following a metal-metal bond cleavage reaction

by UV photoexcitation. The second project highlights the inherent structure-specificity and 

ultrafast time resolution of 2DIR spectroscopy in a study of bond formation between two 

radical species in solution. 

Figure 1.6 shows the pulse sequences for various equilibrium and non-equilibrium 

experiments presented in the following chapters. The weak infrared pulses minimally perturb 

the system, therefore the system is usually considered to remain at equilibrium during a 
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2DIR experiment,46 namely, the dynamics of the system are unaffected by infrared 

excitation. The non-equilibrium pulse sequences contain an additional UV/visible pulse 

which serves to induce an electronic excitation. It is worth noting here that much of ultrafast 

spectroscopy is described within the context of perturbation theory, meaning that the system 

remains near equilibrium and is only minimally perturbed by the light.63 In the case of highly 

nonequilibrium processes, such as charge-transfer or bond dissociation reactions, 

perturbation theory may not be applicable, therefore one must exercise caution when using 

such terminology to describe non-equilibrium experiments.

Figure 1.6: Pulse sequences used for the various experiments presented in this thesis. The red and yellow pulses 
correspond to infrared excitation/detection, and the blue pulse (starred) corresponds to a UV/Visible 

phototrigger. The pulses are color coded such that a coherent phase relationship exists only between two pulses 
of the same color. 

Sequence (a) represents an IR/IR transient absorption (IR pump/probe) experiment: the 

first pulse creates vibrational population and the second pulse probes the excited-state 

absorption and ground-state bleaches. In broad terms, IR/IR transient absorption measures 

intramolecular vibrational redistribution, vibrational energy relaxation, and orientational 

relaxation. Sequence (b) represents a UV/IR transient absorption experiment: The first pulse 
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triggers a chemical reaction and the second pulse probes the infrared absorption of the 

system as the reaction takes place. The information obtained from this experiment is highly 

dependent on the system, but, in general, reaction rates, and reaction mechanisms are

studied with this technique.70, 71 Method (c) combines UV/IR with IR/IR transient 

absorption: this method can measure the vibrational dynamics of transient species.72 2DIR is 

shown in pulse sequence (d). Transient grating spectroscopy (sequence (e)) is similar to 

2DIR with the main exception that the delay between the first two pulses is set to zero, and 

the signal measurement lacks phase information (only the spectral content is measured). The 

information content of a transient-grating spectrum can be easily extracted from 2DIR 

spectra.73 If all three IR pulses are time-overlapped, the experiment is referred to as a 

dispersed vibrational echo (DVE). Pulse sequence (f) shows a transient dispersed vibrational 

echo pulse sequence, in this scenario the UV/Vis pulse triggers a chemical reaction while the 

three-IR pulses measure the vibrational dynamics of the transient molecules. Transient-DVE 

spectroscopy yields information content similar to UV/IR transient absorption spectroscopy

but with improved signal-to-noise ratios. This technique is discussed in detail in the next 

chapter.74 A variant of DVE spectroscopy is heterodyne-detected DVE (HDVE) which 

relies on an external reference pulse to recover the amplitude and phase information of the 

signal.42 HDVE outperforms homodyne-detected DVE in cases where the signal is 

particularly weak, but requires additional information (usually a IR/IR transient-absorption 

spectrum) to recover the original signal phase. Triggered-exchange spectroscopy (g), is an 

extremely powerful method to map the identity of the vibrational states from reactants to 

products in phototriggered reactions.65, 66, 75 The first two pulses excite the vibrational modes 

of the reactants, the UV pulse then triggers a chemical reaction, and the last pulse probes the 

new vibrational frequencies within the products. Unfortunately, when two or more strongly 

coupled transitions are present in the system, intramolecular vibrational redistribution (IVR) 

limits the dynamic range of this technique to a few picoseconds. Sequence (h) can be 

considered a UV/2DIR pump probe experiment, and extends 2DIR to non-equilibrium 

processes.62, 72 Analogous to UV/IR transient-absorption, the optical delay between the UV 

and IR pulses can be scanned from a <100 fs, up to ~10 ns, offering a wide dynamic range.  

Although the optical implementation of transient-2DIR may be quite demanding, the 

UV/IR and IR/IR transient-absorption, DVE, and transient-DVE signals can be 

unambiguously recovered from a transient-2DIR spectrum.
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1.5 Molecular Models of Chemical Structure and Dynamics

Frequencies and intensities alone seldom provide an atomistic view of the underlying 

molecular processes that give rise to the measured signals. In many cases a theoretical model 

is needed to extract a microscopic view of the processes.76 The quality of the supporting 

theoretical model largely determines the amount of information that can be extracted from 

experiment. What makes NMR spectroscopy such a powerful technique to study complex 

multi-step chemical reactions such as protein folding? The answer is that spin resonance 

frequencies and spin-spin coupling strengths can be accurately modeled using standard 

electronic structure methods.77 This is in contrast to vibrational spectroscopy where 

computing anharmonic vibrational frequencies and couplings remains a significant

theoretical challenge.68 In terms of vibrational dynamics, recent theoretical models have 

provided an atomistic description of the underlying molecular processes that give rise to 

vibrational dephasing, energy redistribution and ultimate relaxation to the solvent (see 

Chapter 6).

Vibrational Structure

Vibrational frequencies are often computed from electronic-structure models such as 

density functional theory (DFT).78 Depending on the nature of the chemical bonds involved 

in the different vibrational modes, electronic-structure methods are able to compute 

frequencies that match the experimental values to within a few percent accuracy.79-81 These 

frequencies report on the curvature of the 3N-6-dimensional molecular potential at the 

energy minimum. Nonlinear infrared spectroscopy measures transitions between the one and 

two-quanta energy levels; these are related to the anharmonic behavior of the potential, or 

how the curvature differs from a quadratic polynomial as the atoms undergo large 

displacements from the equilibrium configuration.82 While second-order force constants, and 

subsequent harmonic frequencies, can usually be computed analytically, obtaining

anharmonic frequencies is significantly more challenging as the method requires a large 

number of single-point or harmonic-frequency calculations to map the potential near the 

equilibrium geometry.83, 84 In Chapter 5 we compute the third- and fourth-order anharmonic 

force constants of a ten-oscillator model, and compare the results to those obtained using a 

harmonically-coupled set of Morse oscillators. 
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Vibrational Dynamics

Vibrational dynamics arise from anharmonic coupling between the system and the 

bath degrees of freedom.85-87 It is important to note ‘bath’ usually describes the solvent, 

however, in large systems the low-frequency modes can also constitute the bath. In chapter 6 

we model vibrational dynamics using a Markovian quantum-master equation approach with 

a Hamiltonian of the following form:

ˆ ˆ ˆ ˆ
S B BSH H H H  

Where ˆ
SH , ˆ

BH , ˆ
BSH represent the system, bath, and system-bath Hamiltonians 

respectively. The system Hamiltonian is assumed to be time-independent and accounts for 

the anharmonic vibrational structure of a molecule. Electronic-structure methods are 

generally used to obtain a description of the system Hamiltonian. The specific nature of the 

bath Hamiltonian determines the initial state of the system, and the vibrational dynamics are 

dictated by the system-bath coupling. The coupling is described in terms of time correlation 

functions of the forces exerted by the solvent onto the normal modes of the solute.

Coupling schemes can be either first-order (linear) or higher-order (e.g. quadratic) in the 

system and bath coordinates. Chapter 6 presents a dynamic model that accounts for effects 

such as dephasing, population relaxation and coherence-transfer based on a linear system-

bath coupling Hamiltonian. 

1.6 Thesis Outline

The remainder of this thesis is structured as follows: Chapter 2 describes two new 

ultrafast techniques—transient-2DIR and triggered-exchange-2DIR spectroscopy—within 

the Fourier-transform implementation of 2DIR and demonstrates their applicability to the 

study of metal carbonyl photodissociation and geminate recombination reactions. The

implementation of transient-dispersed vibrational echo spectroscopy is described and 

compared to conventional UV/IR transient-absorption spectroscopy. In addition, the 

chapter describes a new implementation of a recently-demonstrated optical setup to generate 

an infrared continuum spanning from <400 cm-1 up to >4100 cm-1 through plasma 
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filamentation in air. Broadband detection (~600 cm-1 full-width-at-half-maximums) is 

achieved through sum-frequency mixing of the continuum with a 15 ps chirped pulse.

Chapter 3 presents a solute-centric view of nonequilibrium chemical dynamics. The 

orientational dynamics and vibrational relaxation (cooling) of radical species in solution is 

studied with transient-2DIR and transient-dispersed vibrational echo spectroscopy. The first 

part of the chapter describes an experiment where a metal-metal bond is homolytically

cleaved by a UV pulse and the orientational relaxation of the photoproducts is subsequently 

followed with 2DIR spectroscopy. The second part presents a study of a structure-specific 

bond-formation reaction using transient-2DIR and transient-DVE spectroscopy. The 

favored recombination channels and rebinding rates are measured in different solvents.

Chapter 4 describes the new studies of nonequilibrium chemical dynamics from the 

solvent’s perspective. Directly probing the vibrational response of the molecules in the first 

solvation shell upon inducing a charge transfer reaction within the chromophore opens a 

new window into the study of solvation dynamics. The experiment is based on the 

vibrational Stark effect which slightly shifts the frequencies of the first solvation shell 

molecules in response to the changing electric field induced by a charge-transfer reaction 

within the chromophore. The results suggest that vibrational Stark-effect spectroscopy is a 

powerful tool to study reaction dynamics in highly-interacting solvents.

Chapter 5 describes a project aimed computing the anharmonic vibrational structure 

of large, highly-coupled systems from first-principles. The anharmonic energy-level structure 

of dicarbonyl acetylacetonato rhodium(I), manganese pentacarbonyl, and dimanganese 

decacarbonyl, in the terminal carbonyl stretching region is modeled using a variety of density 

functional theory methods.  Anharmonicities and mode-mode couplings are explored in the 

normal mode representations using cubic and quartic force constants The results are found 

to be consistent and in overall agreement with experiment. 

Chapter 6 presents a new theoretical and computational framework for modeling

infrared spectra of a vibrational excitonic system in liquid solution. The system’s vibrational 

dynamics are modeled using a quantum master equation with a Markovian bath. 

Spectroscopic signatures of population relaxation, dephasing, coherence-coherence and

coherence-population couplings are explored with this method and the waiting time-
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evolution of selected two-dimensional peaks are compared to recent experimental results. As 

the model is based on electronic structure calculations combined with molecular dynamics 

simulations, it does not require any phenomenological inputs; the only free parameters are 

the choice of electronic structure method and the force field used for molecular dynamics.

Chapter 7 presents a theoretical investigation of hydrogen-atom transfer reactions in 

model systems. Electron delocalization and conjugation effects on the thermodynamics of 

hydrogen transfer reactions are explored in the ground and excited states using electronic 

structure theory. The results suggest that, by stabilizing products and transition states, the 

nature of the extended conjugated system has a sizable effect on the thermodynamics of 

hydrogen-atom transfer reactions.

The last chapter summarizes the results and draws general conclusions in the context 

of equilibrium and nonequilibrium vibrational structure and dynamics and discusses the 

dynamical effects in relation to multidimensional spectroscopy. 
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Chapter 2

Expanding the Spectroscopic Toolbox: 
Development of Novel Ultrafast 

Techniques

The work presented in this chapter has been published in the following three papers:

1. C.R. Baiz, R. McCanne and K.J. Kubarych, " Ultrafast nonequilibrium Fourier-
transform two-dimensional infrared spectroscopy”, Optics Letters, 33(21), 2533-2535, 
2008.

2. C.R. Baiz, R. McCanne and K.J. Kubarych, "Transient Vibrational Echo versus 
Transient Absorption Spectroscopy: A Direct Experimental and Theoretical Comparison”, 
Applied Spectroscopy, 64 (9), 1037-1044, 2010.

3. C.R. Baiz, K.J. Kubarych, " Ultrabroadband detection of a mid-infrared continuum by 
chirped-pulse upconversion”, Optics Letters, In Press, 2011.

2.1 Introduction

Over the last ten years infrared spectroscopy on the subpicosecond timescale has 

provided remarkable insights into fundamental processes in chemistry and biology, from 

bond formation1, dissociation2 and isomerization,3 to protein folding4 and aggregation.5

Time-resolved vibrational spectroscopy probes transient molecular processes by enabling the 

direct measurement of the vibrational frequencies in a chemical system during a non-

equilibrium process. The well-established method of transient infrared absorption 

spectroscopy (TA) consists of monitoring the infrared absorption spectrum of a system as a 
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function of the time delay after an event—usually a photochemical or photophysical process 

initiated by a laser pulse.6 This technique is relatively straightforward to implement and the 

data can provide rich structural and dynamical information such as reaction rates or 

orientational lifetimes.7, 8  Though TA can provide high time resolution of transient 

processes, the spectral measurement is one-dimensional (1D), and is thus limited in its 

dynamical information content. To circumvent the inherent limitations of 1D spectroscopy, 

multidimensional techniques have now gained wide adoption.9-12 Coherent two-dimensional 

infrared (2DIR) spectroscopy, a third-order non-linear technique, offers a direct 

measurement of the full vibrational Hamiltonian, including anharmonicities and couplings13-

15 while providing a separation between inhomogeneous and homogeneous broadening. 

2DIR effectively spreads the infrared spectrum onto two axes, corresponding to excitation 

and detection frequencies, and the dynamics are contained in the dependence of peak 

amplitudes on the time delay between excitation and detection as well as the peak line 

shapes, whereas structural information is generally contained in the off-diagonal peak 

amplitudes.16-18

Figure 2.1: Fourier-transform (a) 2DIR, (b) transient-2DIR, and (c) Triggered-Exchange-2DIR pulse sequences. 
Red pulses represent k1 and k2, yellow represents k3, the radiated signal is shown in orange, and UV pulses in 

blue.

To date, the bulk of 2DIR has focused on systems in electronic ground states. 

Hamm et al., have developed non-equilibrium variants of 2DIR 19, 20 to study 

photoswitchable peptides5, disulfide bond breaking6 and metal-to-ligand charge transfer.7 In 

addition, Chung et al. have used Fourier transform (FT) 2DIR as a probe of protein 

unfolding dynamics.8 In the next section we introduce transient photochemistry to the 

background-free FT implementation of 2DIR, a technique which offers advantages in 

sensitivity, and independent temporal and spectral resolution.9 Further, we have combined 
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transient 2DIR spectroscopy with the chirped-pulse upconversion detection technique.10,11

Non-equilibrium 2DIR describes two different techniques: Triggered-Exchange 2DIR (TE-

2DIR), and transient-2DIR (t-2DIR). TE-2DIR provides vibrational mode correlation in 

optically-triggered processes by mapping reactant vibrations to product vibrations, avoiding 

ambiguities associated with one-dimensional transient absorption methods.3 Transient-2DIR 

extends to transient species the structurally-sensitive information inherent to 2DIR, such as 

normal-mode coupling and vibrational energy transfer rates with a temporal dynamic range 

spanning multiple timescales. Previous TE-2DIR experiments used a narrowband-

pump/broadband-probe approach, with the IR pump spectral resolution determined by the 

bandwidth of a tunable Fabry-Perot etalon—typically 5-10 cm-1—resulting in IR pump 

pulses of several ps duration, thus linking temporal and spectral resolution.9 A key advantage 

of the FT implementation of TE-2DIR is that all pulses are ultrashort, and the spectral 

resolution is limited by the maximum coherence time delay. Since the second field-matter 

interaction is with an ultrashort pulse, smaller waiting time delays can be probed, and the UV 

pulse initiating the chemical reaction can excite the system before appreciable IVR has taken 

place. This is significant when IVR is fast (<1-2 ps), as the excitation energy rapidly 

randomizes among the modes and excitation-detection frequency correlation is rapidly lost.18, 

21 A disadvantage of FT 2DIR, however, lies in the technical difficulty of implementing the 

technique as well as the higher demand for phase stability. Combining the structural 

specificity and femtosecond time resolution inherent to FT 2DIR with UV photoexcitation, 

these techniques offer valuable insight into condensed-phase photochemistry. 

The principles of 2DIR spectroscopy have been described in detail elsewhere.2

Briefly, a 2DIR spectrum is obtained by applying three femtosecond infrared pulses with 

wavevectors k1, k2, and k3, separated by time delays t1 and t2, producing a signal in a phase-

matched background-free direction (Figure 2.1a). The electric field is recovered by 

interferometric superposition with a local oscillator in a spectrometer. In TE-2DIR, after 

vibrational labeling by the first two IR pulses, an additional pulse is applied to trigger a 

chemical process; the third pulse then probes the transient photoproducts, which are 

correlated to the initially excited reactant frequencies (Figure 2.1c). A t-2DIR spectrum is 

measured by applying the excitation pulse before the three IR pulses, thus obtaining a full 

2D correlation spectrum of the transient species (Figure 2.1b). In this chapter we describe 
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the optical setup used to obtain non-equilibrium 2DIR of Mn2(CO)10 and its photoproducts 

following UV excitation.

Since transient-2DIR spectroscopy is a time-consuming method, and is subject to 

slow drift in the experimental apparatus, often it is desirable to track reactions using a 1D 

probe to extract kinetic information, while relying upon a few transient 2DIR spectra in 

order to extract dynamics or to assign the 1D spectrum.22, 23 In section 2.3 we report on a 

one-dimensional variant of transient-2DIR spectroscopy: transient-dispersed vibrational 

echo (t-DVE) spectroscopy, a technique which provides largely similar information than 

transient absorption spectroscopy but with improved signal to noise ratios.

Most ultrafast infrared spectroscopy, including 2DIR and its non-equilibrium 

variants, have been constrained to a narrow region of the vibrational spectrum. The 

maximum spectral width achievable using conventional setups based on non-linear optical 

parametric amplification and difference-frequency generation techniques is constrained to 

~300 cm-1. This range is given by phase matching in the pulse generation as well as by the 

detection.  Recent developments in IR continuum generation24-29 through plasma 

filamentation in air lifted the generation constraint, but the detection challenge still 

remained. In the last section we report on new developments of an IR continuum generation 

and detection setup using chirped-pulse upconversion. 

2.2 Ultrafast Transient Fourier-transform 2DIR 

Spectroscopy

The 2DIR spectrometer used here has been described in detail elsewhere.11 Briefly, 1 

mJ of the 2-mJ output of a regeneratively-amplified Ti:Sapphire laser, centered at 800 nm 

with 1-kHz repetition rate generates near-IR pulses using β-barium borate (BBO) in a dual 

optical parametric amplifier (OPA), which are then used to generate two mid-IR pulses (3 µJ, 

100 fs), centered at 2000 cm-1 with ~100 cm-1 FWHM bandwidth, by difference frequency 

generation (DFG) in separate 1-mm GaSe crystals. The first IR beam is split into k1 and k2, 

and the second IR beam is split into k3, tracer, and local oscillator (Figure 2.2). The beams 

are aligned in a box geometry, and the rephasing signal is measured in the ks = –k1+k2+k3

direction. The signal and reference local oscillator are upconverted by sum frequency 
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generation in a 0.5-mm MgO:LiNbO3 crystal using a 45-µJ highly-chirped pulse centered at 

800 nm derived from the Ti:Sapphire amplifier before compression.11 The upconverted light 

is dispersed and detected with a 1340x100-pixel silicon CCD detector whose 20 active rows 

are vertically binned before readout, enabling single-shot detection at 1 kHz. To record a 

2DIR spectrum for a given waiting time (t2), the first time delay (t1) is scanned continuously 

and the heterodyned spectra along with the corresponding motor positions are collected 

synchronized to the laser. Rephasing 2DIR spectra require less than 8 seconds of total data 

acquisition time for ~16 ps of maximum t1 delay, yielding a Fourier transform resolution of 2 

cm-1. 

Figure 2.2: Non-equilibrium 2DIR spectrometer. The IR and UV beams are color coded according to the pulse 
sequences in Figure 2.1. The dotted beam represents the tracer used for alignment and one-dimensional 

transient absorption measurements.

Ultraviolet pulses centered at 400 nm (>30 µJ, ~100 fs) are generated by frequency 

doubling ~200 J of the amplifier output in a 0.4-mm BBO crystal. The UV beam is 

mechanically chopped to 250 Hz (25% duty cycle). Alignment of the UV beam is optimized 

by maximizing the contrast (pump-on versus pump-off) of the dispersed vibrational echo 

(DVE, t1=t2=0) signal. Following alignment, the UV power is adjusted such that the  bleach 

is <25% of the total DVE signal intensity, corresponding to 15-20 µJ of UV focused to a 

spot size of 300 µm FWHM. The UV-IR time overlap is also set using the DVE signal; τ=0 

is determined by scanning the UV pulse until the DVE bleaches decrease to 50% of the 

maximum value. A gravity-driven wire-guided liquid jet provides excellent film stability with 
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a film thickness of approximately 200 m, and an adequate linear flow refreshes the sample 

between laser shots.30 The jet minimizes UV/IR temporal walk-off while reducing 

nonresonant signal contributions. Because the reference beam is routed around the sample, 

film stability is critical for maintaining a constant relative phase between the signal and 

reference. Film fluctuations measured by fringe-tracking interferometry were found to have 

<60-nm RMS deviations. Although the film profile introduces small lensing effects, proper 

focusing and alignment of the beams minimizes these effects on the 2D signal. The collected 

data set contains both pumped (pump-on) and unpumped (pump-off) ω3 spectra as a 

function of t1. After de-interlacing (Figure 2.3), the pumped and unpumped data sets are 

Fourier-transformed separately. Difference 2D spectra are obtained by subtracting the 

unpumped from the pumped absolute-value rephasing 2DIR spectra. The 25% chopper duty 

cycle provides three unpumped spectra for every pumped spectrum corresponding to 1, 2 

and 3 ms sample refresh times. Proper flow rate was verified by comparing the difference 

spectra at the different refresh times. 

Figure 2.3: Schematic representation of the 2D data analysis process with a 25% chopper duty time. The two 
sets of data (with and without UV pump) are collected simultaneously. After deinterlacing, the two sets are 

interpolated to uniform time points and Fourier-transformed separately; the final difference spectrum is 
computed in the frequency domain.

The described setup has enabled us to measure TE-2DIR and t-2DIR spectra of 

Mn2(CO)10 in cyclohexane at 6 mM concentration, where excitation at 400 nm primarily 

cleaves the Mn–Mn bond31 yielding two Mn(CO)5. Mn2(CO)10, whose 2DIR spectrum has 
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been reported previously,11,13 exhibits three absorption peaks 1983, 2013, and 2045 cm-1 and 

one main photoproduct band centered at 1982 cm-1.

The TE-2DIR spectrum at τTE=1 ps, t2=25 ps (Figure 2.4a) shows a positive peak at 

ω1=2013 cm-1, ω3=1982 cm-1 indicating correlation between the 2013 cm-1 mode in 

Mn2(CO)10 and the 1982 cm-1 mode in Mn(CO)5. The t-2DIR spectrum at τ=25 ps, t2=1 ps 

(Figure 2.4b) shows a dominant feature centered around ω1=1982 cm-1, ω3=1982 cm-1, 

corresponding to the photoproduct. The broadness of this feature indicates that 25 ps after 

photolysis, the product molecules remain vibrationally hot, in agreement with previous 

transient UV pump-IR probe experiments.31 The difference in relative amplitudes of the 

transient features in TE-2DIR and t-2DIR is attributed to different overlap with the IR pulse 

envelopes, spectral overlap with the parent bleaches, as well as differences in rotational 

diffusion and differences in oscillator strength.  Low-frequency diagonal and off-diagonal 

bleaches are suppressed by tuning the mid-IR pump pulses to the high-frequency region of

the spectrum so as to minimize the amplitude and 2D lineshape distortion of the transient 

features due to spectral overlap.

Figure 2.4: (a) Triggered–exchange 2DIR spectrum at τTE = 1 ps, t2 = 25 ps. (b) Transient 2DIR spectrum of 
Mn2(CO)10 at τ = 25 ps, t2 = 1 ps. Negative features (blue) arise from the depletion of ground-state reactant 
molecules, while positive features (red) are due to the non-equilibrium photoproducts. Contours smaller than 
2% and larger than 30% of the maximum amplitude are omitted for clarity. The spectra are not corrected for 

the amplitude envelope of the mid-IR pulses.

Mn2(CO)10 presents a useful model system due to its strong carbonyl stretching 

modes, rich vibrational level structure and  well-defined photoproduct. An attractive feature 

of t-2DIR is that despite spectral overlap with the parent molecule, the product spectrum 
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can still be easily separated. Additionally, since the equilibrium dynamics of Mn2(CO)10 can 

be determined by 2DIR, the photoproduct contribution can be isolated—a capability 

unavailable in conventional transient absorption spectroscopy. A full characterization of the 

photochemistry of Mn2(CO)10, including reaction pathways, vibrational and electronic 

relaxation, as well as geminate rebinding ratios can be investigated with non-equilibrium 

2DIR and will be reported in the next chapter. Further enhancements of the technique will 

include transient differential absorptive 2D spectra by recording both rephasing and non-

rephasing signals, using the unpumped data for phasing. This is a general technique and can 

be used to study a wide range of photochemical processes with femtosecond time resolution

and spectral resolution limited only by the molecular transitions.

2.3 Transient Absorption vs. Transient Vibrational Echo 

Spectroscopy

In this section, we consider nonlinear dispersed vibrational echo spectroscopy, in the 

context of 2DIR spectroscopy, as a sensitive probe of chemical kinetics and compare it to 

the well-established transient absorption spectroscopy. The experimental and theoretical 

comparison is approached from a practical perspective considering issues such as signal 

intensities and noise fluctuations while providing a framework for obtaining kinetic 

information such as reaction rates and quantum yields from transient dispersed vibrational 

echo (t-DVE) measurements. In addition, we derive the equations needed for estimating the 

signal-to-noise ratios for t-DVE and TA under different experimental conditions. 

Figure 2.5: Pulse sequence used for (a) transient absorption and (b) transient-DVE measurements. The UV 
pulse (blue) is chopped to half the laser repetition rate and a differential signal is recorded.



29

A vibrational echo experiment is carried out by applying three non-collinear infrared 

pulses resonant with a molecular transition and measuring an emitted signal—or vibrational 

echo—in a phase-matched direction. For a simple one-oscillator system, the experiment can

be described as follows: The first pulse creates a coherent superposition between the ground 

(ν=0) and first-excited (ν=1) vibrational levels of the specific mode. The second incoming 

pulse creates a population in either the ground or first excited state depending on the phase-

difference with respect to the first pulse. The third pulse finally puts the sample back into a 

coherent superposition between the ground and first excited states and between the first and 

second excited states. The final superposition results in an oscillating dipole which then 

radiates at either the ν=0→1 or the ν=1→2 transition frequencies. The emitted signal is 

usually measured using a conventional grating spectrometer. The anharmonicity of the mode 

dictates the difference between the ν=0→1 and ν=1→2 transition frequencies. From a 

molecular structure perspective, vibrational echo spectroscopy provides a direct measure of 

the normal-mode anharmonicity, a measurement which cannot be obtained from linear 

absorption spectroscopy. If the system contains multiple infrared-active modes, signal 

contributions can be observed from anharmonic transitions involving two different modes. 

Detailed descriptions of vibrational echo spectroscopy, including lineshape comparisons and 

the effects of concentration and oscillator strength on the signal amplitude have been 

presented elsewhere.32 Finally, due to the nonlinear nature of the light-matter interaction the 

vibrational echo signal arising from a low concentration of strong absorbers generally 

dominates the signal due to a high concentration of weak absorbers.32 This selectivity for 

transitions with strong transition dipole moments was recently illustrated very clearly in a 

study of a dye-sensitized semiconductor system.33 Typical transient IR absorption 

measurements contain a very large and relatively uninformative continuum absorption due to 

free electrons in the semiconductor. In the transient 2DIR measurements, however, the free-

carrier continuum was not present in the two-dimensional plots. Suppression of low-

oscillator strength background signals, like sensitivity to anharmonicity, is another advantage 

of t-DVE that is separate from signal-to-noise ratio considerations.

In general, two-dimensional infrared spectra are measured using two different 

experimental approaches: time-domain Fourier-transform (FT) 2DIR, or frequency-resolved 

dynamic hole burning (frequency-domain)-2DIR. In principle, both techniques provide 
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identical information, but practical differences limit the information provided by hole-

burning at early waiting times. A thorough comparison between the two methods has been 

published previously.34 In the case of background-free FT-2DIR, three IR pulses are applied 

to the sample and the amplitude and phase of the echo signal is measured by interferometry 

with a reference pulse in a spectrometer.18 One feature of the Fourier-transform approach is 

that by time-overlapping the three IR pulses and blocking the reference pulse, one obtains a 

dispersed vibrational echo (DVE) spectrum. The pulse sequences for TA and transient-DVE 

are shown in Figure 2.5. A DVE spectrum corresponds to the square of the projection of 

the 2DIR spectrum on to the detection axis. The DVE signal, which arises from the same 

pulse interactions as the 2DIR signal, can provide structural information not available in a 

one-dimensional absorption spectrum. The most notable difference between DVE and TA 

is DVE’s sensitivity to vibrational anharmonicity. Similar to 2DIR, the DVE measurements 

can also be performed on a non-equilibrium system by applying an extra laser pulse before 

the three infrared pulses: transient-DVE (or t-DVE) spectroscopy. This technique yields 

similar information to TA spectroscopy, but since t-DVE is a non-linear probe, the data 

analysis can be somewhat more complicated than TA. 

Recently, Jones and coworkers35 demonstrated the use of heterodyne-detected 

vibrational echo (HDVE) spectroscopy as a method to characterize non-equilibrium 

dynamics and compared it to DVE and TA. Similar to 2DIR, an HDVE spectrum is 

obtained by interferometric superposition of the signal with an external reference pulse. One 

of the key advantages of HDVE lies in its ability to separate the absorptive and diffractive 

components of the molecular response function.  Although as an interferometric method, 

HDVE has the ability to amplify weak signals by using a strong reference which can be 

advantageous when working with weak absorbers or low concentrations, the presence of a 

strong reference pulse in HDVE greatly reduces the dynamic detection range. Homodyne 

detected DVE, on the other hand, is a background-free method is able to make use of the 

entire dynamic range of the detector.

In a recent publication (see chapter 3),36 we employed transient-2DIR and transient-

DVE, to measure the asymmetric rebinding of cyclopentadienylmolybdenum(II) tricarbonyl 

dimer, a dimetal carbonyl molecule that exists in two different isomer conformations trans, 
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and gauche. The equilibrium constant of the two isomers, , is approximately 0.25 in 

polar solvents with interconversion occurring in the millisecond timescale.37 Each isomer has 

distinct terminal-carbonyl absorption bands in the infrared thus providing kinetic 

information in a structure-specific manner. Upon absorption of a 400-nm photon, both 

isomers undergo photocleavage of the metal-metal bond to generate two solvent-caged 

monomers.38-40 By monitoring the transient-DVE bleach recovery associated with the trans 

and gauche conformations, we were able to conclude that rebinding exclusively favors the 

trans isomer.36 The study highlighted structurally sensitivity as one of the main strengths of 

vibrational spectroscopy, which is usually not afforded by electronic spectroscopy. This 

geminate recombination reaction will be used to test and compare t-DVE and TA as 

described in the next section. 

Theoretical Models

Several different theoretical approaches to computing a non-linear infrared spectrum 

of a given molecular system have been developed (See Ref. 41 and references therein). In 

this work, we use the standard perturbative approach in which the polarization giving rise to 

the signal is computed as a convolution between the system’s optical response function, 

S(3)(t1,t2,t3), and the applied laser fields. 

(1)

To simulate the experimental transient DVE data presented below, we start with a third-

order optical response function for a one-dimensional anharmonic oscillator in the 

molecular frame so that contributions due to orientational relaxation are neglected. The 

modeling is done within the context of Redfield theory with a phenomenological dephasing 

rate.42 The main input parameters are the oscillator strengths for the lowest two transitions, 

and , and the transition frequencies, , and . The relaxation parameters 

represent the decays of diagonal (populations, ) and off-diagonal elements (coherences,

, ) of the density matrix, and the latter determine the widths of the peaks.
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(2)

In the case of 2DIR spectroscopy, the rephasing (R) and non-rephasing (NR) contributions 

to the spectrum are computed as follows:

(3)

(4)

It is important to note that as third-order processes, 2DIR and vibrational echo 

spectroscopy can only access first and second excited vibrational levels when starting in the 

ground state. In the present model, we set the anharmonicity to 10 cm-1, a typical 

value for terminal CO stretching modes in metal carbonyls and we also assume harmonic 

scaling of the transition dipole moments. To compute a homodyne-detected DVE signal 

spectrum from the above equations one sets and to zero and computes the modulus 

square polarization in the frequency domain:

(5)

(6)

To obtain a transient-DVE difference spectrum, two signals are generated 

corresponding to the equilibrium and non-equilibrium concentrations of molecules, and the 

difference in signal intensity is computed. Here we are principally concerned with the 

transient-DVE signal arising from the depletion of the parent species (described below), and 

ignore the photoproduct response since it does not overlap the parent. The present model 
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only includes the signal arising from the parent molecules, but it can be easily extended to 

treat a mixture of different molecules, such as other isomers and the photoproducts, 

including their equilibrium and non-equilibrium populations by simply adding multiple 

response functions with different sets of parameters. In the above equations, the induced 

polarization scales linearly with respect to the number of oscillators (molecules), and the 

signal intensity scales with the square of the number of molecules. This nonlinear scaling 

makes the extraction of kinetic information from a t-DVE experiment somewhat 

cumbersome compared to a transient absorption measurement where the signal intensity 

scales linearly with respect to the number of oscillators.  In the next section we derive the 

kinetic equations for analyzing t-DVE traces and explore the implications of making 

simplifications in the data analysis.

The absorption spectrum can similarly be computed from the linear response function,

, where

Which leads to the first-order induced polarization P(1)(t): 

Note that since, within the current treatment, linear spectroscopy can only access the first-

excited state, the optical response of an (an)harmonic oscillator is identical to that of a two-

level system.

The detected infrared pulse spectrum (after passing through the sample) can be 

computed as an interference between the radiated field, Einduced, arising from the induced 

linear polarization43 and probe pulse field itself.

(9)

To gain a better understanding of the experimental measurements outlined below, we use 

these models to compute the transient absorption and transient DVE signals as a function of 

the number of oscillators, or concentration of molecules, and explore the signal-to-noise 
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ratio dependence of the computed signals on the laser and detector noise.  The time-

dependent difference TA and t-DVE traces (Figure 2.6) are simulated by generating signals 

corresponding to two different populations—pumped and unpumped—at various delays 

after the phototrigger. The evolution of the transient population after the UV excitation is 

modeled using a single-exponential function with values that closely match the experimental

conditions: 10% excitation fraction, 18 ps recombination lifetime, and 50% rebinding ratio.

Experimental Methods and Results

The ultrafast optical setup has been described in detail elsewhere.44, 45 In brief, an 

800-nm Ti:Sapphire regenerative amplifier (Spectra Physics Spitfire Pro) pumps a BBO-

based dual-OPA system which is then used to generate mid-IR in GaSe by difference 

frequency generation between the OPA signal and idler. The First OPA/DFG setup is used 

to generate pump pulses and whereas the second setup generates and . The last 

beam is used for alignment and acts as the probe in transient absorption measurements. 

A measurement of the IR pulse fluctuations shows that these fluctuations (Gaussian white 

noise) on the two OPA/DFG setups are essentially uncorrelated.  Given that the same white 

light source is used to seed both OPAs, the lack of correlation in their outputs suggests that 

fluctuations in the white light are irrelevant, indicating that the non-linear OPA process is 

being saturated.  The IR beams are arranged in a box geometry and the signal spectrum is 

detected by upconversion into the visible with a 300-ps highly-chirped pulse derived from 

the amplifier output before compression.46 The visible spectrum is detected using 20 rows 

(vertically binned) of a 1340-by-100-pixel CCD detector attached to a conventional grating 

spectrometer. Chirped-pulse upconversion allows us to use a silicon-based detector, and thus 

affords improved detection sensitivity and lower noise levels. Part of the 800-nm amplifier 

output is frequency-doubled in a 0.4-mm BBO crystal to obtain a 400-nm phototrigger 

pulse. The UV pulse is chopped at half the laser repetition rate of 1 kHz, and the UV-IR 

delay is scanned continuously while the signal spectrum (absorption or DVE) is measured at 

the laser repetition rate. The difference signal is computed at varying delays using an 

integration window of 100 pulses, giving an effective UV-IR time resolution of ~500 fs. 

1E 2E 3E tE

tE
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Figure 2.6: Experimental (left) and simulated (right) transient DVE and transient absorption traces. The 
experimental traces were collected back-to-back under identical conditions, and the simulated plots were 

obtained using the same laser noise and excitation ratios for both curves. The experimental curves are obtained 
by averaging 1000 laser shots (10 x 100-shot window) per point, or a total data acquisition time of 

approximately 300 seconds. The two curves are offset for clarity.

The test molecule used for the experiments is cyclopentadienylmolybdenum(II) 

tricarbonyl dimer,  a complex which upon excitation at 400-nm undergoes metal-metal bond 

cleavage to generate solvent-caged monomer radicals.38 This particular molecule is chosen 

because of the large non-linear signal inherent to metal carbonyls and because the in-cage 

recombination to cage escape ratio is large, making it an ideal test case for comparing the 

kinetics measured with t-DVE and TA. The sample solution in ethyl acetate is flowed in a 

200-µm path length flow-cell equipped with 2 mm calcium fluoride windows using a 

peristaltic pump. In addition, the sample cell is mechanically moved to minimize scattering 

caused by the accumulation of a photoproduct on the cell windows. The solute 

concentration is adjusted to yield a ~50% transmittance at the main infrared absorption 

band at 1958 cm-1 , which corresponds to a concentration of approximately 2.6 mM. The 

corresponding extinction coefficients for the two transitions are 1437 m2/mole and 800 

m2/mole at 400 nm and at 1958 cm-1 respectively. The optical density of the sample at 400-

nm is ~0.4, and the UV energy is adjusted to yield an excitation fraction of approximately 

0.1 (ratio of excited to ground-state molecules following absorption of the UV pulse). About 

50% of the radicals undergo geminate recombination inside the solvent cage with a time 

constant of ~16 ps and the rest diffuse into the bulk solution.36 To monitor the cage-

recombination kinetics, an absorption peak at 1958 cm-1 corresponding to the dimer is 

monitored as a function of time-delay after ultraviolet excitation. This peak exhibits a bleach 

upon absorption of 400-nm light as the population of dimer molecules is depleted; a bleach 

recovery is observed as the product molecules (monomers) recombine to repopulate the 
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parent states. To obtain a kinetic trace (Figure 2.6) the t-DVE or TA signals are integrated 

over the width of the peak. 

Estimation of Signal-to-noise Ratios

Transient-DVE is a background free experiment; therefore the signal-to-noise ratio 

(SNR) is significantly improved in comparison with transient absorption. The noise 

percentage for t-DVE measurements will depend mainly on the laser fluctuations, signal 

intensity, and the excitation fraction. Assuming that the experiments are carried out in the 

regime where the signal intensity is large enough so that the detector noise can be neglected, 

and also assuming negligible fluctuations in the trigger pulse, the SNR for a single pair of 

shots, or adjacent pulses in the pulse train, can be estimated from the IR pulse fluctuations. 

As shown in equation 10 below, the intensity of the DVE signal is proportional to the square 

of the three incoming fields:

(10)

This allows us to compute the fluctuations in the t-DVE signal from the laser intensity 

fluctuations. In the analysis below we assume that fields and have perfectly correlated 

noise fluctuations and that field has independent fluctuations as the first two pulses are 

generated by the same OPA/DFG setup whereas the third pulse is generated by a second 

OPA/DFG. We also assume that all three pulses have the same amplitude noise percentage 

(NP) fluctuations corresponding to Gaussian white-noise, denoted . In our experimental 

setup a typical value for NP of the shot-to-shot amplitude fluctuations is ( / ) 0.7%I  . 

The percentage intensity fluctuations of the DVE signal intensity can be computed from the 

simple equations used to describe the propagation of error in experimental measurements:

(11)

The noise percentage for a single pulse-pair difference DVE 

( ) can be computed as follows:
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In the above equation, represents the fraction of molecules excited by the trigger pulse. 

To obtain a simple form of the next equation, we now assume zero correlation in the 

fluctuations between the difference DVE and the DVE signal itself. This assumption gives 

an upper limit for the noise estimate:

(14)

Using typical values for the present experiment: ( / ) 0.7%I  , and a , gives a 

Gaussian noise width of ~1.6% with a 100-pulse-pair integration window. 

We estimate the noise percentage for transient absorption. We can estimate the noise 

obtained from subtracting two subsequent laser shots using the following relation:

(15)

In the above equations we assume that there is no correlation between the pulse difference 

and the normalizing probe pulse. Since the error added by normalizing is negligible 

compared to the error of the difference between two shots, a good estimate in the error can 

be obtained from inputting our parameters into equation 15. 

(16)

Once again, represents the fraction of molecules excited by the phototrigger, and 

corresponds to the fraction of light absorbed by the sample at the frequency of interest. 
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Similar to tDVE, the TA difference signal is calculated as /pumped unpumped unpumpedA A A   . 

The calculated noise-percentage using the same values as above is ~3.9%.  From these 

results we can observe that, under the same experimental conditions, the amount of signal 

averaging required to obtain the same signal-to-noise ratio with TA as obtained with t-DVE 

is approximately six times greater assuming a square-root dependence on the number of 

measurements.

The observation that a higher order spectroscopy method offers signal-to-noise ratio 

advantages over lower-order approaches is not new, and forms the basis for interest in using 

coherent anti-Stokes Raman spectroscopy (CARS) instead of spontaneous Raman 

spectroscopy. Under conditions that correspond to typical spectroscopic applications, such 

as high laser pulse intensity and high oscillator number density, CARS clearly offers 

significant advantages over incoherent Raman spectroscopy.47, 48 On the other hand, when 

pulse energy is low—as is required to avoid cell death and tissue damage—and number 

density is low, Raman actually offers superior signal amplitude and thus enhanced signal-to-

noise ratio since the method is linear in the incident intensity. 47

Extracting Kinetics from t-DVE Experiments

In this section we derive the equations used for analyzing the transient-DVE signal 

as a function of the time delay following the phototrigger (t). Consider a general reaction of 

the type:

(17)

The following equations are derived assuming that the quantity of interest corresponds to 

the concentration of species A. These equations can be easily modified to represent the 

quantities of species B or to accommodate other types of reactions. The ratio of equilibrium 

to transient concentration of A as a function of time after the excitation pulse is described 

using the following equation:

(18)
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Where exc is the excitation fraction (the fraction of molecules excited by the pump pulse), 

is the observed rate of recovery of A and can be considered a recombination 

“quantum yield”, and it is expressed as:

(19)

Since the DVE intensity is proportional to the square of the number of oscillators at a given 

frequency, (e.g. number of reactant or product molecules, in this particular case reactant 

molecules) the transient signal can be calculated as follows:

(20)

Substituting into the above equation yields the following relation:

   2 / / /( ) 1 ( 1) 2t T t T t T
tDVE exc rec rec exc rec exc recI t e e e                       (21)

Equation 21 represents the t-DVE signal difference in terms of the excitation 

fraction, the recombination ratio and the reaction time constant, though fitting an 

experimentally obtained curve to this equation may be non-trivial despite the 

monoexponential underlying kinetics. As seen below, the curves show largely 

monoexponential behavior, and can be adequately fit to a single exponential curve under 

many experimentally-relevant conditions. Figure 2.7 and Figure 2.8 below show the percent 

error in time constant, , and recombination ratio, , extracted from a single-exponential 

fit to generated t-DVE curves. The plots show that the smallest fitting errors are achieved 

using low excitation ratios, and that under these conditions, the errors are small enough that 

they may be within the normal experimental error. A special case of equation 21 can be 

obtained when the recombination ratio is unity: . This case applies to a wide range of 

photophysical reactions where the system cycles on the same timescale as the experiment. 
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Although this relation is simpler than the equation for the general case (21), a double-

exponential is still required to fit the data. The errors in the recombination time constant 

obtained by fitting to a single-exponential for this case are also shown in Figure 2.7. The plot 

shows that these errors can vary between 5 and 20% depending on the fraction of molecules 

excited by the pump pulse. 

Discussion 

In the present experiment we monitor the repopulation of parent molecules using 

the two described probing techniques. To ensure consistency, both experiments were 

collected consecutively with no realignment of the optical setup. The experimental traces 

(Figure 2.6) show an initial transient-signal arising at zero-time and recovering to 

approximately 50% of the initial value. The onset of the signal is limited by the experimental 

time-resolution of ~500 fs which is given by the size of the integration window (100 shots). 

A greater time resolution can be achieved using the more standard approach of stepping the 

UV delay and collecting t-DVE spectra at the various delays. A comparison between the 

experimental and calculated t-DVE and TA traces (Figure 2.6) shows that the signal-to-noise 

ratios are successfully reproduced using our models. The figures also clearly show that the 

signal-to-noise is much higher in the t-DVE measurements.

In addition to the signal-to-noise ratio differences it is important to discuss the issue 

of detection noise. Transient-DVE, a background-free measurement, has an inherent 

advantage over TA since the signal level can be largely adjusted so that the full dynamic 

range of the detector is used. Therefore, an improved signal-to-noise ratio and lower 

averaging times can be realized by this method. Also, unlike TA, small spectral shifts in the 

laser pulses, do not cause large distortions of the background in the difference spectrum. A 

change in the background as a result of pulse fluctuations can pose a problem when trying to 

monitor the amplitude of the different features in the spectrum. Many of the limitations of 

TA outlined here can be overcome by detecting a reference pulse at every laser shot in a 

dual-detection system as is implemented in many experimental cases. Naturally, this requires 

multiple detector arrays and a slightly more complicated optical setup and similar to TA, the 

signal-to-noise ratio in t-DVE can be greatly improved by referencing. As t-DVE is a 

background-free signal, small spectral shifts of the Gaussian pump pulses do not have a 
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significant effect on the signal amplitude, and the main source of noise remains the shot-to-

shot pulse amplitude fluctuations. Therefore, the signal-to-noise in t-DVE can be greatly 

improved by detecting the integrated pump pulse intensities with a single-channel detector, 

and normalizing each spectrum by the pump amplitude. It is also important to point out that 

the present signal-to-noise ratio comparison is carried out on a strongly infrared-active 

terminal carbonyl stretching mode, where the DVE signal can be made to span the full 

dynamic range of the detector. Therefore, in the models presented, only the laser 

fluctuations are considered to be a source of measurement noise. Other sources of noise 

such as detector dark counts, digitization and shot-noise may need to be explicitly 

considered when measuring weaker transitions. 

Figure 2.7: Error in the recombination time constant obtained by fitting Equation 21 to a single exponential. 
Small excitation fraction and low recombination rates are favorable to obtain smaller fitting errors.

In principle t-DVE spectra feature narrower peaks than TA since, due to the four-

field interactions, the signal field amplitude for ground-to-first-excited-state transitions scales 

with the fourth power of the transition dipole moment. However, several contributions from 

anharmonic states may actually broaden the peaks. The DVE signal contains contributions 

from excited-state transitions, which have similar line widths, similar intensities, and appear 

slightly red-shifted with respect to the fundamental transitions as a result of anharmonicity. 

Although they provide additional information about the system Hamiltonian, these excited-

state transitions and combination-bands can contribute to broader line-shapes in t-DVE 
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compared to TA. If the anharmonicity is large enough compared to the peak widths, the 

narrower features may be extracted by fitting the DVE 

Figure 2.8: Error in the recombination ratio obtained by fitting Equation 21 to a single exponential with an 
offset.

line shapes. Since the DVE is a projection of the 2D spectrum, cross peaks in the 2D 

spectrum can appear in the DVE signal in different ways. Cross peaks that arise from 

excitation and emission in the same manifold, such as the cross peaks between two different 

modes (q1 and q2, for example), largely serve to amplify the DVE spectrum since they appear 

at detection frequencies matching the diagonal peaks. Cross peaks that are explicitly due to 

anharmonicity—either diagonal (i.e. q1
3) overtones or off-diagonal (i.e. q1q2

2) combination 

bands—broaden the DVE spectrum since they contribute signal amplitude at frequencies 

that are different from the diagonal features. In addition to broadening the lineshapes, these 

anharmonic contributions may complicate the interpretation of the DVE spectrum, however 

since the DVE signal can be reconstructed from a 2DIR spectrum, the latter can be used to 

directly interpret all the peaks in the DVE spectrum. In many systems, the photoexcitation 

process deposits enough energy into the molecule to significantly raise its temperature, thus 

leading to broader features at early times.31, 45 Transient-DVE is sensitive to small changes in 

the molecular structure through the anharmonic couplings and thus it would likely make a 

sensitive probe of temperature. The effects of dynamics on linear and non-linear spectral 

lineshapes have been successfully modeled using frequency maps combined with molecular 

dynamics simulations.49-52 Recently, Tokmakoff and coworkers have employed DVE 
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spectroscopy to study the unfolding of a protein triggered by a temperature-jump.22, 23 Their 

interpretation of the transient-DVE data is aided by the 2DIR spectrum of the same system. 

Finally, the non-linear intensity scaling with respect to the spectra of the infrared pulses 

serves to localize the DVE signal in frequency, making TA a better choice for exploring the 

spectroscopic landscape, followed by DVE “zooms” in specific regions of interest. 

The increased sensitivity and lower noise levels in t-DVE come at the cost of more 

complicated extraction of kinetic data from the experiment. The monoexponential fitting 

procedure, as shown in Figure 2.7, shows that the error in recovering the underlying 

monoexponential rate constant is small as long as the fraction of excited molecules remains 

small. The actual errors remain within a few percent as long as the excitation fraction 

remains less than 10%. Equation 21 shows that the observed signal-decay curve is a 

biexponential where the two exponentials have opposite sign, therefore a single-exponential 

fit always gives an upper limit for the underlying kinetic rate of the reaction. 

Multiexponential kinetics may further complicate the extraction of lifetimes from t-DVE and 

would likely require partial knowledge of the reaction along with numerical modeling of the 

data, a problem which is not present in TA spectroscopy. The plot in Figure 2.8 also shows 

that the offset in the single-exponential fit is a lower limit for the actual recombination ratio. 

In this context it is important to report the actual geminate rebinding time constant of 

cyclopentadienylmolybdenum(II) tricarbonyl dimer of 16.18+0.67 ps (TA) 16.08+0.38 (t-

DVE) and the rebinding ratio of 0.496+0.08 (TA) 0.51+0.04 (t-DVE) obtained by fitting a 

single exponential to the experimental curves in Figure 2.6. We would like to point out that 

these values replace our previously reported time constant of 31 ps in an earlier publication,36

where the measured lifetime of 15.6 ps was doubled based on a simplistic consideration of 

the population dependence of t-DVE.

One final matter that should be discussed in the present context is the issue of 

orientational relaxation. Transient-DVE, similar to transient-2DIR, is a fifth order non-linear 

experiment; but since the three pulses are time-coincident, the simpler third-order formalism 

can be used to analyze the results.53 This simplification is clearly not valid for transient-2DIR 

spectroscopy where the full set of fifth-order tensor elements must be taken into 

consideration.54  However, it is important to keep in mind that the contribution from 

orientational relaxation is not identical to that for TA due to the fact that t-DVE is a non-
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linear probe, thus altering the dependence on the number of oscillators as well as the 

transition dipole moments involved. The equations provided above for analyzing the signal 

decay kinetics can be slightly modified to analyze orientational contributions to the t-DVE 

signal, though such a treatment is beyond the scope of this work. Additional information 

relating to the molecular Hamiltonian of the transient species, such as the relative orientation 

of the transition dipoles, can be obtained from a transient-DVE experiment by controlling 

the polarization of the three probe pulses.54

Concluding Remarks

We have compared two different spectroscopic techniques used for obtaining kinetic 

information on non-equilibrium systems: transient-DVE and transient absorption 

spectroscopy. We have shown that transient-DVE offers improved signal-to-noise ratios 

over transient absorption while offering additional structural information which can be 

related to the molecular Hamiltonian. The results also show that t-DVE can provide 

reasonably high signal-to-noise ratios while avoiding the need for detecting a reference 

spectrum at every laser shot. Although the equations associated with modeling the kinetics 

using a non-linear probe can become cumbersome, single-exponential fitting of the transient 

data produces rather accurate estimates of the kinetics, especially under low excitation 

conditions.

In addition to serving as probe of molecular kinetics, t-DVE can be directly related 

to transient-2DIR experiments by a simple projection on to the detection axis; so it may be 

possible to extract much of the information content in transient-2DIR using this simpler 

technique, which may prove useful in situations where collecting a full 2DIR of a transient 

species may not be feasible. Alternatively, one could extract structural information and 

assign the spectrum using transient-2DIR spectra at a few time delays and measure the 

kinetics using t-DVE. Although the t-DVE experiment requires a more complicated optical 

setup, transient-DVE may become an attractive complement to TA as has already been 

demonstrated in studies of temperature-jump protein folding29,33 and ultrafast 

photochemistry.34
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2.4 Ultrabroadband Detection of an Infrared Continuum

Unlike conventional Fourier-transform spectroscopy, ultrafast mid-infrared 

spectroscopy has been limited to small spectral windows of widths typically <500 cm-1, 

where only a small set of nearby vibrations can be measured simultaneously.55 Ideally, 

ultrafast spectroscopy with IR pulses should be able to access the entire 500–4000 cm-1

spectral region, providing maximum structural and dynamical information. Two constraints

limit the spectral bandwidth of IR generation and detection. Firstly, conventional 

implementations rely on optical parametric amplification (OPA) followed by difference 

frequency generation (DFG) to produce mid-IR pulses, and are limited in bandwidth by 

phase matching.56 Secondly, direct multichannel infrared detection is carried out using 

mercury-cadmium-telluride (MCT) detector arrays that suffer from low pixel count, reduced 

sensitivity, and high cost compared to their silicon-based counterparts for visible detection. 

A state-of-the-art MCT detector features only 128 pixels.

Broadband sources of THz and mid-infrared radiation through plasma generation in 

air have been recently demonstrated.24-28 In particular, Petersen and Tokmakoff implemented 

a new infrared continuum source for sub-100 fs pulses spanning <400 cm-1 to >3000 cm-1 by 

simultaneously focusing three high-intensity pulses centered at 800, 400 and 267 nm in air.29

Though the complete mechanism of the IR continuum generation is not yet well 

understood, the process has been described in terms of optical rectification24, 25 in collisional 

plasma.57 Until now the efficient detection of such a continuum source has remained a 

challenge. In this letter we describe a straightforward apparatus for ultrabroadband mid-IR 

generation and detection based on chirped-pulse upconversion46, 58 (CPU), whereby starting 

with 100-fs 800-nm pulses, we can achieve a nearly 1000 cm-1detected bandwidth with 1 cm-1

spectral resolution over most of the mid-infrared (1600 to 4100 cm-1).
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Figure 2.9: Infrared continuum generation and upconversion setup. Spectra corresponding to the 800-nm 
pulses before and after the hollow fiber are shown for comparison. A spectrogram of the upconverted IR as a 

function of the IR-800 delay shows the second order spectral phase of the 800-nm chirped pulse.

The optical setup is illustrated in Figure 2.9. Pulses derived from a 100-fs 2mJ

Ti:sapphire amplifier (Spectra-Physics Spitfire Pro) are split in a 50:50 ratio. One half is used 

for IR generation while the other half is used for upconversion. Since the bandwidth of the 

IR continuum is dictated by the bandwidth of the source, we spectrally broaden the 800-nm 

pulse via self-phase modulation in argon.59 1mJ 800-nm pulses are focused using a f=50-cm 

lens into a 125µm hollow-core fused silica fiber (FemtolasersOA219) placed inside a 

pressurized chamber. The 400 µJ fiber output is collimated to a diameter of 5mm and 

recompressed using a pair of fused silica Brewster prisms. Typically, 40 fs full-width-at-half-

maximum (FWHM) compressed pulses are obtained with 0.75 atm of Ar and a 234 cm tip-

to-tip prism pair distance. The compressed pulses are sent through an in-line second and 

third harmonic generation setup.60 Second harmonic pulses are generated by type I phase 

matching in a 0.4 mm -barium borate (BBO) crystal, followed by a calcite plate (Eksma 

225-2112) to compensate the group delay of the entire setup (83 fs BBO + 451 fs waveplate 

+220 fs BBO). Next, a dual-band /2 waveplate (Eksma 466-4211) rotates the 800-nm 

polarization to coincide with the 400-nm polarization. Finally, type I sum-frequency 

generation in a 0.4 mm BBO generates the 267 nm third harmonic. The three pulses are 

focused into air using a spherical dielectric mirror with a 10 cm radius (Layertec 100600). A 

bright ~0.5-mm filament is observed at the focus, and the IR continuum intensity correlates 

well with the brightness of the filament. A 12 cm radius aluminum-coated spherical mirror 

collimates the light and a 1-mm Ge window filters out the UV and visible light. The IR is 

then refocused to a ~1 mm spot using a 12 cm spherical gold-coated mirror. The total IR 
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output is measured and optimized by placing a single channel MCT detector (IR Associates 

MCT-20-1.0) at the focus; after attenuation by an OD=0.3 neutral density filter the IR 

power is still sufficient to saturate the detector. A sample of Mn2(CO)10 in cyclohexane, 

provides narrow absorption bands in the carbonyl stretching region (~2000 cm-1) to calibrate 

the detection axis, test the phase correction procedure, and evaluate the effective spectral 

resolution of the upconversion. The remaining 1 mJ of 800-nm laser output is sent through a 

grating stretcher constructed from a 1200 grooves/mm grating (Spectrogon 9800-2840). 

Finally, the ~15-ps chirped pulses (350 µJ) are mixed with the IR continuum in a type-I SFG 

arrangement using a wedged 0.3-to-0.8-mm MgO(5%):LiNbO3 (LNB) crystal. The leftover 

800-nm is filtered out by a 750-nm shortpass filter, and sent to a conventional visible 

spectrometer equipped with a 1340-by-100 pixel CCD detector (Pixis, Princeton 

Instruments) that may be operated in a mode can record 1340-pixel spectra at 1 kHz. Unless 

focused, the upconverted visible light (~650 nm) cannot be seen by the naked eye, thus a 

small 4° angle between the IR and 800-nm beams ensures that the upconverted light will be 

practically collinear with the 800-nm beam which facilitates its initial alignment into the 

spectrometer.

Figure 2.10: Upconverted IR continuum. The absorption lines at 1983, 2013, and 2045 cm-1 correspond to 
carbonyl stretches in of in Mn2(CO)10, the remaining absorption lines are from atmospheric water and carbon 
dioxide. The inset shows the large number of points measured by upconversion. The spectra in are collected 

with an integration time of 100 ms.

The IR source is particularly stable; the measured shot-to-shot noise percentage 

(standard deviation/mean) of the IR continuum is 2.0% (upconverted) or 3.1% (MCT), 
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which compares well with a 0.7% shot-to-shot noise in our OPA-DFG narrowband IR 

generation setup pumped by the same laser. In terms of the total IR bandwidth, we were 

able to upconvert frequencies between 1600 and 4100 cm-1, indicating that the continuum 

spans the entire mid-IR region. The low-frequency limit is due to IR absorption in LNB and 

can be circumvented using other nonlinear media. To measure the continuum generation 

efficiency in different gases, N2, CO2, and Ar were flowed from a nozzle placed 2 mm below 

the plasma filament. The IR intensity increase relative to that in air measured using the MCT 

is as follows: 7% (N2), 17%(CO2), and 24% (Ar). We measured the bandwidth changes by 

simultaneously upconverting two IR regions centered at 1646 (type I) and 3114 (type II) cm-1

in a single LNB crystal. The high-to-low frequency intensity ratios are 1.1 (N2), 2.0 (CO2), 2.2 

(Ar) normalized to a 1.0 ratio in air, suggesting that increasingly polarizable gases can 

enhance the generated IR intensity at the high-frequency region, consistent with recent THz 

generation studies.61

Figure 2.11: Single-shot upconverted IR spectrum (not phase corrected). The peaks near 2350 cm-1 correspond 
to absorption by atmospheric carbon dioxide.

A frequency-resolved cross-correlation between the IR and upconverting pulses 

measures the instantaneous frequency and amplitude of the chirped pulse (CP). Since no 

optical realignment is required, the chirp characterization can be performed in situ by 

scanning the time delay between the two pulses. When no attempt is made to remove the 

cross-phase modulation imparted by the chirped pulse, the resulting spectrum is convolved 

with the bandwidth present during overlap with the mid-IR pulse. Here, the continuum 

pulse is measured to have a temporal width of 58 fs FWHM by cross-correlation (SFG) with 

a transform limited 100-fs 800-nm pulse. Thus, the uncorrected CPU spectral convolution is 
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0.5 cm-1 given the CP has FWHM bandwidth and a duration of 130-cm-1 and 15 ps, 

respectively. By comparison, upconversion with a transform-limited 15 ps Gaussian pulse 

would be convolved with 1.1 cm-1. In addition to the spectral convolution, the second order 

phase of the CP modulates the phase of the upconverted IR pulse and causes severe 

distortions when narrow absorption lines are present. Correcting for these distortions and 

recovering the original lineshapes is straightforward.62, 63 In brief, a power spectrum is 

Fourier-transformed into the time domain where the antisymmetrized second order phase,

, is divided out and the spectrum is inverse Fourier-transformed back into 

the frequency domain. The phase can be recovered from the cross-correlation by extracting 

the value of the upconverted frequencies as a function the CP-IR delay (see spectrogram in

Figure 2.9).The first order phase, or absolute IR-CP delay, is not precisely known, therefore 

there is an ambiguity in the absolute frequency. This can be corrected by shifting the 

frequency axis to reproduce the known transition frequencies of a reference sample. Raw 

upconverted and corresponding phase-corrected spectra are shown in Figure 2.10. The 

narrow peaks of Mn2(CO)10 (6.5 cm-1 FWHM) are recovered by the phase correction

procedure with no loss of spectral resolution. Given a chirped pulse long enough to match 

the longest free-induction decays (narrowest transitions), the spectral resolution is only 

determined by how accurately the second-order phase can be measured. Although 

upconversion can also be implemented using a narrowband pulse, from a practical 

perspective the chirped-pulse upconversion method efficiently uses all the light available, 

whereas to attain a 1 cm-1 narrowband pulse starting  from a 130-cm-1 100-fs pulse, >99 % of 

the light must be discarded through spectral filtering. This is an important advantage of the 

CPU method. Finally, another advantage of upconversion over direct IR detection in its 

ability simultaneously detect a full octave of IR bandwidth, whereas overlapping diffraction 

orders from the grating would prevent direct detection in the infrared unless additional 

filters are placed after the grating.

Signal intensity versus bandwidth is the central tradeoff within CPU: a thin 

upconversion crystal will support a broader bandwidth, but with less conversion efficiency, 

and thus a low-noise detector is essential to achieving ultrabroadband upconversion. To 

measure the signal-to-noise ratio and detection limit of the setup we collected single-shot 

spectra (Figure 2.11). Near the most intense region (~2200 cm-1), the detector noise to signal 
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intensity ratio is 1.3%(~10-2 OD), a value comparable to the shot-to-shot fluctuations. A 

high pixel density, (~2 pixels/cm-1), means a low-pass filter can be applied to further reduce 

the noise without significant loss of spectral resolution.

In conclusion, we have demonstrated a new ultrabroadband generation and detection 

method based on chirped pulse upconversion that spans the complete mid-infrared region. 

The detection bandwidth is only limited by the thickness of the nonlinear crystal and the 

spectrometer noise. We believe that the developments presented here will find immediate 

applications in transient absorption and multidimensional infrared spectroscopy.
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Chapter 3

Ultrafast Condensed-Phase Chemical 
Dynamics: The solute’s Response

The work presented in this chapter has been published in the following three papers:

1. C.R. Baiz, R. McCanne, M.J. Nee, and K.J. Kubarych, "Orientational Dynamics of 
Transient Molecules Measured by Nonequilibrium Two-Dimensional Infrared Spectroscopy”, 
The Journal of Physical Chemistry A, 113 (31), 8907-8916, 2009.

2. C.R. Baiz, R. McCanne, and K.J. Kubarych, “Structurally Selective Geminate Rebinding 
Dynamics of Solvent-Caged Radicals Studied with Nonequilibrium Infrared Echo 
Spectroscopy” , Journal of the American Chemical Society, 131 (38), 13590-13591, 
2009

3. C.R. Baiz, R. McCanne, and K.J. Kubarych, “Structurally-Sensitive Rebinding 
Dynamics of Solvent-Caged Radical Pairs: Exploring the Viscosity Dependence” , 
Proceedings of International Conference on Ultrafast Phenomena XV, In Press 
(2011)

3.1 Introduction

Two-dimensional infrared (2DIR) spectroscopy enables the observation of molecular 

dynamics such as vibrational energy transfer, spectral diffusion, or ultrafast chemical 

exchange by using the system’s vibrational modes as local probes of molecular 
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microensembles.1, 2 2DIR also provides time-resolved structural information by measuring 

the normal mode anharmonicities and couplings which are directly linked to the underlying 

vibrational Hamiltonian. Recently, non-equilibrium variants of 2DIR, where the system is 

optically perturbed before or during the measurement, have been used to investigate 

phototriggered reactions including metal-to-ligand charge transfer,3 disulfide bond breaking,4

and metal-metal bond photodissociation reactions.5, 6

These two-dimensional experiments build upon more traditional techniques such as 

one-dimensional pump-probe measurements which continue to successfully reveal new 

information on the dynamics of chemical systems under non-equilibrium conditions. For 

example, the mechanisms for reorientational dynamics and resonant energy transfer in liquid 

water have been revealed by polarization-resolved infrared pump-probe spectroscopy.7, 8

Similar experiments have investigated the orientational dynamics of carbon monoxide 

following photodissociation from a heme host in hemoglobin9 and myoglobin.10 It was 

found that upon dissociation, the ligand finds specific docking sites within the heme pocket 

where it remains for several nanoseconds, suggesting the existence of an energy barrier for 

the recombination process. Recently, these results were further expanded upon by mapping 

the photoinduced ligand migration to the docking sites and the subsequent interconversion 

between the distinct conformations in myoglobin by triggered-exchange 2DIR 

spectroscopy.11 Here we measure the orientational dynamics of a transient radical species via 

transient 2DIR spectroscopy. It is important to emphasize the key difference between the 

molecular information provided by transient-2DIR in comparison to established one-

dimensional anisotropy measurements: A typical UV-pump/IR-probe anisotropy 

experiment, such as the one described above, reports on the orientational correlation of the 

transition dipole moment of a photoproduct IR transition with respect to the excited 

electronic transition dipole moment of the initial state. The orientational information 

contained in transient-2DIR reports on the self-correlation of the photoproduct species at 

different delays following photodissociation. For sufficiently long delays between the 

photolysis pulse and the 2DIR probe there is no correlation at all between the 

photodissociation and the photoproduct transition dipole moments. Thus, this new 

technique probes the changing dynamics of transient species itself en route to 

thermodynamic equilibrium.
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Non-equilibrium classical dynamics simulations have been successful in modeling 

solute to solvent vibrational energy relaxation in multiple systems, and the theory of classical 

and semiclassical energy relaxation is well-established within this context.12-16 In a recent 

paper, Backus and coworkers17 used non-equilibrium molecular dynamics (MD) simulations 

to model vibrational energy transport among isotope-labeled carbonyl modes in a short 

peptide. Carbonyl vibrations were excited either directly in the IR or by UV excitation of an 

azobenzene chromophore attached one of the peptide’s termini where the excess electronic 

energy subsequently relaxes into the vibrational modes. Though transient absorption results 

show that the rate of transport is slower when exciting the chromophore, the rate obtained 

from MD simulations is insensitive to the type of excitation. The MD results agreed well 

with the low-energy excitation experiments, but yielded rates that were too fast in the case of 

UV excitation.

Metal Carbonyls The photochemistry of Mn2(CO)10 has been the focus of numerous 

studies mainly aimed at understanding the excited state reaction pathways and subsequent 

energy relaxation processes.18-31 Two dissociation pathways have been demonstrated: 

excitation at 400 nm primarily cleaves the Mn-Mn bond, producing 2 ·Mn(CO)5 radicals,

whereas excitation at 342 nm dissociates one carbonyl ligand to yield Mn2(CO)9.
25, 29 In both 

cases the bond energy is substantially less than the excitation energy, causing the products to 

remain in a vibrationally hot state after photodissociation. 

Steinhurst et al.29 measured the 1982 cm-1 absorption lineshape narrowing of 

Mn(CO)5 photoproducts with excitation at 400 nm using time-resolved infrared 

spectroscopy and found the narrowing lifetime in cyclohexane to be 44.7 ±17.4 ps. The 

results also showed that the narrowing lifetime is shorter in polar solvents due to stronger 

solute-solvent interactions, an effect also observed in photodissociation of other metal 

carbonyls.18 Although a detailed discussion of temperature-dependent absorption linewidths 

was not presented, the authors concluded that this narrowing lifetime provided a lower limit 

for the vibrational cooling of the product molecules as they did not observe any contribution 

to the absorption from anharmonic transitions. Other related studies have reported similar 

rates for low frequency mode relaxation in similar metal carbonyls.18, 32, 33 The UV-

pump/visible-probe measurements of Zhang et al.31 found the relaxation of Mn(CO)5
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following photolysis at 295 nm to exhibit biexponential behavior with a ~15 ps fast 

component and a ~180 ps slow decay. The authors attributed the fast component to 

intramolecular vibrational relaxation of the CO modes through low frequency modes of the 

molecule, and the slow component was ascribed to ultimate relaxation to the solvent. 

Although these previous studies have provided significant insight into the photochemistry of 

Mn2(CO)10, a full understanding requires the characterization of excited-state lifetimes and 

quantum yields, as well as geminate rebinding rates and mechanisms.

3.2 Orientational Dynamics of Transient Species in Solution

In this section we report our measurements of orientational relaxation rates of 

Mn(CO)5 as a function of the time delay after photodissociation as obtained by transient-

2DIR spectroscopy. The response function underlying the 2DIR spectrum includes the same 

orientational dynamics typically probed using absorption anisotropy, and due to the 

separation of timescales, we are able to extract the orientational component of the transient 

2DIR spectra. We use the measured orientational lifetimes to determine the system-solvent 

energy dissipation rate (cooling) after photodissociation. These experiments create 

conditions unique to non-equilibrium phenomena where, due to weak solute-solvent 

coupling, the temperature of the solute increases following photodissociation while the 

solvation shell remains at nearly a constant temperature. Orientational relaxation rates are 

used as a molecular thermometer which indirectly report on the excitation of the low-

frequency modes. Similar ultrafast methods, such as IR-Raman spectroscopy, have also been 

useful in providing mode-specific populations in various non-equilibrium systems.34-36 To 

further elucidate the dynamics of Mn(CO)5 transient species, classical dynamics simulations 

are used in modeling temperature relaxation and orientational lifetimes, and temperature 

dependence of transient-absorption lineshape modeled using an anharmonic description 

based on vibrational perturbation theory.

Orientational Diffusion

The rate of orientational relaxation is commonly written in the context of Debye-

Stokes-Einstein theory. Within this framework, the orientational correlation time is 
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expressed in terms of the solvent viscosity , the specific volume of the molecules vs, and 

the temperature (T) as

s
R

B

C v

k T

  (1)

where kB is Boltzmann’s constant and C is an empirical constant. If the transition dipoles are 

assumed to be invariant with respect to the bath degrees of freedom, as in the Condon limit, 

the molecular reorientational time can be approximated as the dipole-dipole correlation time 

of a single vibrational transition, as the angle between the transition dipoles and the 

molecular axis are invariant with time. It is important to note the inverse temperature 

dependence of the correlation function; below we provide a discussion of measured 

temperature-dependent orientational dynamics and, using this relationship, we extract the 

cooling rate of the transient Mn(CO)5 species following photoexcitation.

It is well known that the infrared pump-probe anisotropy r(t) for an individual 

vibrational transition can be written as a function of the dipole-dipole time correlation 

function.37, 38
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In the above equation ( )I t
 and ( )I t represent the pump-probe intensity measured with

parallel and perpendicular relative polarizations. These two contributions can also be written 

as
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where P(t) is the population of the excited state and C2(t) is the second Legendre polynomial 

of the dipole-dipole time correlation function averaged over all the initial configurations. The 

orientational contribution to the anisotropy decay, obtained by combining Equations 2 and 

3, is written in terms of the dipole-dipole correlation function as:
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The orientational contribution to the 2DIR signal in the zzzz-polarization geometry is 

similarly expressed as a function dipole-dipole correlation function:39
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From the above relation, we observe that the orientational contribution to the waiting time 

dependence of the 2D signal is the same as for the one-dimensional anisotropy. The 

orientational equations for transient-2DIR spectroscopy, a fifth-order experiment, are 

significantly more complex as the UV pulse pre-selects a sub ensemble of the molecules.40, 41

However, in our experiments, the time between the UV and IR pulses is at least 40 ps, and 

since the orientational lifetime of the photoproducts is ~10 ps (see below), the 2DIR 

experiment is essentially done on an isotropic ensemble. This clear separation of time scales 

allows us to apply the simpler third-order version of the orientational equations outlined 

above.

Ultrafast Spectroscopy

The non-equilibrium time-domain 2DIR spectrometer has been described in detail 

elsewhere.42 Briefly, mid-infrared pulses (2 µJ, 100 fs), centered at 2000 cm-1 with ~100 cm-1

FWHM bandwidth are generated using a dual-optical parametric amplifier/difference 

frequency generation setup pumped by a regeneratively-amplified Ti:Sapphire laser. The 

mid-IR pulses are split into, k1, k2, k3, tracer, and reference beams. The UV pulses (>30 µJ, 

~100 fs) are obtained by frequency-doubling ~200 µJ of the laser output in a 0.4-mm BBO 

crystal and stretched to ~400 fs using a 10-cm fused silica block to minimize multiphoton 

interactions with the sample. An interferometrically-stable wire-guided jet43 is used to refresh 

the sample volume between laser shots. The UV beam is mechanically chopped with a 50% 

duty cycle synchronized to the 1-kHz amplifier repetition frequency. To collect a transient 

2DIR spectrum, the delay of the first IR pulse (k1) is scanned continuously and the 

heterodyned rephasing signal is upconverted into the visible using a highly chirped pulse 

(FWHM = 160 ps) centered at 800 nm44 and detected at the laser repetition rate in a 
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spectrometer using a silicon-based CCD detector. The collected time-domain data are 

deinterlaced into separate interferograms corresponding to pumped (UV on) and unpumped 

(UV off), and are processed separately. The final difference 2D spectrum is computed in the 

frequency domain by subtracting the unpumped from the pumped absolute value rephasing 

spectra. To measure the photoproduct relaxation rates we collected transient-2DIR spectra 

at different t2 delay times, between 0 and 20 ps using fifty steps spaced such that the 

relaxation is more densely sampled at the beginning of the exponential decay. These 

experiments were repeated at six different UV-IR time delays ranging from 40 to 300 ps; 120 

transient-2DIR spectra were collected in total. Errors arising from laser drift and long-time 

instabilities of the liquid jet were minimized by randomizing the order in which the spectra 

were acquired. 

Figure 3.1: Pulse sequences corresponding to the various experiments described throughout this chapter. The 
blue pulse represents the UV phototrigger pulse, the red pulses represent IR pump pulses, k1 and k2, in 2DIR 
experiments, orange corresponds to the tracer pulse, used in one-dimensional pump-probe experiments, and 

the yellow pulses correspond to k3 used in the two-dimensional experiments. The pulses marked with a star are 
mechanically chopped during the experiment.

UV-pump/IR-probe spectra were collected by measuring the differential 

transmission of the tracer pulse while chopping the UV and IR pump pulses respectively and 

blocking all the other beams. Equilibrium IR-pump/IR-probe measurements used to obtain 

anisotropy decays of the parent molecules were collected by recording the differential probe 

transmission at two polarization configurations while chopping k1 and blocking all the other 

beams. Similarly, transient-pump-probe spectra were obtained by combining the UV and IR 

pump beams, chopping the UV at 500 Hz and the IR at 250 Hz and recording the tracer 
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transmission at the laser repetition frequency of 1 kHz. Experimental pulse sequences are 

shown in Figure 3.1. Mn2(CO)10 solutions (6 mM) were prepared using spectrophotometric 

grade cyclohexane. This concentration produces an optical density of ~0.30 at the 

Mn2(CO)10 main absorption peak (2013 cm-1) with a ~200 µm path length in the liquid jet. 

All chemicals were purchased from Sigma-Aldrich and were used without further 

purification. 

Non-equilibrium Molecular Dynamic Simulations

The cyclohexane solvent was modeled using the all-atom general AMBER force 

field45, 46 and atomic charges were assigned ab-initio using the restrained electrostatic potential 

(RESP) scheme47, 48 computed with Gaussian 03.49 The metal carbonyl force fields were 

parameterized using harmonic potentials and Mulliken atomic charges derived from density 

functional theory (DFT) with B3LYP/6-31+G(d). One molecule of Mn2(CO)10 was placed 

in a cubic box containing 507 solvent molecules. The system was energy-minimized and 

equilibrated for 1 ns with 1 fs integration steps at 298 K and 1 bar using a Berendsen 

thermostat.50 The simulations were performed using the leapfrog algorithm as implemented 

in GROMACS, long-range electrostatic interactions were treated using the particle-mesh 

Ewald method, the non-bonded neighbor lists were updated every 10 integration steps and 

the interaction cutoff was set to 1.0 nm. After equilibration, a 2 ns Mn2(CO)10 production 

trajectory was generated under the same simulation conditions. The same procedure was 

used to generate a 2-ns equilibrium trajectory for Mn(CO)5. From the 2-ns trajectory for 

Mn(CO)5, 50 independent conformations were obtained as starting points for the non-

equilibrium simulations. The quantum description of vibrational energy redistribution is 

quite complex. For example, the energy distribution ratios among the modes could be 

obtained by propagating the full quantum anharmonic Hamiltonian. However, since the 

simulations are classical in nature, and thus would not be able to accurately capture the 

effects of vibrational energy transfer,17 it would be wasteful  to compute the full quantum 

mechanical energy distribution ratios as an input to the classical simulations. As an 

approximation, the photolysis reaction and subsequent energy redistribution were simulated 

by scaling the velocities of all the atoms in Mn(CO)5 to account for the excess energy that 

remains after dissociation. At each starting conformation, the equilibrium kinetic energy was 
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computed, and all the atoms velocities in Mn(CO)5 were scaled by a factor that yielded a final 

kinetic energy equal to the equilibrium energy plus excess excitation energy:  The Mn-Mn 

bond energy is estimated to be 12600 cm-1,20 which leaves 12400 cm-1 of excess energy after 

photodissociation with 400 nm excitation. Using the DFT-derived heat capacity, the 

temperature of Mn(CO)5 immediately following photodissociation is predicted to be 664 K. 

The non-equilibrium NVE trajectories were run for 100 ps using integration steps of 0.2 fs 

and atom positions and velocities were collected every 10 fs for analysis. From these 

trajectories, the temperature of the molecule and the solvation shell (nearby cyclohexane 

molecules) were computed. Dipole-dipole time correlation functions for the parent 

molecules and photoproducts were also computed from the 2-ns equilibrium simulations. All 

simulations were performed using the GROMACS 3.3 package of programs.51

Theoretical Lineshapes

To simulate the temperature-dependent absorption linewidth of Mn(CO)5 we employ 

an anharmonic description based on a previous model by Hamm et al.52 which accounts for 

the thermal excitation of low-frequency (bath) modes and their effect on the frequency of 

the CO stretch mode of interest. We begin by computing a set of third- and semidiagonal 

fourth-order anharmonic force constants for all the modes using standard electronic 

structure methods, (B3LYP, LANL2DZ on Mn, 6-31G(d) on C and O). These anharmonic 

force constants are obtained by displacing the molecular geometry along the normal modes 

and computing the change in harmonic frequencies between the equilibrium and displaced 

geometries.53, 54 The anharmonic coupling constants, Xii and Xik, which represent the shift in 

frequency of mode k given that mode i is excited, are computed using second-order 

vibrational perturbation theory (VPT2). The computation of anharmonic coupling constants 

from electronic structure methods via VPT2 is well-established and the procedure is 

described in detail elsewhere.55, 56 It is important to note that the described DFT/VPT2 

procedure successfully reproduces the experimentally-measured carbonyl anharmonicities in

Mn2(CO)10 therefore justifying its use in this work.57 A temperature-dependent absorption 

lineshape Ak(ω) of the carbonyl stretching mode of interest k is written as: 



65

   1 2 2( ) exp exp [ ] / ]
i

k k i i k i ik
i k n

A v Q n v kT v n X  



       (6)

The first exponential inside the sum represents the thermal probability that a bath 

mode i will be in the nth excited state at temperature T with a normalization factor ( )Q T ,the 

second term is a Gaussian function centered at a frequency shifted from the fundamental by 

niXik. In the above equationν i represents the fundamental transition of mode i in the 

anharmonic description, computed by:

1
22k k kk ik

i
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where ωk is the harmonic frequency of mode k, and Xkk and Xik are the anharmonic coupling 

constants described above. A full set of coupling constants along with the harmonic and 

anharmonic frequencies for Mn(CO)5 is given below. It is important to note that in our 

model the high frequency mode k remains in the ground state, an approximation that only 

applies to systems where the mode of interest has negligible thermal population. In the 

above expression for Ak(ω) the first summation is over all the bath modes, in our case we 

define the bath modes as all the normal modes with frequencies lower than the lowest 

frequency terminal CO stretch. We explicitly exclude the solvent degrees of freedom due to 

the very weak coupling, manifested in the long vibrational lifetime. The second summation 

in Eq. 6 is over all excitations of these modes, from a practical perspective we found that 

including 10 excitations is sufficient to converge the results at a temperature of 600 K or 

below. 
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Figure 3.2: Mn2(CO)10 equilibrium anisotropy obtained by measuring IR-pump/IR-probe differential 
absorption of the 2013 cm-1 transition in the parallel and perpendicular polarization geometries. The initial fast 
decay is due to IVR and the slower decay represents the orientational relaxation of the equilibrium species. The 

initial value of 0.2 is attributed to the fact that the probed frequency corresponds to two degenerate CO 
stretching modes with perpendicular transition dipole moments.

Experimental and Simulation Results

Figure 3.3: Transient peak widths obtained from one-dimensional UV-pump/IR-probe transient absorption 
experiments with a single-exponential fit. The inset shows transient absorption spectrum at long UV-IR delay 

(100 ps) after bleach substraction. The green and blue curves represent the transient absorption before and 
after bleach subtraction near 1982 cm-1 respectively (see text for details).

Equilibrium Anisotropy Equilibrium IR-pump/IR-probe anisotropy measurements, 

shown in Figure 3.2, report directly on the orientational relaxation lifetime of the parent 

molecule, Mn2(CO)10. The transient absorption anisotropy shown for the central 2013 cm-1

band exhibits biexponential behavior with a fast component of ~600 fs caused by rapid 
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randomization of energy among the carbonyl modes (IVR), and a slower component due to 

the orientational relaxation. This measured relaxation lifetime of 15.8 ± 3.5 ps can be directly 

compared to the calculated MD lifetimes as shown below.

UV-Pump/IR-Probe

The broad bandwidth of the induced photoproduct absorption observed in the one-

dimensional UV-IR transient spectra has previously been attributed to the population of

low-frequency modes (heating) in the photoproduct by the excess energy remaining after 

photodissociation. To obtain a system-to-solvent energy transfer lifetime (cooling), we 

measure the absorption linewidth in UV/IR transient absorption spectra collected from 10 

to 100 ps delay at 2 ps steps as shown in Error! Reference source not found.. The 

overlapping bleach is removed by fitting the 1982 cm-1 feature in a single long-delay pump-

probe spectrum to two Gaussian functions, one positive and one negative, and then 

subtracting the negative Gaussian from all the other pump-probe spectra. After removing 

the bleach in each spectrum, the photoproduct transient peak centered near 1982 cm-1 is fit 

to a single Gaussian function. The full-width-at-half-maximum of the Gaussian fits are

plotted (Error! Reference source not found.) as a function of the UV-IR time delay and 

the data is fit to a single exponential. This procedure yields a relaxation lifetime of Mn(CO)5

in cyclohexane of 40±13 ps which is in excellent agreement with the previously published 

lifetime of 44±17 ps.29 The data also shows that the linewidth remains broad at long UV-IR 

time delays (see discussion below). Additionally, the Mn2(CO)10 bleaches do not recover 

within the timescale of the experiment (200 ps). Previous experiments29 also reported an 

instrument response limited onset of the bleach and the absence of bleach recovery even at 

500 ps after photoexcitation; Dougherty et al18 reported a bleach recovery in the 5-400 µs 

regime in Rh(CO)2(acac) suggesting that non-geminate recombination is a diffusion limited 

process.
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Figure 3.4: Transient-2DIR spectra of Mn2(CO)10 obtained at different waiting times (t2) and multiple UV-
2DIR delays (τ) (See Figure 3.1). The negative features, shown in blue, represent the bleaches corresponding to 
depletion of parent Mn2(CO)10 molecules and the red feature,  (lower left) represents the absorption due to the 

transient Mn(CO)5 radical species. The transient signal is initially weak and becomes stronger as the 
photoproduct molecules reach the final equilibrium temperature. Contour spacing is normalized to the 

maximum signal difference and contours that are smaller than 2% or larger than 40 % of the total bleach 
amplitude are removed for clarity.

Figure 3.5: Mn(CO)5 reorientational time constants as a function of the UV-2DIR time delay, τ, obtained from 
the integrated transient peak volumes as a function of the 2DIR waiting time, t2. The solid curve is a single-

exponential curve fit to the data showing a decay time of 70±16 ps. This exponential represents the cooling of 
the molecules after photoexcitation. Additional information about the fitting process and a representative fit is 

provided in the supplementary information.
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Transient-2DIR The equilibrium absolute-value rephasing 2DIR spectrum of 

Mn2(CO)10, described in detail elsewhere,44 exhibits nine main peaks, diagonal peaks at 1983, 

2013, and 2045 cm-1, and six cross-peaks which correspond to Liouville paths involving light 

interactions with different vibrational modes during the infrared excitation and detection 

times. As the waiting time t2 is increased these off-diagonal peaks oscillate at the difference 

frequency between the corresponding diagonal modes. The transient-2DIR spectra (Figure 

3.4) show bleaches as a result of depletion of parent molecules and a transient peak centered 

near [ω1=1982, ω3=1982 cm-1] due to the nascent photoproduct molecules. The 2D 

lineshape of this peak is somewhat distorted due to spectral overlap with the low-frequency 

diagonal bleach. In order to minimize these distortions, the IR pulses were tuned to the 

high-frequency region of the spectrum so as to decrease contributions from low-frequency 

bleaches. Similar to the previously reported 1D transient absorption spectra,29 this transient 

2D peak is initially broad and becomes narrower with increasing UV-IR time delay due in 

part to vibrational cooling. Three different processes contribute to the signal decay along t2, 

intramolecular vibrational redistribution, orientational relaxation and vibrational relaxation. 

The different timescales for these three processes allows for clean isolation of the 

orientational contribution as discussed below. Relaxation rate constants are obtained by 

integrating the volume of the entire transient 2D peak (red features in Figure 3.4) for each 

value of t2 and fitting the t2 decay to a single exponential. In order to reduce the errors arising 

from the exponential fitting of the relaxation data, the integrated peak volume is low-pass 

Fourier filtered and is fit starting at t2 = 2 ps to remove the contribution from the rapid 

initial decay (τ~600 fs) which arises from intramolecular vibrational redistribution. The 

filtering also removes any errors due to coherent oscillations of the overlapping parent peaks 

observed at small waiting times.58 Although the decay constants obtained from the curve 

fitting may still contain errors that arise from vibrational energy relaxation or the fitting 

procedure itself, we expect these errors to be similar for all the curves as the same procedure 

is applied to all the decay curves. The relative change in the relaxation rates as a function of 

the UV-IR delay should therefore be reliable. The Debye-Stokes-Einstein relationship makes 

it possible to obtain an effective temperature decay from the set of orientational relaxation 

curves. The orientational rate constant (inverse decay time) is directly proportional to the 

temperature of the system allowing the direct mapping of the UV-IR time delay axis to a 

molecular temperature axis. It is important to note that as verified by the simulation study 
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discussed below, in this experiment the temperature and viscosity of the solvent remain at 

their equilibrium values; the only variable is the temperature of the solute molecules. The 

relaxation rate constants plotted as a function of the UV-IR delay along with the 

temperature decay are shown Error! Reference source not found..

Transient UV-Pump/IR-Pump-IR-Probe

The transient UV-pump/IR-pump-IR-probe spectra, shown in Figure 3.6, can be 

best understood as two IR-pump/IR-probe spectra with and without the presence of 

nonequilibrium photoproducts in solution. The negative-going bleaches observed 

correspond to the depletion of ground vibrational state molecules caused by the IR pump 

with the corresponding anharmonically-shifted increase due to excited state absorption 

(ESA). The UV pump causes a depletion of parent molecules and generates photoproduct 

molecules, which, aside from the induced photoproduct, yield a similar ground-state bleach

(GSB) and ESA signal. In the IR/IR experiments, two processes contribute to the GSB 

signal, the depletion of ground state molecules and the stimulated emission from the 

populated excited states. The broad 1982 cm-1 peak in the UV-pumped spectrum is caused 

by the overlapping contributions of both the parent and daughter species. To remove these 

contributions, the difference between the two pump-probe spectra is computed. The data 

shows that the ESA of the photoproducts directly overlaps the GSB from the parent 

molecules. In principle, the same orientational relaxation information contained in the 

transient-2DIR experiments is present in the transient-pump-probe data (see equation 3), 

however, spectral overlap between the low-frequency bleach and transient peak along with a 

low signal-to-noise ratio prevented the extraction of reliable orientational relaxation lifetimes 

from these data. Pump-probe and 2DIR signals arise from the same light-matter interactions 

and thus contain similar information. One advantage of 2DIR over one-dimensional pump-

probe relies in the fact that the 2DIR signal is emitted in a background-free direction, 

whereas in pump-probe the signal is emitted in the same direction as the probe beam. In 

which case, to avoid saturating the detector, the probe beam must be weak. Because intensity 

of the signal is proportional to the intensity of the pump and probe pulses, in the pump-

probe experiments the signal is usually weaker and additional signal averaging is required to 

obtain reliable data. In addition, comparing the transient-pump-probe and transient-2DIR 
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spectra it is possible to observe that the photoproduct peak height is larger with respect to 

the bleaches, and better isolated in the 2DIR data, making the extraction of orientational 

relaxation rates possible.

Figure 3.6: IR-pump/IR-probe spectra obtained with (green) and without (blue) the UV pump. The pumped 
(UV on) spectrum shows smaller changes at 2045 and 2013 cm-1 due to the depletion of parent molecules and 

shows a comparable bleach intensity at 1982 cm-1 because of the absorption of the new transient species 
generated by the UV phototrigger. The difference (UV on – UV off, red) spectrum clearly shows the increase 

in signal near 1982 cm-1 due to the photoproducts.

MD Simulations

A plot of temperature versus time, as shown in Figure 3.7, is obtained from the MD 

simulations, indicating that adding 12400 cm-1 of excess kinetic energy causes an initial 

temperature of ~760K, in reasonable agreement with the result predicted via the DFT-

derived heat capacity. It is well known that the classical heat capacity of a molecule is larger 

than the quantum heat capacity, thus one would expect the MD simulations to show a 

smaller increase in temperature than the increase calculated using the DFT heat capacity. 

The similarity arises because dihedral angles are not specifically parameterized in the classical 

force field and thus these low-frequency vibrations, which may have a large contribution to 

the heat capacity, are not present in the classical simulations. A biexponential curve is needed 

to accurately fit the temperature data, giving a fast component of ~480 fs and a slower 

component of 8.01 ps. The slower component is attributed to energy relaxation to the 

solvent (cooling). To further elucidate the energy relaxation process, we computed the 

temperature of the solvation shell, and found it to remain constant near the equilibrium 

value of 298K, indicating that the heat diffusion within the solvent is an efficient process. In 
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addition, we simulated the photodissociation reaction by simply removing the Mn-Mn bond 

from the force field and scaling the velocities of the atoms but observed that the two 

Mn(CO)5 molecules formed stable dimers in every computed nonequilibrium trajectory. The 

temperature decay time of the dimers (8.94 ps) is similar to that of the monomers, suggesting 

that the molecule-solvent interactions remain mostly unaffected. 

Simulated Equilibrium Orientational Relaxation

Orientational relaxation curves were obtained from the equilibrium and non-

equilibrium trajectories by fixing the molecular axis along one of the equatorial carbonyl 

bonds and computing a time autocorrelation of the vector dot product trajectory. The 

second Legendre polynomial of this autocorrelation function is directly proportional to the 

orientational contribution to the anisotropy, as well as the 2DIR waiting-time decays as 

noted in Equations 4 and 5. Orientational relaxation curves for the parent molecule obtained 

from the MD simulations (Figure 3.8) show single exponential behavior with a lifetime of 

18.2 ps. The photoproduct exhibits a biexponential relaxation that is likely due to the two 

Mn(CO)5 dimer structures. However, the two exponentials have nearly equal amplitude, and 

the decay curve is adequately fit with a single exponential, allowing direct comparison with 

the 2DIR experimental decay curves. The temperature-dependence of the orientational 

relaxation constants was not computed from the simulations because to achieve this, either 

the entire simulation box would need to be heated to a higher temperature or the solute and 

solvent would have to be simulated under different thermostats, neither of which reproduces 

the experimental conditions.
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Figure 3.7: Temperature of the Mn(CO)5 species following photodissociation obtained from the non-
equilibrium MD simulations using an average of 50 non-equilibrium trajectories. The temperature of the 

solvation shell, which remains near the equilibrium value, was obtained by identifying the six nearest 
cyclohexane molecules at each MD step and computing their average temperature.

Table 3.1: Summary of the orientational relaxation constants obtained from experiment and from the molecular 
dynamics (MD) simulations

Method Orientational Cooling Rate (ps) Species
Equilibrium Anisotropy 15.8 ± 3.5 Mn2(CO)10

UV-pump/IR-probe 44 ± 17 (lower limit) Mn(CO)5

Transient-2DIR 13.7 ± 0.7 (τ = 300ps) 70 ± 16 Mn(CO)5

Equilibrium MD 18.2 Mn2(CO)10

Equilibrium MD 11.7 Mn(CO)5

Non-Equilibrium MD 8.0 Mn(CO)5

Discussion

Orientational Relaxation 

Table 3.1 summarizes the orientational relaxation and cooling rates obtained from 

experiment and MD simulations. The 2DIR signal decay along the waiting time is 

characterized by three main contributions with substantially distinct timescales:

intramolecular vibrational relaxation (~1 ps), orientational diffusion59 (~5-10 ps), and 

vibrational energy relaxation to the solvent (~100 ps). The separation of these timescales 
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enables isolation of the orientational contribution to the transient 2DIR signal by fitting the 

overall signal decays as described above. The decay times range from 2.5 to 10 ps, consistent 

with the transient IR-pump/IR-probe anisotropy measurements of the parent molecules, 

where we observe a similar reorientation timescale showing that these decays are indeed due 

to orientational dynamics.

Figure 3.8: Orientational relaxation contribution to the anisotropy and 2DIR signal decays computed from the 
MD simulation via the dipole-dipole time correlation (black) function along with their exponential fit (red). The 

curve corresponding to the photoproduct was obtained from MD data collected from the 2-ns equilibrium 
(NPT) trajectory.

The key experimental observation of this work is that the orientational relaxation 

times are dependent on the UV-2DIR waiting time. It is a unique feature of the additional 

temporal and spectral correlation made possible by nonlinear 2D spectroscopy that 

reorientation of a transient species can be directly observed in the time domain. Previous 

experiments have suggested that initial molecular reorganization of metal carbonyl 

photoproducts likely occurs on an ultrafast timescale.30 Therefore by the time of our first 

2DIR measurement (40 ps) the molecules should be largely at equilibrium in this regard. It is 

also known, from the long CO vibrational lifetimes (~100 ps) and narrow infrared 

transitions observed in metal carbonyls in non-polar solvents (3-5 cm-1 in Mn2(CO)10), that 

the system-solvent interactions are weak and thus the molecules are largely isolated from the 

solvent. Therefore, it is expected that the process of heat transfer between the molecule and 
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the solvent should be slow with a timescale comparable to that of vibrational energy 

relaxation.

The observed evolution in the orientational relaxation as the UV-2DIR delay is then 

due to temperature effects. Orientational diffusion occurs faster when the molecules are in a 

hot state and slower as the molecules reach the final equilibrium temperature. Due to weak 

system-solvent interactions, the solvent remains at a constant temperature, as indicated by 

the molecular dynamics simulations, and therefore the viscosity of the liquid is properly 

regarded as remaining constant. This scenario is in contrast to other ultrafast temperature 

dependent relaxation experiments where the solvent and the molecules are in thermal 

equilibrium, thus solvent viscosity changes and changes in the material density can 

significantly influence the measurements and should be explicitly included in the data 

analysis.60, 61

To further elucidate the effects of orientational relaxation on the 2DIR waiting-time 

signal decay, we analyze the results obtained from molecular dynamics simulations. The 

simulated photoproduct orientational decay of 13.4 ps is in excellent agreement with the 

experimental values at long time-delays of 11.7 ps. In the equilibrium case, the simulations 

predict a slightly longer decay lifetime of 18.2 ps in which is also in agreement with the 

experimental value of 15.8 ps measured in the anisotropy experiment (Figure 3.2). However, 

such good agreement is likely a coincidence as we do not expect the MD simulations to 

quantitatively reproduce the experimental values. The similarity in relaxation rates for the 

Mn2(CO)10 and Mn(CO)5 molecules arise from the similar forces experienced by both species 

in the simulations. It is also observed that the Mn(CO)5 orientational decay is biexponential 

in nature (Figure 3.8), an effect attributed to fact that Mn(CO)5 is a symmetric top. The 

decay is, nonetheless, adequately fit with a single exponential function, and it is unlikely that 

this behavior would be observed experimentally as an extremely high signal-to-noise ratio 

would be required.

Based on the observed changes in orientational lifetime as a function of UV-2DIR 

time delay, we are now in a position to apply Debye-Stokes-Einstein (DSE) theory and 

directly correlate the differences in orientational relaxation rates to the temperature of the 

molecule. The main underlying assumption that allows us to obtain a cooling rate from DSE 
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theory is that the molecular degrees of freedom of the solute are completely equilibrated; the 

energy is partitioned among all the degrees of freedom and a single temperature can be used 

to describe the system. This is a reasonable assumption since it is likely that collisions with 

the solvent would rapidly partition the energy among all degrees of freedom in the system, 

particularly given that the 2DIR measurements are preformed starting at 40 ps after the 

photoreaction. The understanding of these temperature-dependent orientational relaxation 

rates is rather intuitive; part of the excess excitation energy is channeled into the low-

frequency vibrational and rotational modes of the molecule, causing an increase in the 

collision rate with the solvent and thus increasing the rate of orientational diffusion. Next we 

discuss the cooling rates based on the evidence from one-dimensional pump-probe, 

transient-2DIR and the MD simulations.

Temperature Decay

The time-dependence of the one-dimensional UV-IR transient absorption line 

narrowing (Error! Reference source not found.) provides a lower limit of 44±17 ps for 

vibrational cooling. Our data is also in agreement with the results of Steinhurst et al.,29 in that 

no anharmonic CO transitions are present after photodissociation, indicating that the excess 

energy is largely deposited into the low-frequency modes of the molecule. Although a 

general quantum mechanical treatment that rigorously describes the temperature dependence 

of absorption lineshapes remains a challenge, the basic assumption is that the absorption 

width, caused by population of the low-frequency modes, is proportional to the non-

equilibrium temperature of the molecules as it is described by our anharmonic model above.

The measured orientational rates from transient-2DIR, which by Debye-Stokes-Einstein

theory are proportional to temperature, should be a more accurate reporter of the molecular 

temperature. These values show a temperature relaxation of 70±16 ps, which is a reasonable

value given the large amount of evidence for weak system-solvent interactions in non-polar 

solvents. It is a natural extension of the present work to consider solvents with varying 

polarity, polarizability, viscosity and thermal conductivity to determine the relative 

importance of these parameters in promoting microscopic, nonequilibrium temperature 

relaxation. For the present study, the nonpolar solvent cyclohexane was chosen as it results 

in a particularly clearly-resolved IR spectrum. 
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A photoproduct cooling rate is also obtained from the molecular dynamics 

simulations. Analysis of the photoproduct temperature decay yields a value of 8.01 ps, which

is about an order of magnitude faster than experiment. The disparity with experiment is 

likely due to larger system-solvent interactions present in the MD simulations coupled with 

solvent molecular diffusion that was found to be roughly half the experimental value. 

Despite of the numerical disparity, however, we measure the temperature of the 

instantaneous solvation shell and observe that it indeed remains near the equilibrium value. 

This fast energy dissipation away from the solvation shell can occur by either fast energy 

transfer among the molecules or by rapid exchange of solvent molecules between the 

solvation shell and the bulk solvent. To answer this question, we performed a similar non-

equilibrium simulation, using identical MD parameters, except the temperature of a single 

solvent molecule was increased by adding kinetic energy (uniformly scaling all the atom 

velocities). Monitoring the temperature relaxation back to the equilibrium value revealed a 

time constant of 5.3 ps, similar to that of the Mn(CO)5 photoproducts. A solvent self 

diffusion constant of 1.14±0.0310-5 cm2/s is obtained from the velocity-velocity 

autocorrelation function. This value is smaller than the experimental value of 2.0910-5

cm2/s,62 suggesting that the very fast heat transfer is not mediated by motional diffusion, but 

rather intermolecular energy transfer whose rate is over estimated by the simulation. A 

temperature decay timescale on the order of 5 ps is consistent with a simple comparison to 

the experimental thermal conductivity kth of cyclohexane (0.123 W/m•K). The thermal 

conductance gth is defined as the amount of heat transferred per second over a distance L

across an area A for each degree difference of temperature:63

gth 
AkthT

L
(8)

Assuming a solute radius of 3 Å and length of 10 Å, it would take 5.9 ps for 148 

kJ/mol of energy to transfer from a single cyclohexane molecule heated 300 K above its 

surroundings. Although the length is somewhat arbitrary, it is reasonable to assume that the 

transfer of energy 1 nm away from a solute is sufficiently dissipated. It would appear that the 

MD simulation captures the heat transfer of the pure solvent, but fails to adequately 

reproduce the heterogeneous heat transfer of the hot photoproduct to solution. In a classical 

system, the rate of vibrational energy relaxation is proportional to force-force 
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autocorrelation function of the solvent molecules onto a specific normal mode of the 

solute.13 The fast rate of relaxation observed in our simulations likely arises from an 

overestimation of the solute-solvent interactions (friction, etc). Since force fields are 

generally calibrated under in equilibrium conditions, the refinement of these force fields and 

their use under non-equilibrium conditions warrants further investigation.

Inhomogeneous Lineshapes

The inhomogeneous absorption linewidths computed via vibrational perturbation 

theory (Figure 3.9) are approximately 20% of the experimental absorption width, and they 

are largely invariant with respect to temperature. From the peak-width fit (Error! Reference 

source not found.) it is observed that the equilibrium absorption width of Mn(CO)5 is 

7.1±0.8 cm-1 a value that is slightly larger than the 5.8 cm-1 width of the 2013 cm-1 peak of 

the parent. The experimental data was collected at 100 ps UV/IR delay which means that the 

Mn(CO)5 molecules are in thermal equilibrium with the solvent (~300K) and so the 

broadness of the CO absorption is likely not due to temperature effects. This failure in 

reproducing the experimental width could arise from several origins: Firstly, it may be 

possible that VPT2 does not accurately reproduce the coupling between the carbonyl and 

low-frequency modes of the molecule; since VPT2 successfully reproduces the anharmonic 

overtone shifts of the CO modes in Mn2(CO)10
57  it is possible that this procedure 

underestimates the coupling to the low-frequency modes while overestimating the coupling 

among the CO modes. Secondly, given the radical nature of the molecule, it may be possible 

that interactions with the solvent distort the molecular geometry lifting the degeneracy of the 

two 1982 cm-1 carbonyl modes, thus giving an inherently broader lineshape. Evidence for 

solvent complexation has been found in similar metal carbonyl radicals such as W(CO)5 and 

Cr(CO)5 from transient absorption measurements in n-hexane.64 We anticipate 

improvements in experimental sensitivity and in modeling transient spectra will enable 

detailed comparisons with these explanations, especially if it becomes possible to directly 

observe spectral diffusion of an inhomogeneously broadened photoproduct.
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Figure 3.9: Computed inhomogeneous lineshape of the Mn(CO)5 carbonyl transition at 300K and 600K. The 
experimental UV/IR transient absorption at 100 ps time delay after subtraction of the overlapping bleach is 
shown in dashed lines for comparison. The center frequency of the simulated peaks was shifted to match the 

transient absorption frequency.

Conclusion and Outlook

In conclusion, 400 nm excitation of Mn2(CO)10 triggers the homolytic cleavage of the 

Mn-Mn bond producing Mn(CO)5 radicals in solution. The excess photon energy is 

dissipated into the low frequency modes of the molecules, causing a temperature increase 

which in turn affects orientational diffusion rates of the photoproduct. These orientational 

rates serve as a molecular thermometer, which allow the extraction of a cooling rate for the 

transient species after photoreaction. While the MD simulations confirm some experimental 

results such as the orientational timescales, significant questions remain with respect to the 

simulated cooling rates. Anharmonic linewidth calculations show that temperature alone 

cannot account for the broad absorption lineshape in Mn(CO)5 and other effects may 

contribute to inhomogeneous broadening. It is also likely that this first-principles approach 

may require further testing and validation in systems whose dynamics are better understood.

This work presents an experimental and theoretical study of the temperature-

dependent dynamics of transient species in solution, illustrating the capabilities of transient-

2DIR spectroscopy as a powerful technique to provide dynamical information beyond one-

dimensional transient absorption experiments. We have directly measured the orientational 

lifetime of a transient species as a function of waiting time after the photoreaction as well as 

the vibrational cooling rate and absorption linewidths as a function of transient, effective 

temperature. Molecular dynamics simulations provided further insight into reorientational 
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lifetimes and vibrational cooling from a molecular perspective and allowed the results to be 

directly compared to experiment. The temperature dependence of the absorption linewidths 

was treated using an anharmonic model based on vibrational perturbation theory using 

ab-initio derived force constants. The lack of agreement between the modeling results and 

experimental absorption width warrants further testing and validation of the perturbation 

approach in systems with well-characterized dynamics. Although 2DIR spectra include rich 

spectral and dynamical information, they alone cannot provide a molecular level picture. 

Classical MD simulations have been successful in helping to explain equilibrium 2DIR 

spectra, even those of the complex dynamics in liquid water. This work suggests, however, 

that the transient dynamics probed by non-equilibrium multidimensional methods pose a 

challenge to existing simulation methods.

In summary, we presented a unified ultrafast experimental and theoretical approach 

to understanding the non-equilibrium dynamics of Mn(CO)5 following photodissociation. 

Future experimental work will elucidate the role of solvent polarity, polarizability and 

viscosity in determining the temperature decay and orientational relaxation rates for both 

photoproducts of Mn2(CO)10.

3.3 Geminate Rebinding Dynamics of Solvent-Caged Radical 

Pairs

As two reacting partners approach, kinetic control of intermediate formation and 

asymmetric branching ratios are governed by subtle interactions that pose significant

challenges to experiment and theory. Understanding geminate recombination reactions has 

been of paramount importance in developing a full mechanistic view of bimolecular 

processes including ligand rebinding after photodissociation in heme proteins10 and radical 

pair rebinding in a solvent cage.65-67 More generally, bimolecular reaction dynamics are driven 

by and are sensitive to both the details of interpair interactions and the complex role of the 

surrounding solvent, protein or surface. This communication reports the direct 

observation—using ultrafast transient nonlinear infrared spectroscopy—of non-equilibrium 

structural selectivity, thus providing a model for asymmetric chemical reaction dynamics in 

solution.
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Figure 3.10: Reaction scheme and transient-2DIR spectrum of [CpMo(CO)3]2 in ethyl acetate at zero waiting 
time and a UV/IR delay of 5 ps. The red features (circled) are due to the photoproduct radicals.

Cyclopentadienylmolybdenum(II) tricarbonyl dimer is a dimetal carbonyl complex 

that exists in two different isomeric forms in polar solvents, trans and gauche (Figure 3.10),

which slowly exchange on a millisecond timescale.68 The relative ratios of the two isomers 

depend on the solvent polarity; the trans isomer predominates in non-polar liquids, whereas 

polar liquids support both isomers.69 Similar to other dimetal carbonyl complexes, 400-nm 

photoexcitation induces a σ–σ* transition, leading to homolytic cleavage of the metal-metal 

bond, generating [CpMo(CO)3] radicals.70 Bimolecular recombination of these radicals 

typically shows biexponential behavior, with a fast picosecond component attributed to 

rebinding inside the solvent cage, and a slow, microsecond component due to diffusion in 

the bulk solution.68 Recent ultrafast transient absorption studies in the ultraviolet and visible 

have examined the fast geminate recombination process. The effects of the size and mass of 

the radicals on the recombination dynamics, as well as the nature of the solvent have been 

extensively studied, and the experimental results have been modeled in terms of solvent-

caged radical pairs.65-67 In contrast to electronic spectroscopy, transient IR spectroscopy 

affords structural specificity, thus offering valuable insight into the rebinding processes 

lacking in electronic spectroscopy. We present our results on the geminate recombination 

process obtained using non-equilibrium three-pulse photon echo spectroscopy to monitor 

the picosecond bleach recovery of infrared bands assigned to the trans and gauche isomers in a 
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polar solvent. To the best of our knowledge, this is the first ultrafast spectroscopic study of a 

geminate rebinding reaction using multidimensional infrared spectroscopy.71, 72 Interpretation 

of the recombination process is facilitated by computing the potential energy along the Mo–

Mo bond and rotation angle using electronic structure methods.

Detailed descriptions of the experimental methods are given in previous chapters. 

Briefly, equilibrium 2DIR spectra of [CpMo(CO)3]2 in ethyl acetate were collected using a 

Fourier-transform 2DIR setup. UV-pump/2DIR-probe: Transient-2DIR spectra were 

collected by applying a 400-nm UV pulse to cleave the Mo–Mo bond before the 2DIR 

measurement.42, 73 UV-pump/DVE-probe: Transient dispersed vibrational echo (DVE) signals 

were collected by time-overlapping all three infrared pulses and measuring the homodyne 

echo spectrum with and without the UV pulse. The transient-DVE measurement is a 

projection of the transient 2DIR spectrum, but benefits from a much faster acquisition time.

A full potential energy surface along the Mo–Mo bond distance and the orientation angle 

that connects the trans and gauche configurations was computed using electronic structure 

methods.

2DIR Peak Assignment

The absorption spectrum in ethyl acetate (Figure 3.11) shows three main peaks 

centered at 1913, 1958, and 2013 cm-1. The two low-frequency peaks have contributions 

from the trans and gauche conformations whereas the 2013 cm-1 peak is only due the to gauche

conformation. It has been previously observed that in non-polar solvents, where only the 

trans conformation is favored, that the high frequency peak is not present and the low 

frequency peaks become narrower. Thus it was predicted that the two isomers would have 

overlapping transitions near 1913 and 1958 cm-1.  This assignment is confirmed by the 

equilibrium 2DIR spectrum shown in Figure 3.11 The spectrum shows cross peaks between 

all three main diagonal peaks, at zero waiting time, the only possible route to cross peaks is a 

common ground-state between the transitions, therefore, in addition to the high-frequency 

transition, the gauche isomer has transitions that overlap those of the trans isomer. This simple 

peak assignment is one clear example of the inherent structure-specific spectral information 

provided by 2DIR spectroscopy.
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Figure 3.11:  (top) Absorption spectrum of [CpMo(CO)3]2 in ethyl acetate. (bottom) Absolute value rephasing 
2DIR spectrum measured with all-parallel polarizations at zero waiting time. The spectrum shows cross-peaks 

between all three main peaks.

Temperature-dependent absorption spectra 

Absorption spectral were collected using a standard Fourier-transform infrared 

spectrometer. The sample solution was flowed using a flow-cell equipped with a 100 µm 

spacer. While flowing continuously, the solution was slowly cooled by placing the reservoir 

in an acetone/dry-ice bath and FTIR spectra were recorded between -7 and 27 oC. The 

equilibrium constant was obtained by monitoring the ratio of the center peak at 1958 cm-1

(trans + gauche), to the high frequency 2013 cm-1 (gauche only). Since the two isomers have 

overlapping transitions, ab-initio derived molar absorptivities were used for calculating the 

equilibrium constants from the measured FTIR spectra. A van ’t Hoff plot (Figure 3.12) 

reveals a ΔH=3.16±0.94 kJ mol-1 and ΔS=-24.5±0.94 J mol-1 K-1.
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Figure 3.12: Plot of 1/T versus ln(K) for trans-to-gauche isomerization reaction of [CpMo(CO)3]2  in ethyl 
acetate.

Computational Methods and Models 

Electronic-structure computations of the potential energy surface along the Mo-Mo 

bond and rotation angle of each monomer were carried out using unrestricted Hartree-Fock 

theory. This method was chosen over density functional theory as it provides a better 

description of long-range interactions. A mixed basis set using LanL2DZ74 on the metal 

centers and a 6-31G(d) basis on the remaining atoms was used. A harmonic vibrational 

analysis on the equilibrium geometries confirmed that these are stationary points. Starting 

from the equilibrium geometry in the trans conformation, a potential energy surface was 

obtained by computing single-point energies at seven values along the metal-metal bond, and 

twelve angles from trans (0o) to cis (90o). Since Hartree-Fock results tend to grossly 

overestimate energies in comparison with experiment, all the computed energies were scaled 

by an empirical factor of 0.62. This factor was obtained by comparing the computed to the 

experimental ΔH of isomerization. Since the reaction coordinate for isomerization at the 

equilibrium bond distance is likely more complicated than a simple rotation of one of the 

monomers around the metal-metal bond, the potential energy surface was computed starting 

at 0.5 Angstroms up to 2.2 from the equilibrium bond distance. All electronic-structure 

computations were carried out using the Gaussian 03 program.49

Optimized UHF energies and parameters are shown in Table 3.2 below. The raw 

electronic structure results show an isomerization energy of 5.01 kJ/mol, a factor of 1/0.62 

(i.e. 1.6) higher than the experimental value. A high-level density functional theory analysis 

of all the stable isomers in [CpMo(CO)3]2 has been recently reported in the literature.75
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Table 3.2: Optimized UHF energies and selected geometry parameters.

UHF Energies

Trans Gauche Difference
Energy (a.u.) -1194.693175 -1194.691233 5.01 kJ/mol

ZPE (a.u) 0.234704 0.234408
Entropy (J/mol K) 709.19218 713.27577 4.08 J/ mol K

Selected UHF Geometry Parameters
Mo-Mo Distance (Angstroms) 3.413 3.352

Mo2-Mo1-C1 Angle (Deg) 132.51 129.214
C1-Mo1-Mo2-C2 Dihedral (Deg) 180.0 105.72

C1-O1 Distance (Angstroms) 1.1281 1.16

Figure 3.13: Optimized geometry of the trans isomer showing selected atom labels.

Results and Discussion 

The transient-2DIR spectrum (Figure 3.10) shows three main diagonal bleaches with 

corresponding cross peaks and a large diagonal positive peak centered near 1995 cm-1. In this 

case, cross peaks in the spectrum appear because the transitions share a common ground-

state (i.e. reside on the same molecule). Similar to one-dimensional transient-absorption 

spectroscopy, the bleaches arise from the depletion of parent molecules, and the positive 

peaks are due to the nascent product species. The high-frequency positive peak (II), slightly 

distorted due to spectral overlap with the 2013 cm-1 bleach (I), has been assigned to the 17-

electron CpMo(CO)3 radical species, obtained by photocleavage of the metal-metal bond. A 

low-frequency peak centered near 1912 cm-1 has also been observed in infrared transient 

absorption experiments, however due the experimental detection bandwidth in our 

experiments we are not able to observe this peak on the diagonal. The positive features III
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and IV correspond to a cross peak between the high-frequency and low-frequency peaks, 

indicating that both transitions arise from the product molecule.

The rebinding was tracked using UV-pump/DVE-probe, where the recovery 

bleaches of the peaks at 1958 and 2013 cm-1 was measured as a function of the UV-IR delay 

as shown in Figure 3.16. The bleach onset is instrument-limited, in agreement with previous 

experiments. The 1958 cm-1 peak is observed to recover with a time constant of 15.8±0.5 ps, 

whereas the high-frequency peak corresponding to the gauche isomer does not recover 

significantly in the timescale of the experiment. These observations are clear indications that 

the geminate rebinding process favors exclusively the trans isomer. UV-pump/IR-probe 

transient absorption (TA) experiments (not shown) yielded a 27±5 ps bleach recovery rate 

(further discussion provided in Chapter 2). The background-free detected DVE signal 

greatly improves the experimental signal-to-noise ratio over TA, while providing enhanced 

spectral resolution.76 Previous TA studies using 515-nm-pump/400-nm-probe reported a 

rebinding time constant of 5.9 ps in cyclohexane,6 which is markedly more rapid than what is 

observed in ethyl acetate. The recombination efficiency, which describes the number of 

molecules that undergo geminate recombination inside the solvent cage, can be computed 

from the exponential fit to the DVE bleach recovery. Our extracted value of 32% is in 

agreement with previous results of 30% (n-hexane)77 and 48% (Cp’ derivative in 

cyclohexane),78 and we further expect the recombination efficiency to depend on solvent 

viscosity and polarity as well as the size and mass of the radicals. 

The diffusive trans/gauche recombination ratios of [(n-butylCp)Mo(CO)3]2  in various 

solvents have been measured using microsecond time-resolved absorption spectroscopy.68

These ratios are observed to be highly dependent on the solvent polarity and viscosity, with 

viscous non-polar solvents significantly favoring the trans configuration (15:1 ratio in n-

heptane).  The studies also measured the gauche-to-trans isomerization rate constants and 

found these to be on the order of kG-T = 1.1×103 (s-1) at 283 K. Because of the slow 

exchange kinetics compared to the timescale of our experiments (50 ps), the gauche and trans

populations can be considered static with exchange only occurring via bond 

cleavage/recombination (i.e. via the photochemical reaction).  A separate study has reported 

that the gauche isomer is significantly favored in the diffusion-limited recombination of 

[CpMo(CO)3]2.
77 These two results are somewhat conflicting with those of 
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[(n-butylCp)Mo(CO)3]2  as it is not expected that slightly modifying the Cp ligand would 

significantly affect these ratios. Therefore a careful study of the nature of the aromatic ligand 

on the diffusive recombination ratio may lead to a reinterpretation of these experimental 

results. Although our measurements are on the solvent-caged radical pairs and on a vastly 

different timescale, they show that the trans isomer is greatly favored in polar solvents. 

Detailed studies on cage escape rates and recombination efficiencies have been reported in 

the literature.66, 67 These studies were carried out using transient absorption in the visible with 

a 515-nm pump. The results indicate that the recombination efficiency can vary widely from 

10% to 90% and is proportional to mass1/2radius-2 for different substituted Cp ligands. 

Oelkers and coworkers have measured the solvent-caged radical rebinding rate 

constants for [CpMo(CO)3]2 in several solvents using transient absorption spectroscopy with 

a 515-nm pump and 400-nm probe.65 The values obtained range from 3.5 ps in pentane to 

8.0 ps in 1-propanol. These rebinding rates are significantly faster than the results measured 

in our 400-nm pump/DVE-probe experiments. In an attempt to understand this difference 

in rebinding rates we repeated the transient-DVE experiments by monitoring the bleach 

recovery of the 1958 cm-1 parent peak in n-hexane using the 400-nm pump as well as a 515-

nm pump to directly compare the results with those of Oelkers et al. The measured 

rebinding curves (shown in Figure 3.14 below) exhibit decay times of 19.3±0.6 and 16.5±0.5 

ps corresponding to rebinding rate constants of 38.6±1.2 and 33.0±1.0 ps for 400-nm and 

515-nm pump respectively, much greater than the 5.6±1 ps measured by Oelkers et al. In an 

attempt to understand this difference we have also successfully reproduced their 

experimental transient-absorption results obtaining a value of 4.6±0.5 ps in n-hexane. 

Although the actual rebinding rate constants are not the central topic of investigation and do 

not directly determine the main conclusion of this work, this discrepancy certainly warrants 

further investigation. It is also worth noting that the choice of pump wavelength has a 

measurable but slight, effect on the rebinding rates. This evidence suggests that the two 

different excited states may lead to different dissociative potentials.
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Figure 3.14: Transient DVE bleach recoveries of the 1958 cm-1 of [CpMo(CO)3]2 in n-hexane along with the 
respective single-exponential fits. The rebinding rates were measured using two different pump wavelengths. 

The two curves are offset for clarity.

Finally, another important issue that should be discussed in this context is the 

orientational relaxation of the monomers. The basic question is: How long in time do the 

monomers retain a memory of their pre-cleavage conformation? The orientational 

correlation time constants of the monomers inside the solvent cage have been carefully 

measured in various non-polar solvents by Oelkers and coworkers.65 These time constants 

were found to depend linearly on the viscosity of the solvent. The solvent used for our 

experiments has a viscosity of 0.423 cP at 298 K,79 so according to their results, one would 

predict an orientational relaxation time of approximately 6 ps. This measurement, combined 

with our measured  recombination time constant of 16.2 ps, indicates that the radical caged-

pairs start out completely randomized in the orientational coordinate before rebinding. In 

ethyl acetate, we do not observe significant recombination into the gauche isomer, an 

observation which, when combined with the computed PES, suggests that orientational 

energy landscape “steers” the molecules towards the more stable trans conformation.

The dependence of the solvent viscosity on the recombination rate is measured using 

mixtures of n-hexane and squalane as shown in Figure 3.15. The data shows no dependence, 

within error, on the solvent viscosity, indicating that radical pairs are somewhat isolated 

within the solvent cage and that in-cage diffusion is largely independent of the bulk solvent 

viscosity. If the cage-escape process is diffusion controlled, one expects that a higher 

viscosity solvent will lead to a higher recombination efficiency. This assumption is indeed 

correct, the data shows a higher recombination efficiency in high-viscosity mixtures:  58% in 
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n-hexane (η=0.3 cP) versus 71% in a 80:20 mixture of squalane to n-hexane (η=8 cP); in 

agreement with previous transient visible absorption measurements.

Figure 3.15: Viscosity dependence of the rebinding rates in non-polar solvents. A mixture of squalane and n-
hexane was used to modulate the viscosity from 0.4 cP to 8 cP. The solid curves are single-exponential fits to 

the data. The curves are offset for clarity.

Figure 3.16: Transient DVE bleach recovery, due to geminate rebinding of the radical fragments, at the 1958 
cm-1 (a) corresponding to the trans and gauche conformations and 2013 cm-1 (b) corresponding to the gauche

isomer. The red curve represents a single-exponential fit to the data. The insets show the chemical structures of 
the trans and gauche conformations obtained from electronic structure computations. (c) Potential energy surface 

(PES) computed along the Mo-Mo bond and the orientation angle. The blue area shows the range of angles 
accessible by the system at each point along the bond coordinate.



90

A molecular-level interpretation of the experimental results is aided by the ab-initio

energy surface for the reaction shown in Figure 3.16. This plot shows the potential energy as 

a function of the bond distance and orientation angle about the Mo–Mo bond. Multiple 

observations can be made from this figure: 1. The geminate rebinding is a barrierless process 

for both isomers, and thus the timescale for recombination is likely dominated by the 

diffusion of the fragments inside the solvent cage, and not necessarily by the potential itself. 

2. The large torsional energy barrier to isomerization remains high even at metal-metal bond 

distances far from the equilibrium configuration, indicating that the rebinding process pre-

selects a specific isomer channel long before reaching the equilibrium bond distance. 3. The 

blue area shows the orientational angle-coordinate space thermally accessible (at 300 K) 

from the minimum energy at each point in the metal-metal bond distance coordinate. The 

preferred channel for recombination is clearly the one leading to the trans configuration, in 

agreement with the experimental observations. This is a kinetic effect where the molecules 

are “steered” towards the trans conformation as they approach each other.

The computed PES shows the thermally accessible area at 300K along the Mo-Mo 

bond rotation coordinate at each point in the Mo-Mo distance coordinate. Since the 

molecules have a large excess energy after photodissociation with vibrational cooling 

occurring in the same timescale as the experiment it is unlikely that the molecules are in full 

thermal equilibrium during the rebinding process. The temperature of the CpMo(CO)3

radicals after photodissociation can be estimated from the initial photon energy, bond 

energy, and the ab-initio heat capacity.75  This temperature is estimated to be 750K, a 

significant increase from the equilibrium temperature of 300K. Evidence for rapid 

vibrational cooling, however, can be found in the absorption linewidths of the photoproduct 

peaks. In metal carbonyls, excitation of the low-frequency modes of the molecule, due to a 

temperature increase, causes the high-frequency peaks to broaden due to anharmonic 

coupling in the vibrational Hamiltonian.29, 80 Measuring the absorption linewidth as a 

function of UV-IR time delay in CpMo(CO)3 we observe that the linewidths remain narrow 

even at short delays after photodissociation, which is direct evidence for rapid vibrational 

cooling. This is not surprising since the photoproduct molecules have a large number of 

low-frequency modes that can efficiently transfer energy to the solvent by resonantly 
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coupling to the solvent modes. We expect that future modeling of this reaction will include 

temperature effects as well as properly modeling the excited-state potentials. 

Conclusion 

In conclusion, the photochemistry of [CpMo(CO)3]2 was studied using equilibrium 

and non-equilibrium 2DIR spectroscopy and transient IR echo spectroscopy with particular 

attention to the fast rebinding of the radicals following photodissociation. The experimental 

data support the conclusion that fast geminate rebinding specifically favors the trans isomer 

over the slightly higher-energy gauche isomer. A molecular level picture of the branching is 

supported by the ab-initio derived potential energy surface. These results highlight the 

promise of ultrafast nonlinear vibrational spectroscopy to elucidate complex many-body 

reaction dynamics that underlie asymmetric chemical processes central to catalysis and 

mechanistic determination. 
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Chapter 4

Ultrafast Condensed-Phase Chemical 
Dynamics: The solvent’s Response

The work presented in this chapter has been published in the following two papers:

1. C.R. Baiz, K.J. Kubarych, “Ultrafast Vibrational Stark-Effect Spectroscopy: Exploring 
Charge-Transfer Reactions by Directly Monitoring the Solvation Shell Response” , Journal of 
the American Chemical Society, 132 (37), 12784-12785, 2010

2. C.R. Baiz, K.J. Kubarych, “Vibrational Stark-Effect Spectroscopy: Measuring the Solvent 
Response in Ultrafast Charge-transfer Reactions” , Proceedings of International 
Conference on Ultrafast Phenomena XV, In Press (2011)

4.1 Introduction

Charge transfer reactions—ubiquitous in chemistry and biology—present particular 

experimental and theoretical challenges due to the strong coupling to the environment, such 

as a liquid, polymer, or a protein. These reactions are especially sensitive to structural 

rearrangements of the solvent, as the energy fluctuations of the donor and acceptor states 

ultimately determine the coordinate as well as the rate of the reaction, thus separating the 

molecular response from the solvent degrees of freedom can be difficult.1, 2 In this chapter

we present a new approach that leverages recent advances in ultrafast spectroscopy to 

directly probe the solvent response during a phototriggered intramolecular charge-transfer 

reaction. Using a three-component system comprised of a dye, Betaine-30 ( Figure 4.1),

surrounded by a polarizable and strongly infrared-active solvation shell (Na+SCN–) all 

embedded within a supporting solvent (ethyl acetate), we demonstrate that it is possible to 
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track ultrafast charge transfer by monitoring the infrared response of the nearest 

solvent molecules.

Figure 4.1: (left) Molecular structure of Betaine-30 in the ground-state electronic configuration showing the 
positive and negative charges on the oxygen and nitrogen atoms. The arrows represent the phototriggered 

charge transfer and back electron transfer (bET) reactions. (right) Stark map of NaSCN frequency shifts (in 
cm-1) at the solvent-accessible surface of Betaine-30.

A key feature of our work is that by probing the first solvation shell, the transient 

measurements interrogate only those solvent molecules that respond to and guide the charge 

transfer reaction. The essential physical interaction which enables the spectroscopic 

observation of the electronic excitation is a dynamic vibrational Stark effect3-5 (VSE) that 

shifts the nearest solvent vibrations by a few wavenumbers in response to the changing 

electric field caused by the reaction, effectively shining a light on the charge transfer process. 

An added advantage of the dynamic VSE method lies in the fact that Stark tuning rates, or 

frequency shifts as a function of field strength, can be near-quantitatively calculated using 

standard electronic-structure methods,5 thus turning each solvent vibration into a structure-

sensitive dynamical probe of the electrostatic potential. Alternative methods rely on 

detecting differences in low-frequency Raman spectra of the solvent,6-8 and although these 

transient measurements have yielded much insight into charge-transfer reactions in solution, 

they typically lack the chemical specificity of a resonant infrared probe.

The main challenge associated with probing the solvent during a charge transfer

reaction—an experiment first attempted by Hochstrasser and coworkers9—arises from the 

large difference in the ratio of solute to solvent molecules, causing a significant mismatch in 

the absorption at the UV/Vis and IR wavelengths. In typical solutions, dyes are present at 



100

the level of several mM, while the solvent is four to five orders of magnitude higher in 

concentration.  To circumvent this problem we have implemented a three-component 

system consisting of two strongly-interacting highly polar components, a chromophore and 

spectroscopic solvent, surrounded by a less polar supporting solvent. In such a construct it is 

necessary to establish that the NaSCN actually solvates the dye molecule. Measurements of 

the shift in absorption maximum of Betaine-30, a solvatochromic dye often used as an 

indicator of solvent polarity,10 in the presence of NaSCN provide strong evidence that 

NaSCN interacts with the chromophore as discussed next.

Figure 4.2: (a)Vibrational Stark-effect spectra of the thiocyanate C≡N stretch at various delays after excitation 
of Betaine-30. (b) Single VSE spectrum at zero time delay with a dual-Gaussian fit (solid line) showing the 19 
cm-1 red-shift of the solvent C≡N stretching frequency induced by the change in electrostatic environment. (c)
VSE difference amplitude (induced signal – bleach) versus delay after excitation with a single-exponential fit 

(solid line) and 95% confidence bounds (dashed). The Betaine-30 and NaSCN concentrations are 2 and 50 mM 
respectively.

4.2 Vibrational Stark-Effect Spectroscopy: Experiments and 

Models

Ultrafast Spectroscopy
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The optical setups for measuring equilibrium two-dimensional infrared (2DIR) and 

transient dispersed vibrational echo are described in detail elsewhere.11-14 Transient infrared 

echo spectroscopy offers key experimental advantages over transient infrared absorption, 

namely background-free detection and improved signal-to-noise ratios without referencing, 

but the information content is largely similar.15 In brief, three infrared pulses (~2000cm-1, 

100 fs, 1µJ) are arranged in a box geometry at the sample position, and the vibrational echo 

signal is detected with a CCD-based spectrometer by upconversion to the visible.11  Further 

improvement of the signal-to-noise ratio was achieved by adding a slight time delay (<400 

fs) between the first and second IR pulses to increase the intensity of the photon-echo 

signal.  This naturally lowers the time-resolution of the measurement. However a transient-

DVE (t1=t2=0) spectrum shows the same signal decay as the photon echo measurements. 

An equilibrium 2DIR spectrum is obtained by heterodyning the echo signal with an extra 

pulse to recover the amplitude and phase of the emitted field while the delay between the 

two pulses is scanned. The two-stage non-collinear optical parametric amplifier (NOPA) 

delivers (5.4 µJ, ~100 fs) pulses centered at the absorption maximum of Betaine-30 (580 

nm). The difference signal is computed as the normalized difference between the NOPA 

pump-on and pump-off signals:
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Experiments were carried out in the parallel and perpendicular Visible-IR 

polarization geometries (see discussion below). A solution of Betaine-30 and NaSCN in ethyl 

acetate was flowed using a 200 µm path-length flow cell equipped with CaF2 windows. The 

concentrations were adjusted to obtain a ~20% and ~50% transmittance at the IR and 

visible wavelengths respectively. The dispersed echo signal corresponding to the C≡N 

stretch in thiocyanate was measured as a function of the time delay () after electronic 

excitation of Betaine-30. Using these experimental parameters it is possible to estimate the 

number of Betaine-30 molecules excited by the pump pulses. Assuming a 200 µm focus size 

for the pump and probe beams, we estimate a 0.1% excitation fraction (1012 photons 

absorbed/pulse, 1015 dye molecules in sample volume).  This means that 1 out of every 1000 

Betaine-30 molecules get excited by the pump pulses. Given that the transient signal is about 

5 x 10-3, this indicates that the number of NaSCN molecules that respond to Betaine-30 
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excitation is between 1 and 10, consistent with a single solvation shell. The intensity of the 

transient-DVE signal remained linear with respect to the NOPA power over the range used 

in the experiments.

Electronic-Structure Models

The geometry of Betaine-30 was optimized using standard Hartree-Fock theory with 

a 6-31G(d) basis set as implemented in Gaussian 03.16 Starting from this geometry, the 

solvent-accessible surface was calculated using the Conolly17 algorithm as implemented in 

PyMol.18  The respective ground and excited state atomic charges, of Maroncelli and 

Mente,19 were used to calculate the difference electric field at various points within the 

surface. A Stark tuning rate of 0.7 cm-1/(MV/cm)—corresponding to covalently bonded 

thiocyanate—was used to compute the frequency shifts shown in Figure 4.1.4, 5 With a larger 

polarizability, we expect the tuning rate for ionic NaSCN to be slightly higher. It is also 

important to point out that the present model only accounts for the initial redistribution of 

charge into the Franck-Condon surface and not the excited-state dynamics. 

The Stark shift corresponds to the projection along the vibrational coordinate of the 

change in electric field, but because the actual orientation of NaSCN relative to Betaine-30 is 

not yet fully known, in this model we chose to compute the maximum Stark shift at each 

point on the surface. This was done by computing the magnitude of the electric field at the 

solvent accessible surface. Thus the map provides upper and lower limits for the expected 

shifts and is consistent with the experimental observations. Future simulations will combine 

the Stark map with nonequilibrium molecular dynamics and attempt to reproduce the 

experimental Stark lineshapes. 

From the absorption shifts, the polarity of this unusual solvation environment can 

be estimated to be similar to that of butanol. Betaine-30 features a decrease in dipole 

moment10 as well as significant geometric rearrangements upon photoexcitation into the 

lowest excited singlet state. The ultrafast radiationless return to the ground-state20 (<5 ps) 

indicates rapid dynamics following excitation as well as large solvation energies,21, 22 making 

this an ideal system to study with dynamic VSE spectroscopy. A discussion of the 
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equilibrium vibrational structure of NaSCN along with a two-dimensional spectrum is 

included below.

4.3 Stark-effect Spectroscopy: Measuring the Solvent 

Response

Nonequilibrium structural and dynamical information can be extracted from the 

lineshapes and time evolution of the transient spectra respectively (Figure 4.2). The bleach at 

2058 cm-1 and the positive Stark-shifted peak at 2039 cm-1 arise from a local change in 

electric field at the positions of the nearby solvent molecules induced by the dipole moment 

change of the chromophore upon optical excitation. The observed 19 cm-1 red-shift can be 

used to map the electric field change induced by the reaction. The Stark tuning rate of SCN 

is ~0.7 cm-1/(MV/cm),4 thus a shift of 19 cm-1 represents a change in electric field of 

approximately 27 MV/cm.  To obtain a molecular-level interpretation of the results we 

computed the expected Stark shifts of the NaSCN molecules in the first solvation shell. The 

procedure is straightforward, starting with the Betaine-30 ground and excited-state atomic 

charges19 we computed the difference in electric field (excited–ground) at the solvent-

accessible surface of the dye; a map of the C≡N frequency shifts at the surface is then 

calculated using the NaSCN Stark tuning rate.12 Though the Stark shifts are orientation

dependent, as a first approximation we compute the maximum magnitude of the shift at 

various points within the surface. The results ( Figure 4.1) show that molecules lying near the 

nitrogen or oxygen atoms shift by as much as 80 cm-1, but molecules near the phenyl rings

only shift by ~20 cm-1 or less, in general agreement with the experimental observations. The 

change in electric field can be thought of as adding an extra inhomogeneity into the system, 

thus randomly oriented solvent molecules, would not show an overall shift but only a 

broadening of the C≡N stretch band. The experimental red-shift thus indicates a degree of 

alignment between the chromophore and solvent molecules. Polarization-sensitive VSE 

experiments also suggest that the dye and NaSCN molecules are somewhat aligned. Finally, 

our simple ab-initio model highlights one of the main advantages of dynamic VSE 

spectroscopy, namely the ability to semi-quantitatively predict the Stark shifts from first 

principles. The Stark map can be further combined with classical dynamics simulations to 
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test the intermolecular interactions and underlying nonequilibrium dynamics that give rise to 

the observed spectra.

Figure 4.3: Absorptive two-dimensional infrared spectrum of NaSCN in the C≡N stretching region.

In general, the time evolution of the Stark lineshapes reports on the excited-state 

dynamics of the chromophore/solvent system and can be related to more traditional 

solvation measurements such as transient absorption or dynamic Stokes shifts. The 

amplitude of the Stark spectra immediately following photoexcitation (Figure 4.2) shows a 

single exponential decay with a time-constant of 2.1±0.5 ps-1. The decay can be attributed to 

the back electron transfer (bET) reaction that returns Betaine-30 to its ground-state 

electronic configuration. In full agreement with our results, transient absorption 

measurements also suggested a bET rate of <5 ps-1 in polar solvents.20, 23, 24 Orientational 

relaxation and vibrational energy transfer to the solvent may also contribute to the signal 

decay but these processes are generally slower as discussed next. To minimize the 

contributions from these processes only the short-delay data (<4ps) was analyzed. Future 

experiments will be aimed at probing both the impulsive and the diffusive solvent 

orientational contributions to the overall solvation of the charge-transfer state.
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Equilibrium Vibrational Structure of NaSCN 

In semi-polar solvents, such as ethyl acetate or tetrahydrofuran, sodium thiocyanate 

exists as an equilibrium mixture of two different species: contact-pair monomers Na+[NCS]–, 

and contact-pair dimers (Na+[NCS]–)2 with C≡N stretch fundamentals centered at 2056 and 

2043 cm-1 respectively.25  The 2DIR spectrum (Figure 4.3) shows two negative peaks along 

the (ω1= ω3) diagonal with the corresponding red-shifted anharmonic peaks. The diagonal

peaks correspond to the vibrational transition from the ground to the first excited state (ω01), 

whereas the anharmonic peaks involve transitions between the first and second excited states 

(ω21). Interestingly, the vibrational anharmonicities (Δ = ω01 – ω21) of the monomers (Δ = 28 

cm-1) and dimers (Δ = 20 cm-1) are very different. This result is consistent to the 

anharmonicity of other excitonic monomer/dimer systems such as acetic acid where the 

anharmonicity of the dimer is smaller than that of the monomer.26  The absence of cross 

peaks between the two species indicates that chemical exchange occurs on a slower timescale 

than the experiment. The 2D spectrum also exhibits elongation along the diagonal, 

indicating a degree of inhomogeneous broadening attributable to microscopically distinct, 

though constantly fluctuating, environments. This inhomogeneity is responsible for the 

temporal shift in the maximum of the photon echo signal used to probe the non-equilibrium 

charge transfer.

The photon echo spectrum is the square of the projection of the 2DIR spectrum 

along the detection axis ω3. Due to the spectral overlap between the anharmonicities and 

fundamentals of the two species, the peaks are not resolved in the transient-echo 

measurements as shown in the main text. Because 2DIR spreads the spectral information 

onto two frequency axes, the NaSCN peaks are cleanly resolved in the two-dimensional 

spectra. Clearly there would be considerably more spectral detail in a transient 2D spectrum, 

but the changes in the spectral amplitude due to the charge transfer-induced Stark shift are 

very small and will require substantial increases in sensitivity to extract using transient 2D 

spectroscopy. 

Interpretation of Vibrational Stark-Effect Data 
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The interpretation of the VSE data along with the theoretical model is based on the 

observations listed below. Based on the experimental data available we believe that all these 

statements are correct and we discuss each one in more detail below. 1. NaSCN forms a 

single solvation shell around Betaine-30 consisting of only a few molecules. 2. There is a 

certain degree of alignment of the NaSCN molecules relative to the dye. 3. The observed 

lineshapes are due to a Stark shift of the C≡N stretch upon excitation of the dye. 4.

Vibrational cooling does not play a significant role in the lineshapes or the observed 

dynamics. 5. Diffusive orientational relaxation does not occur on the timescale of the 

experiment. 

NaSCN Solvation of Betaine-30

Betaine-30 exhibits negative solvatochromic behavior—the absorption maximum of 

the lowest excited state shifts to shorter wavelengths with increasing solvent polarity. In pure 

ethyl acetate, the absorption maximum appears at 738 nm, and upon addition of NaSCN (50

mM) the maximum shifts to 580 nm. Using the ET-30 solvatochromic scale,10 the polarity of 

the NaSCN solvation environment is measured to be 49.3 kcal/mol, similar to that of that of 

pure butanol (49.7 kcal/mol). The relative permittivity of pure ethyl acetate is 6.08, and that 

of butanol is 17.84,27 indicating that the NaSCN solvation environment is significantly more 

polar than the supporting solvent.  Interestingly, the polarity of pure molten salts, as 

measured using the ET-30 scale,28 ranges between 40 and 60 kcal/mol indicating that the 

NaSCN contact pair solvation environment may have a similar polarity as pure molten 

NaSCN. Typical NaSCN and Betaine-30 concentrations used for the present experiments 

are ~50 mM and ~2 mM respectively, giving a mole-ratio of 25:1. Naturally, NaSCN 

molecules in the first solvation shell of Betaine-30 and those in the bulk solvent should be 

expected to be in chemical equilibrium.  As described above, we estimate the number of 

molecules of NaSCN responding to excitation of a single Betaine-30 molecule to be

approximately between 1 and 10, consistent with the idea of a single NaSCN solvation shell 

around the dye. 

Structure of the Betaine-30/NaSCN 
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Figure 4.2 shows that the induced signal is red-shifted with respect to the bleach. 

This indicates a certain degree of alignment between the NaSCN molecules and the change 

in electric field. If the molecules were randomly aligned, no net shift would be observed. Our 

vibrational Stark-effect (VSE) measurements (Figure 4.2) only probed time delays up to 4 ps 

after excitation. In general the solvent response involves a fast inertial reorientation and a 

much longer “diffusive” relaxation.29, 30 Interestingly, the bleach signal is centered at 2060 

cm-1 suggesting that most of the NaSCN near Betaine-30 are contact-pair monomers. This is 

consistent with previous studies that suggest in polar environments the contact-pair 

monomers are favored over the dimers.25

To further elucidate the structure and dynamics of the Betaine-30/NaSCN complex, 

we measured the anisotropy of the Stark signal by rotating the polarization of the visible 

pump pulses with respect to the three infrared pulses. The overall lineshape of the Stark 

signal is preserved under the two different polarization conditions but the amplitude of the 

signal at 0.5 ps after excitation is 40% smaller in the perpendicular polarization geometry 

with respect to the parallel geometry. The signal decay under the two polarization conditions 

is very similar (~2 ps-1) but we were not able to differentiate the two decay constants due to 

the intrinsically low signal to noise ratio in the data. The anisotropy data along with the red-

shift of the VSE signal provide substantial evidence that in our case the relative orientation 

between Betaine-30 and NaSCN seems to be somewhat rigid, but without the aid of 

dynamics simulations the actual angle between the transition dipole vectors of Betaine-30 

and NaSCN is difficult to determine as the tensor representing the local changes in electric 

field may not necessarily coincide with the changes in overall dipole of the molecule.

Orientational Dynamics and Energy Transfer

Our vibrational Stark-effect (VSE) measurements (Figure 4.2) only probed time 

delays up to 4 ps after excitation. In general the solvent response involves a fast inertial 

reorientation and a much longer “diffusive” relaxation.29, 30 The equilibrium diffusive 

orientational relaxation of magnesium thiocyanate in water was recently measured to be ~40 

ps31, suggesting that this process remains significantly slower than the timescale of our 

experiments.  The time dependence of the VSE spectrum collected at different polarization 

geometries should provide information on the nonequilibrium orientational dynamics of the 
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NaSCN molecules in the first solvation shell as they respond to the change in electrostatic 

environment. 

Finally, the back electron transfer (bET) process deposits a large amount of energy 

into the Franck-Condon active modes of Betaine-30. This excess energy is then distributed 

among the low-frequency modes of the dye by vibrational relaxation before finally being 

transferred to the first solvation shell. We expect that this process should also have an effect 

our vibrational Stark spectrum. Thermalization within the intramolecular degrees of freedom 

of Betaine-30 occurs in the ~10 ps range.32 Because energy transfer to the solvent is 

expected to be slower, especially when there is no available resonant transfer pathway, this 

process should not contribute significantly to the initial decay of the VSE signal (~2 ps).

4.4 Conclusion

In conclusion, the vibrational Stark-effect measurements demonstrated here have the 

potential to elucidate nonequilibrium dynamics in charge-transfer processes where a clean 

separation of system and bath consisting of molecule and solvent may not be applicable 

because the solvent fluctuations guide the reaction which in turn causes a further response in

the solvent. This general method may be used to characterize charge-transfer reactions from 

the solvent’s perspective in many chemical and biological processes. Dynamic modeling 

methods should provide a microscopic interpretation of the observed Stark lineshapes.
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Chapter 5

Anharmonic Vibrational Structure of 
Metal Carbonyls: Ab-initio models

The work presented in this chapter has been published in the following paper:

1. C.R. Baiz, P.L. McRobbie, N.K. Preketes, K.J. Kubarych, and E. Geva, “Two-
dimensional infrared spectroscopy of dimanganese decacarbonyl and its 
photoproducts: An ab-initio study”, Journal of Physical Chemistry A, 113(35), 
9617-9623, (2009).

5.1 Introduction

Over the last decade, two-dimensional infrared (2DIR) spectroscopy has established 

itself as a powerful probe of molecular structure and dynamics.1-3 Structural information is 

typically obtained from the spectral peak positions and intensities, while dynamical 

information can be obtained from the lineshapes and the dependence of the 2D spectra on 

the waiting time between the pump and the probe pulses. The recent introduction of 

nonequilibrium 2DIR spectroscopy has also made it possible to use 2DIR spectroscopy in 

order to probe nonequilibrium dynamics triggered by electronic photoexcitation.4-6

Metal-carbonyl complexes have proven to be useful benchmark systems for 2DIR 

spectroscopy.7-11 In particular, the measurement and analysis of the 2DIR spectrum of the 

coupled symmetrical and anti-symmetrical carbonyl stretch modes in Rh(CO)2C5H7O2

(RDC) have led to many important insights regarding how anharmonicity, mode-mode 

coupling, the tensorial nature of optical response and rotational relaxation affect 2DIR 
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spectra.12-14  The interpretation of the spectra relied originally on simple models with 

empirically fitted parameters. Such an intuitive approach is tractable in a system like RDC 

because it can be modeled in terms of only two coupled anharmonic modes and using a 

relatively small number of empirical parameters. However, the empirical nature of the 

models employed and the fact that they relied on uncontrollable approximations made it 

desirable to develop a more general ab initio modeling approach. Indeed, an ab initio approach 

to modeling 2DIR spectra , which relies on input obtained from electronic structure 

calculations has been recently demonstrated with considerable success on several polyatomic 

systems, including RDC.11, 15-21 More specifically, Moran and coworkers11 have recently 

produced a 2DIR spectrum of RDC by computing the two-dimensional anharmonic 

potential energy surface in terms of the carbonyl stretch coordinates up to fourth-order  via

DFT and numerically diagonalizing the corresponding Hamiltonian. The computed 2DIR 

spectrum was found to be in reasonable agreement with the experimental one obtained by 

Tokmakoff and co-workers.7, 10   Most importantly, their work has revealed that fourth-

order force constants can have a significant effect on the spectral features, even though the 

experimental 2DIR spectrum was originally fit to a model that ignored them. While the 

empirical and theoretical approaches mentioned above appear to be adequate for a small 

system like RDC they become impractical as the size of the system is increased. More 

specifically, in a system like Mn2(CO)10 one would need to employ hundreds of fitting 

parameters  and the resulting parameter set is not likely to be unique. It should also be noted 

that the effective dimensionality of the system may not be determined by the number of IR 

active modes  since IR-inactive modes may also affect the spectra if they are strongly 

coupled to the IR-active ones.

In this chapter we present an ab initio approach for calculating 2DIR spectra of the 

carbonyl stretch modes in Mn2(CO)10 and its photoproducts Mn(CO)5 and Mn2(CO)9 (see

Figure 5.1). The choice of system is motivated by the availability of equilibrium 2DIR 

spectra for Mn2(CO)10 and the difficulty of measuring the equilibrium 2DIR spectra of its 

relatively unstable photoproducts. It should be noted that with 10 (4 active and 6 inactive), 5 

(3 active and 2 inactive) and 9 (all active) highly delocalized CO stretch modes in Mn2(CO)10, 

Mn(CO)5 and Mn2(CO)9, respectively, this system is considerably more challenging than 

RDC (which only involve 2 active modes). 
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The UV photolysis of Mn2(CO)10 has been extensively studied, both theoretically22-29

and experimentally, in the gas phase,30-32 liquid solution33-39  and low-temperature matrices.40-

43 It is well established that the two primary photochemical events that take place are: (1) 

Homolytic cleavage of the Mn-Mn bond to form the square pyramidal Mn(CO)5; (2) CO 

ligand dissociation to form Mn2(CO)9 whose structure involves a bridging carbonyl across 

the Mn-Mn bond. The fact that Mn2(CO)10, Mn(CO)5 and Mn2(CO)9 have distinctly different 

IR spectra has turned time-resolved IR spectroscopy into a powerful tool for studying 

photodissociation in this system.37 The photodissociation reaction is believed to involve a 

singlet-singlet *
Mn Mn Mn Mn   and *3 Mn Mn Mnd   photoexcitations, followed by inter-

system crossing to the corresponding dissociative triplet states.28 The calculation of the 

equilibrium 2DIR spectra of Mn2(CO)10, Mn(CO)5 and Mn2(CO)9 therefore constitutes an 

important first step towards understanding the spectral signature of the photodissociation 

process as measured via optical-pump/2DIR-probe techniques. The main challenges

involved in computing the 2DIR spectra of Mn2(CO)10 and its photoproducts include: (1) 

The small spectral shifts that require high accuracy in order to be resolved, (2) The relatively 

large number of CO stretches; (3) The fact that the state-to-state transition dipole moments 

are oriented along different directions, which makes it necessary to account for the tensorial 

nature of optical response; (4) The relatively strong coupling between the active and inactive 

CO stretch modes. 

Figure 5.1: Chemical structure of dimanganese decacarbonyl [Mn2(CO)10] and two photoproducts dimanganese 
nonacarbonyl [Mn2(CO)9] and manganese pentacarbonyl [Mn(CO)5].
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Normal-Mode Anharmonic Vibrational Hamiltonian

The anharmonic Hamiltonian up to fourth-order in terms of the normal mode 

coordinates is given by: 

2 2 21 1 1
2 6 24( )ii i i ijk i j k ijkk i j k

i ijk ijkk

H q p q q q q q q        (1)

Third-order force constants, ijk , and semi-diagonal fourth-order force constants, ijkk , were 

calculated in terms of the normal-mode coordinates via a finite displacement method 44, 45

Off-diagonal fourth-order force constants of the type ijkl have been observed to lead to 

very small shifts of the energy levels (~1 cm-1) and are therefore  neglected.46 More 

specifically, the second derivatives of the potential energy with respect to the normal mode 

coordinates 2
ij i jU q q     were calculated at the equilibrium geometry, as well as at 

geometries slightly displaced relative to it. The displaced configurations were obtained by 

shifting the atoms relative to their equilibrium positions along all 3N-6 normal-mode 

coordinates in the positive and negative directions. For a given displacement kq along k-th 

mode coordinate, the third-order force constant is given by:
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Where ij
 and ij

 represent the second-order force constants at the positively and negatively 

displaced geometries respectively. Similarly, the semi-diagonal fourth-order force constants 

are given by:
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Where  0 0 ,ij ii i j   is the second-order constant at the equilibrium geometry. The most 

straightforward approach to obtaining the stationary wavefunctions and energy levels of the 

Hamiltonian in Eq. (1) associated with the fundamental and overtone transitions is by direct 
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diagonalizion. This approach works well for a system where the number of modes of interest 

is small, such as RDC. However, since the size of the Hamiltonian matrix grows 

exponentially with respect to the number of modes, direct diagonalization becomes 

unfeasible for a system with more than a few modes. One way of avoiding direct 

diagonalization is by using second-order vibrational-perturbation theory (VPT2) which is 

based on using the harmonic stationary states and energy levels as the zero order 

approximation and assuming that the anharmonicities can be treated as small 

perturbations.47-50 Assuming that the harmonic transition dipole moments are sufficiently 

accurate, one can combine them with the anharmonic transition frequencies obtained via 

VPT2, thereby giving rise to a feasible route for computing spectra of systems like 

Mn2(CO)10 that have a large number of modes. 

Ab-initio Methods

Molecular geometries were optimized with DFT. The choices of density functional 

and basis sets were guided by previously reported calculations of anharmonic vibrational 

frequencies in small molecules.50-52 The results reported in the present study were obtained 

using Becke’s 1988 exchange functional53 and Perdew’s 1986 correlation functional54 (BP86) 

with a LanL2DZ pseudopotential55 basis on Manganese and 6-31G(d) basis on the Carbon 

and Oxygen atoms. This particular choice of density functionals and basis sets was found to 

give the best agreement with experiment, such that the computed frequencies are within 

~1%of the experimental values (see Table 5.1). We have also found that a tight optimization 

threshold was required in order to obtain reliable third- and fourth-order force constants. 

Thus, optimization convergences needed to be set to 10-6 hartrees/bohr of maximum 

gradient and the SCF convergence to 10-10 hartrees. Frequency analyses were carried out at 

the equilibrium and 6N-11 displaced geometries. All Cartesian geometry optimizations and 

second-derivative matrix computations were carried out using Q-Chem 3.1.56

The displacement along the normal modes, q , was set to 0.03, after tests indicated 

that the force constants are independent of the displacement for values between 0.01-0.03. It 

should be noted that the displacement should be small enough so that higher order terms do 

not contribute significantly, yet large enough so as to minimize numerical errors arising from 

the SCF procedure. It is also important to emphasize that although the harmonic frequencies 
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may contain systematic errors that arise from using DFT, it is reasonable to expect these 

errors to be the same at the equilibrium and displaced configurations and therefore to cancel 

out and yield accurate third- and fourth-order force constants. 57

Anharmonic energy levels were computed via the standard VPT2 method using the 

full set (third- and fourth-order) of force constants. The VPT2 calculation was also repeated 

using subsets of the force constants, in order to investigate the importance of contributions 

from fourth-order force constants relative to those from third-order ones, and the 

importance of contributions from photoactive modes relative to photoinactive ones. It 

should be pointed out that the VPT2 anharmonic method is currently implemented in many 

popular electronic structure packages. However, these packages will only perform the 

perturbation using the full set of force constants. Thus, applying VPT2 to models involving 

subsets of the force constants and modes require us to write our own code.

For the sake of benchmarking, it was desirable to compare the VPT2 results to 

results obtained via direct diagonalization. To this end, we have computed anharmonic 

energy levels and wavefunctions for all five CO stretches of Mn(CO)5 obtained using the full 

vibrational Hamiltonian. Using this procedure, it was necessary to increase the size of the 

harmonic basis until convergence of the anharmonic energy levels was reached. For example, 

in the case of Mn(CO)5 the number of basis functions per mode needed to converge the 

first- and second-excited energy levels is 7; with a total of 75 = 16807 basis functions. To 

minimize memory requirements the Hamiltonian was stored as a sparse matrix and the 

lowest 30 eigenvalues and eigenvectors were computed iteratively via the Arnoldi method as 

implemented in the ARPACK subroutine library.58 Note that this iterative method is 

equivalent to numerically diagonalizing the Hamitonian matrix, thus in the following section 

we use both terms interchangeably.

5.2 Results and Discussion

In Table 5.1 we present a comparison of the harmonic and VPT2-based anharmonic 

fundamental frequencies with the corresponding experimental values for Mn2(CO)10, Mn 

(CO)5  and Mn2(CO)9 . The harmonic frequencies are found to be in good agreement with 

the experimental values for all three molecules. The anharmonic frequencies are shifted 

down by ~10-60 cm-1 below the experimental values and do not preserve the relative 
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ordering of the frequencies. This behavior of DFT/VPT2 has been previously observed in 

other molecules50, 59 and can be attributed to Fermi or other type of resonances between the 

carbonyl modes and low-frequency modes or inaccuracies brought about by the use of DFT 

as well as the fact that such effects as solvent shifts have not been accounted for. In the case 

of our metal carbonyl molecules, the CO modes are isolated in frequency and the coupling 

to the lower frequency modes is small, therefore we avoid errors arising from Fermi 

resonances by performing the perturbation on the CO modes only. This approach, however 

may not work in other systems where the modes may be more highly coupled and not as 

well isolated in frequency. Nevertheless, as we will see below, the actual values of the 

anharmonic shifts, rather than the absolute value of the fundamental frequencies, are still 

reproduced rather well with this approach when using the full set of force constants. One 

may, therefore, adopt a strategy that combines the harmonic fundamental frequencies, which 

happen to be in excellent agreement with experiment, with anharmonic shifts obtained via 

VPT2. 

Table 5.1: Experimental, harmonic, and anharmonic (via VPT2) fundamental transition frequencies for 
Mn2(CO)10 and its photoproducts (in cm-1). The experimental frequencies were obtained from: a. Raman 
scattering in light petroleum,60 b. FTIR in n-hexane, c. transient absorption in cyclohexane ,30 d. transient 

absorption in cyclohexane.37

Mn2(CO)10 Mn2(CO)9 Mn(CO)5

Mode Exp. Harmonic VPT2 Exp. Harmonic VPT2 Exp. Harmonic VPT2
1 1981a 1972.5 1912.2 1760c 1786.9 1752.9 -- 1981.1 1952.5
2 1981a 1972.5 1909.9 1966c 1968.8 1934.3 1982d 1985.6 1956.9
3 1983b 1980.6 1964.1 -- 1979.2 1949.2 1982d 1985.6 1956.1
4 1997a 1990.7 1985.5 1994c 1987.5 1839.7 -- 2000.5 1970.6
5 2014b 2004.8 1939.6 2006c 1994.5 1984.1 -- 2080.0 2047.9
6 2014b 2004.9 1937.4 -- 2007.6 1974.8
7 2024a 2005.6 1960.3 2020c 2008.4 1979.0
8 2024a 2008.6 1921.4 2058c 2040.1 1993.8
9 2044b 2035.6 1993.6 -- 2085.6 2044.3
10 2116a 2097.0 2039.4

In Table 5.2 we report the diagonal anharmonic shifts obtained for Mn2(CO)10 via VPT2. 

The entries in the second and third columns of this table correspond to the anharmonic 

shifts obtained by applying VPT2 to a model that includes all 3N-6 vibrational modes, using 

either only the third-order force constants or the third-order and fourth-order force 

constants, respectively. The fourth-order force constants are seen to affect the anharmonic 

shifts significantly. Similar results obtained for RDC by Moran et al11 using a full 
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diagonalization of a two-mode Hamiltonian  have also demonstrated the importance of 

including higher than third-order force constants. Thus, our results reinforce the view that 

the fact that an experimental 2DIR spectrum can be fitted to a model that only accounts for 

third-order anharmonicities, does not exclude the possibility that higher-order force 

constants are important, particularly in cases where ab-initio calculations suggest that this is 

the case.7

The fourth column of Table 5.2 shows the anharmonic shifts obtained by applying 

VPT2 to a model that only includes the ten CO stretch modes. The similarity between those 

results and the results obtained for an all-mode model (second column) indicates that the 

CO stretch modes are essentially decoupled from the other vibrational modes of the 

complex.  This is not surprising since the CO stretch modes are largely isolated in frequency, 

so that coupling to other lower frequency 

Table 5.2: The diagonal anharmonic shifts, 0 1 1 2     for Mn2(CO)10 , in cm-1 , as obtained using VPT2. A 
positive anharmonic shift means that the excited-state absorption peak appears at lower frequency than the 

ground-state bleach. A comparison is made for frequencies where the perturbation includes all modes (columns 
2 & 3), only CO modes (column 4), and only the IR active CO modes (column 5). The second and third 

columns also show the anharmonicities obtained by using third- and fourth order force constants and only the 
third-order force constants, respectively. Experimental values are obtained from fits to transient absorption 

spectra.

All Modes CO Modes IR Active CO 

Modes

Experimental.

3rd & 4th Order 3rd Order Only 3rd & 4th Order 3rd & 4th Order

1 5.2 10.2 4.3 -- --

2 5.3 10.2 4.3 -- --

3 6.5 12.8 5.4 -6.3 8.3

4 9.7 19.1 8.0 -- --

5 5.5 10.3 4.5 -4.7 6.5

6 5.5 10.3 4.5 -4.7 6.5

7 3.9 7.4 3.0 -- --

8 4.6 7.6 3.7 -- --

9 3.2 5.3 2.5 -2.1 4.4

10 3.4 5.0 2.6 -- --

modes is expected to be weak compared to the coupling among these CO stretch modes. 

The fifth column of Table 5.2 shows the anharmonic shifts obtained by applying VPT2 to a 

model that only includes the four photoactive CO stretch modes. A comparison to the 

results in the fourth column clearly reveals that neglecting the coupling between the 
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photoactive and photoinactive CO stretch modes leads to qualitatively incorrect results. 

More specifically, the sign of the anharmonic shifts is reversed, so that the overtone 

frequencies become larger than the fundamental frequencies. 

Comparison to the experimental results (column 6) reveal that a minimal model must 

include at least all ten CO stretches, whether photoactive or not, and account for 

anharmonic force constants at least up to fourth order.   It is important to note that with 

such small anharmonic shifts, one cannot expect quantitative agreement with experiment. 

However, the fact that the trends and orders of magnitude are in reasonable agreement with 

experiment is quite encouraging.

The experimental 2DIR spectrum of Mn2(CO)10 has been analyzed in detail in a 

previous paper.61 In brief, the spectrum shows three main peaks along the diagonal with 

cross peaks between all transitions. The three peaks correspond to four transitions at 1983, 

2014, 2014 and 2045 cm-1 with B2, E1, E1 and B2 symmetry respectively. The transition dipole 

moments associated with the B modes are parallel to the Mn-Mn axis whereas those 

associated with the degenerate E-modes are oriented perpendicular to each other and to the 

Mn-Mn axis. The experimental techniques used to measure multidimensional IR spectra 

have been thoroughly documented elsewhere and are therefore not discussed here.9, 61-63  

The absolute value rephasing 2DIR spectra in the zzzz polarization geometry are 

compared to the corresponding experimental spectra in Figure 5.2. The spectra were 

calculated using the VPT2-based anharmonic frequencies (fundamentals, overtones and 

combination states), computed using all third- and fourth-order force constants involving all 

10 CO stretch modes. The harmonic transition dipole moments were used since excellent 

agreement is observed when comparing the computed and experimental linear absorption 

spectra. Optical response functions were calculated via SPECTRON,64 within the framework 

of Redfield theory, using a phenomenological homogeneous width ( 12 cm  ).  The general 

qualitative agreement with experiment is satisfactory, considering the fact that no scaling 

factors were used. The two spectra show that, in the case of the absolute value rephasing 

2DIR spectrum, the anharmonic peaks are buried underneath the fundamental peaks. 
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Figure 5.2: (left) Theoretical absorption (upper traces) and absolute-value rephasing 2DIR spectra of 
Mn2(CO)10 using the VPT2 frequencies (Table 5.2, column 4) and diagonal anharmonicities. No empirical 
frequency scaling is used. (right) Experimental absorption and Fourier-transform absolute-value rephasing 

2DIR spectra of Mn2(CO)10 in cyclohexane measured in the zzzz polarization geometry at zero waiting time. 
Contours larger than 20% of the total amplitude are omitted for clarity.

Figure 5.3: Theoretical absorptive 2DIR spectrum of Mn2(CO)10 at zero waiting time computed in the zzzz 
polarization geometry. Red contours correspond to positive peaks whereas negative contours represent 

negative peaks. Contours larger than 20% of the maximum amplitude are omitted.

The calculated absorptive 2DIR spectrum of Mn2(CO)10 is shown in Figure 5.3. In 

this case, it is predicted that the off-diagonal anharmonic peaks, which correspond to 

Liouiville paths that involve two-quantum combination states, would be resolved. It should 
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be noted that the additional peak present in the experimental absorption and absolute value 

rephasing 2DIR spectra at 2002 cm-1 is due to natural 13C isotope present in the molecule.62  

A single 13C substitution on an axial carbonyl splits the 2013 cm-1 mode into two modes 

centered at 2013 cm-1 and 2002 cm-1. Hence cross peaks are observed in the 2DIR spectrum 

between these two diagonal transitions. Finally, Figure 5.2 also shows that the computed 

oscillator strengths are also in good agreement with experiment.

Figure 5.4: Comparison between the three methods for the one- and two-quanta energy levels of [Mn(CO)5]. 
The energy levels represented in this diagram is also shown on Table 5.3. 

Next, we compare the VPT2 results with results obtained via a direct diagonalization 

in the case of Mn(CO)5 (see  Table 5.3). Due to the computational expense involved in 

generating, storing and diagonalizing the vibrational Hamiltonian, it was not possible to 

perform a similar comparison in the cases of Mn2(CO)10 or Mn2(CO)9. The agreement 

between the frequencies obtained with VPT2 and numerical diagonalization validates the 

perturbation treatment. The second part of Table 5.3 shows the same comparison within a 

model that only includes the two degenerate photoactive CO stretch modes. Once again, the 

VPT2 and numerical diagonalization energy levels are observed to be in excellent agreement; 

both yielding negative anharmonic shifts. As discussed above, these negative anharmonicities 

are not qualitatively correct compared to experiment, however, the results show that VPT2 is 

still able to produce reliable frequencies, in comparison to numerical diagonalization using a 

reduced set of force constants. In addition, these observations once again underscore the 



123

fact that all the strongly coupled modes— either photoactive or not—must be explicitly 

included in order to reproduce the experimental spectra.

Table 5.3: Comparison of the Mn(CO)5 energy levels obtained by computation of the Hamiltonian eigenvalues 
(Full Ham.) and those obtained by VPT2. Fundamentals, overtones and a few selected combination (Comb.) 

bands are shown. The anharmonic shifts ( 0 1 1 2    ) correspond to the difference between two-

quantum transitions and twice the fundamental transitions. To simplify notation we denote the state by the 

number of excitations within each corresponding mode n1n2n3n4n5  ni for singly excited states and 

n1n2n3n4n5  nin j for doubly excited states ( i  j for overtones, i  j for combination).  For example, 

1 10000 , 11 20000 , 34  00110 , etc. The information contained in the upper portion of this table 
is shown graphically as energy level diagrams in Figure 4.

Mn(CO)5 - All CO Modes
State (Harmonic) Full Ham. VPT2

1 (1981.1) 1956.9 1952.5
2 (1985.6) 1952.4 1956.9
3 (1985.6) 1952.4 1956.1
4 (2000.5) 1966.0 1970.6
5 (2080.0) 2045.5 2047.9
Overtones Δ Δ

11 3893.2 20.6 3884.6 20.4
22 3880.1 24.6 3905.8 8.0
33 3880.1 24.6 3904.2 8.0
44 3933.2 -1.1 3935.3 6.0
55 4084.0 7.0 4090.5 5.3

Comb.
32 3876.6 28.2 3904.1 8.8
24 3883.4 35.0 3915.0 12.5
31 3912.9 -3.6 3907.7 0.9
41 3923.6 -0.6 3922.2 1.0
53 3987.3 10.6 3992.5 11.5
51 3994.2 8.3 3993.7 6.7

Mn(CO)5 - IR Active Modes Only
State Full Ham. VPT2

2 1996.3 1999.8
3 1996.3 1999.8

Overtones Δ Δ
22 4001.6 -8.9 4008.8 -9.2
33 4003.1 -10.4 4008.7 -9.1

Comb.
23 3994.2 -1.5 4009.6 -10.0

Table 5.4 shows the fundamental and diagonal overtone transition frequencies of the 

CO stretches in Mn2(CO)9 as obtained via VPT2. In the second and third column we show 

the results obtained based on a model that included all 3N-6 vibrational modes of the 
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molecule, while in the fourth and fifth columns we show results obtained based on a model 

that only included the 9 CO stretch modes. Interestingly, in this case the results of the two 

calculations are considerably different. In particular, in the large deviation by more than 100 

cm-1 in the case of mode 4 is indicative of significant coupling between this CO stretch and 

lower frequency modes. The table also shows that the anharmonic shift of mode 1 

(27.2 cm-1), is larger than the rest. This can be attributed to the fact that this mode 

corresponds to the stretching of the bridging carbonyl, which is expected to be more 

anharmonic due to the fact that it is simultaneously bonded to both metal centers.

Figure 5.5: Theoretical absorption (upper trace) and absolute-value rephasing 2DIR spectra of Mn2(CO)9 at 
zero waiting time computed in the zzzz polarization geometry using the VPT2 anharmonic frequencies and 

harmonic transition dipole moments. Contours larger than 20% of the total amplitude are omitted for clarity.

Theoretical one-dimensional (1D) and 2D IR spectra of Mn2(CO)9  (zzzz 

polarization geometry) are shown in Figure 5.5. At present only a transient absorption 

spectrum of this species is available in the literature.34 The harmonic and VPT2 frequencies 

for Mn2(CO)9, shown in Table 5.1, are in reasonable agreement with the experimental values. 

The measurement of nonequilibrium 2DIR spectra of Mn2(CO)9 is currently underway in 

our laboratory.  Given the good agreement between experiment and theory in the case of 
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Mn2(CO)10 we expect that the computed spectrum for Mn2(CO)9 also provides a reliable 

depiction of the actual spectra of this species. 

Table 5.4: VTP2 frequencies for Mn2(CO)9 in cm-1 along with overtones and anharmonic 
shifts 0 1 1 22     computed using the full set of force constants (all modes) and a reduced set of force 

constants involving only the carbonyl stretching modes. 

Mn2(CO)9 - VPT2 All Modes Mn2(CO)9 - VPT2 CO Modes Only
Mode (Harmonic) Fundamental Overtone Δ Fundamental Overtone Δ

1 (1786.9) 1752.9 3478.6 27.2 1769.8 3520.9 18.6
2 (1934.2) 1934.3 3857.0 11.6 1949.2 3888.9 9.5
3 (1979.2) 1949.2 3892.0 6.4 1957.2 3909.0 5.4
4 (1987.5) 1839.7 3665.2 14.2 1953.8 3895.9 11.8
5 (1994.5) 1984.1 3959.3 8.9 1977.8 3948.5 7.1
6 (2007.6) 1974.8 3943.8 5.9 1987.6 3970.4 4.8
7 (2008.4) 1979.0 3951.6 6.5 1986.4 3967.5 5.3
8 (2040.1) 1993.8 3983.8 3.8 2018.9 4034.8 2.9
9 (2085.6) 2044.3 4085.0 3.6 2064.4 4126.0 2.8

5.3 Conclusion and Outlook

In this study, we have explored the use of a methodology that combines  ab-initio 

DFT  (BP86/LanL2DZ) calculations with VPT2 in order to compute the experimentally 

relevant 1D and 2D spectra of  Mn2(CO)10  and its photoproducts Mn(CO)5 and Mn2(CO)9. 

We have demonstrated that predictive self-consistent treatment must account for higher 

than third-order anharmonic force constants and include all highly-coupled modes, 

regardless on weather or not they are photoactive. In the case of metal carbonyls, this 

modeling implied accounting for at least fourth-order anharmonic force constants and 

including at least all CO stretch modes. We have also demonstrated the accuracy of VPT2 by 

benchmarking it against results obtained via direct diagonalization in the case of Mn(CO)5. 

Further motivation for future modeling of Mn(CO)5 arises from recent 

nonequilibrium 2DIR experiments which have provided evidence for solute-solvent 

complexes.39 Solvent complexation may distort the molecular geometry causing the dark 

modes to become active; an effect which would be captured by the modeling methods 

presented here. These effects may be captured by using continuum solvent models in the 

electronic structure computations or by explicitly adding a small number of nearby solvent 

molecules to the solute. In addition, cross-peaks in 2DIR spectra are sensitive to vibrational 
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energy-transfer among the vibrational modes, which in turn is directly mediated by through-

bond anharmonic coupling and spatial overlap of the wavefunctions.65, 66 Since energy 

transfer may likely involve IR inactive modes, modeling of these energy relaxation 

measurements would require knowledge of all the coupling constants.

Finally, it should be noted that although fourth-order force constants impact 2DIR 

spectra, higher order nonlinear spectroscopies are expected to be even more sensitive to it. 

In this context, it is interesting to note that several fifth-order infrared experiments have 

been reported recently, either under equilibrium67 or nonequilibrium conditions.63, 68  As peak 

assignments are likely to be even more challenging in this case, one expects that electronic 

structure methods of the type described herein will prove useful for the interpretation of 

these experiments.
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Chapter 6

Ultrafast Vibrational Dynamics: 
Modeling 2DIR Signatures of 

Coherence-Transfer 

The work presented in this chapter has been published in the following paper:

1. C.R. Baiz, K.J. Kubarych and E. Geva “Molecular Theory and Simulation of Coherence 
Transfer in Metal Carbonyls and Its Signature on Multidimensional Infrared Spectra , The 
Journal of Physical Chemistry B, In press (2011)

6.1 Introduction

Coherent multidimensional infrared spectroscopy has recently become a powerful 

technique for unraveling structure-dynamics relationships in many complex systems with 

femtosecond time resolution.1-10  Similar to multidimensional NMR spectroscopy,11 detailed 

molecular information is most often derived from models that map structures to frequencies 

and the quality of the specific model largely determines the amount of molecular 

information that can be extracted from the experiment. 12-16  The ability of multidimensional 

NMR to provide atomistically detailed structural information in large biomolecules emerges 

from the fact that nuclear spin resonances and spin-spin couplings can be predicted

quantitatively from standard models, providing the structure-frequency map needed to 

translate the experimental data into chemical structures.17  Similarly, the most insightful two-

dimensional infrared (2DIR) experiments to date use complex models in order to obtain 



133

information on the molecular structure and dynamics underlying the spectra. For example, 

2DIR studies of peptides in the amide-I region rely on a combination of molecular dynamics 

simulations, high-quality ab-initio frequency maps and vibrational coupling schemes to 

extract protein structures from the measured spectra. 18-24

Although frequency maps have proven successful in reproducing the experimental 

lineshapes, two-dimensional spectra also contain information on such processes as

coherence-to-coherence transfer25, 26 or relaxation to dark states, for which reliable 

microscopic models remain underdeveloped. As a result, the analysis of these processes is 

often based on phenomenological and somewhat oversimplified models that contain a 

limited amount of information on the underlying molecular picture. It is therefore important 

to construct a theoretical framework to account for the aforementioned processes based on 

an explicit description of molecular structure and dynamics.

Over the last ten years, metal carbonyls have been established as useful benchmark 

systems for 2DIR spectroscopy.27-38 Their rich vibrational structure, narrow lineshapes, and 

large oscillator strengths make metal carbonyls ideal molecules for testing different aspects 

of 2DIR spectroscopy, such as intramolecular vibrational redistribution (IVR), where 

populations are transferred among high-frequency vibrational states within the molecule, or 

vibrational energy relaxation (VER), where the energy is lost to the bath or low frequency 

modes of the molecule. In addition, newer experiments have been able to directly test 

coherence-coherence coupling (coherence transfer), where a coherence created between two 

eigenstates by a laser pulse is spontaneously transferred to a different coherence of similar 

frequency but involving a new eigenstate or pair of eigenstates. One system in particular 

Rh(CO)2C5H7O2 (RDC) has provided important insights on the effect of anharmonic 

coupling coefficients,28, 39 and coherence transfer 25, 39-41 on multidimensional spectra. The 

interpretation of the results, however, relied on fitting the data to phenomenological models 

which lacked molecular detail. Furthermore, as the number of fitting parameters grows 

rapidly with the number of modes, phenomenological models become impractical for most 

systems, which unlike RDC would typically have more than two modes.

Within this context, recent effort has been directed towards developing a general 

electronic-structure-based framework for calculating anharmonic frequencies and oscillator 
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strengths, which can be compared directly to experiment.35, 36, 42 It is important to note that 

although the 2DIR experiment only probes the bright (i.e. IR active) modes directly, it was 

found necessary to include the dark (i.e. IR inactive) modes which remain strongly coupled 

and turn out to have a significant effect on the transition frequencies and dipole moments

(see Chapter 5). Here we attempt to develop a new and complimentary general framework 

aimed at providing a molecularly-detailed description of solvent-induced dynamical effects 

such as dephasing, population relaxation, coherence-to-coherence transfer and population-

to-coherence transfer. The development of such a framework is motivated in part by recent 

2DIR measurements of the carbonyl stretching modes of dimanganese decacarbonyl, 

(Mn2(CO)10; DMDC) wherever direct signatures of coherence transfer were observed in the 

spectra.26 The strong infrared transitions and weakly interacting cyclohexane solvent allowed 

for the observation of long-lived coherences between singly-excited states as well as dual-

frequency oscillations of certain 2D cross peaks along the waiting time. The latter 

observation was, to the best of our knowledge, the first unambiguous evidence for low-

frequency coherence transfer in vibrational systems.  It is worth pointing out that RDC only 

has two carbonyl stretching modes and two states in the singly excited band, and thus only 

one low-frequency coherence. The observation of coupling between coherences within the 

singly excited band requires a system consisting of at least three distinct energy levels, which 

is the case for DMDC.  In this section we present a theoretical and computational modeling 

approach based on a Markovian quantum master equation, which, in addition to the 

coherence and population relaxation terms, also accounts for coherence-to-coherence 

transfer as well as coherence-to-population and population-to-coherence transfer.

Importantly, our approach does not rely on empirical, adjustable parameters: we 

obtain the transition frequencies and dipole moments from electronic-structure calculations 

and employ explicit expressions for the relaxation matrix elements in terms of solvent force 

correlation functions, which are in turn obtained from molecular dynamics simulations. We 

subsequently use the model to explore the vibrational spectroscopy of Mn2(CO)10 with 

particular attention to the effects of coherence transfer and coherence-population coupling 

on the spectra as well as investigate the effect of strongly coupled dark modes on the 

lineshapes and waiting-time dependence of the 2D peaks.
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The remainder of this chapter is organized as follows: In section II we describe the 

molecular Hamiltonian and derive the quantum master equation. In section III we derive 

explicit expressions for the system-bath coupling. In sections IV and V we provide a

treatment of the field-matter coupling and outline the procedure for computing 

multidimensional spectra. In section VI we provide the specific simulation parameters, and 

in sections VII and VIII we discuss the simulations results for Mn2(CO)10 and compare them 

to experiment. Finally in section IX we summarize the results and provide an outlook 

towards future uses of the model.

6.2 Theoretical Methods and Models

I. Excitonic vibrational Hamiltonian and quantum master equation

In this section we develop the theoretical framework for modeling coherence transfer in 

a multi-mode system. For the sake of concreteness, the theory is developed in the context of 

the 2DIR spectroscopy of the 10-carbonyl system Mn2(CO)10 (Figure 6.1) in the terminal 

C≡O stretching region.  However, it should be noted that the methodologies described 

herein can be extended in a straightforward manner to other molecular systems.

Figure 6.1: Equilibrium structure of dimanganese decacarbonyl (Mn2(CO)10, DMDC), the green and red atoms 
represent carbon and oxygen respectively. 

We start by writing the overall system Hamiltonian in a system-bath form:

ˆ ˆ ˆ ˆ
S B BSH H H H   (1)

The system Hamiltonian, ˆ
SH , corresponds to the anharmonic vibrational Hamiltonian of the 

C≡O stretches in DMDC:
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Where j represents the j-th state in the α-th band, and α=0, 1, 2 represent the ground, 

singly-excited, and doubly-excited states respectively.  Since the model is developed within 

the context of two-dimensional spectroscopy, only the singly- and doubly-excited states are 

considered as these are the only states that are accessed experimentally. The ground state is 

denoted by 00 and its energy is assumed to coincide with the origin. 1n is the number of 

C≡O stretch modes, where it should be understood that all C≡O stretches need to be 

included, whether photoactive or not ( 1n =10 in the case of DMDC). 1n is also the number 

of states in the “singly-excited” band. The overall number of “doubly-excited” states is

2 1 1( 1)/ 2n n n  (55 in the case of DMDC). Importantly, the “singly-excited” and “doubly-

excited” states correspond to eigenfunctions of the anharmonic vibrational Hamiltonian, and 

as such include contributions from harmonic states with higher occupancy. We also assume 

that the energy levels within the α-th band are ordered in the following manner: 

0 1 2 ...       . The transition frequencies and dipole moments are calculated from 

electronic structure methods. Indeed, we have recently shown that these can be obtained in 

the case of DMDC by combining density functional theory with vibrational perturbation 

theory.35, 36 Alternatively, if known, the experimental frequencies and anharmonicities may be 

used. It should be noted that in a system like DMDC, the intra-band transitions range from 

0 to 135 cm-1 whereas the inter-band transition frequency is ~2000 cm-1. Thus, at room 

temperature, one can assume that

j Bk T    (1)

The bath Hamiltonian, ˆ
BH , corresponds to the solvent degrees of freedom, and will remain 

undetermined for the time being. Finally, the system-bath coupling, ˆ
BSH , in its most general 

form, is given by:
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1 1 2 2

1 2

1 2

1 1 1 1

00,00 1 ,1 2 ,2
1 1 1 1

1 1

00,1 1 ,00 00,2 2 ,00
1 1

1 1

1 ,2 2 ,1
1 1

ˆ ˆ ˆ ˆ00 00 1 1 2 2

ˆ ˆ ˆ ˆ00 1 1 00 00 2 2 00

ˆ ˆ1 2 2 1

n n n n

BS j k j k
j k j k

n n

j j k k
j k

n n

j k k j
j k

H j k j k

j j k k

j k k j

  

   

 

   

   

 

 

 

 

  

         

   

 

 



(1)

Here,  ,
ˆ

j k  are the, yet to be explicitly specified, bath operators. Since the energy of the 

bath, ˆ ˆ eq
B BS BTr H    , is constant, it can be assumed without loss of generality, that 

ˆ ˆˆ 0eq
B BS B BS

B
Tr H H     , which implies that 

, ,
ˆ ˆˆ 0 for all ,eq

B j k B j k
B

Tr j k           (1)

Here ˆ eq
B represents the equilibrium density matrix of the bath. More specifically, if 

ˆ 0BS
B

H  , then we can always redefine ˆ
SH and ˆ

BSH as ˆ ˆ
S BS

B
H H and 

ˆ ˆ
BS BS

B
H H , respectively, so that  ˆ 0BS

B
H  . In other words, ˆ

BS
B

H corresponds to a 

static solvent shift, and therefore it is equivalent to redefining the frequency origin. 

Figure 6.2: A schematic view of the system energy level diagram and some of the bath operators associated 
with various transitions. It should be noted that the inter-band and intra-band transitions are marked in blue 

and pink, respectively, and that the bath-operators associated with the inter-band transitions (pink) are 
neglected here. See Figure 6.3 for a schematic view of the density matrix.
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Noting that ,
ˆ
  j k is the bath operator that couples to the system operator j k  and 

assuming that that the bath is weakly coupled to the system, energy conservation dictates 

that ,
ˆ
  j k induces an energy change in the bath which is comparable to j kE E  . The 

fact that all modes that are close to resonance with the photoactive transitions are included 

in the system Hamiltonian then implies that the system-bath interactions are of the non-

resonant type. Thus, the bath can exchange no more than ~ Bk T with the system. Since 

inter-band energy gaps are much larger than Bk T (see Eq. (1)), one can neglect the inter-

band system-bath coupling terms in Eq. (1), thereby considerably simplifying the system-

bath coupling equation: 

1 1 2 21 1 1 1

00,00 1 ,1 2 ,2
1 1 1 1

ˆ ˆ ˆ ˆ00 00 1 1 2 2
n n n n

BS j k j k
j k j k

H j k j k  
   

   

    (1)

In what follows, we will refer to this approximation as the intra-band coupling approximation

(IntraCA).  

Next, assuming that the system starts out at thermal equilibrium,
10 Bk T  implies that 

the initial state of the overall system is given by the following density operator:

   ˆ ˆ ˆ ˆ0 00 00 0eq eq
B B       . (1)

Here, 
ˆ ˆ

ˆ B BH Heq
B e Tr e       , where 1/ Bk T  is the free bath thermal equilibrium density 

operator and    ˆˆ Bt Tr t     is the reduced density operator of the system. In practice it 

is convenient to represent  ˆ t as a matrix in the basis of the system eigenfunctions, 

 j . In what follows we will refer to the diagonal elements,   ,j j t  , and off-

diagonal elements   ,j k t  , as populations and coherences, respectively. We will also 

distinguish between intra-band coherences,   ,j k t  , and inter-band coherences,   ,j k t 

(where   ). 
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Figure 6.3: A schematic view of populations, inter-band (blue, red) and intra-band (yellow) coherence blocks in 
the density matrix. The intra-band coherences within the second manifold levels are inaccessible in 2DIR 

experiments, and thus are not shown.

The reduced dynamics of the system  ˆ t are described by a quantum master 

equation (QME) which can be derived in the limit of weak system-bath coupling by 

assuming Markovity (i.e. that the time scale for system relaxation is slower than the relevant 

bath correlation times).43-67 The resulting QMEs for the populations, intra-band and inter-

band coherences are given below:
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Here, 

   , ; , , ; ,2
0

1 i
j k m n j k m nd e C
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

  


(4)

where   , ; ,j k m nC     are free-bath quantum-mechanical correlation functions,

   , ; , , , , ,
ˆ ˆ ˆ ˆˆ B Bi H i Heq

j k m n B B j k m n j k m n
B

C Tr e e 
                    

  (4)

and 

 , ; , ,2 Rem j j m m j j mk       
    (5)
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are intra-band population relaxation rate constants. It should be noted that within our 

model, inter-band population relaxation is assumed infinitely slow, due to the IntraCA. 

However, it is also important to note that population transfer between bright and dark 

modes is accounted for and is expected to be the dominant mechanism for population 

relaxation.

Importantly, the QMEs (Eqs. (2)-(4)) were derived without neglecting terms that 

couple between coherences and populations as well as terms that couple between different 

coherences. The latter terms, in turn, lead to coherence transfer. Note that these couplings are 

bath induced. Within the IntraCA, populations are only coupled to intra-band coherences 

and intra-band coherences are not coupled to inter-band coherences. Thus, the coherence 

transfer terms can be further classified as intra-band or inter-band coherence transfer, depending 

on the type of coherences that are coupled (see Figure 6.4).

II. System-bath coupling

In practice, one needs to know the bath operators that couple to the system in order to 

describe its dynamics as described by the QMEs, Eq. (2)-(4). To this end, we note that the 

Hamiltonian of the overall system is generally given by

  0
0 1, , , ( , ) ( ) ( ) ( , )SH H T V V   q p Q P q p P Q q Q (6)

Here,  1,..., NQ QQ are the bath coordinates and  
11,..., nq qq are the normal mode 

coordinates,  1,..., NP PP  and  
11, ..., np pp  are the corresponding conjugate momenta,  

0 ( , )SH q p is the gas phase vibrational Hamiltonian, ( )T P is the bath kinetic energy, 0( )V Q is 

the free bath potential energy (i.e. solvent-solvent interactions), and 1( , )V q Q represent the 

interactions between the bath and the system (i.e. solvent-solute interactions). It should be 

noted that the explicit functional form of 0( )V Q and  1 ,V q Q depend on the force fields 

governing solvent-solvent and solvent-solute interactions which are system specific. 
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Figure 6.4: A schematic representation of the vibrational dynamics captured by the model. Inter-band 
coherences are decoupled from intra-band coherences and populations. Intra-band coherences are coupled to 

populations. The light-matter interactions couple populations and intra-band coherences to inter-band 
coherences. 

Since the displacement along the normal mode coordinates is expected to be relatively small 

in a molecule like DMDC, one can approximate  1 ,V q Q by its expansion to first order in 

the normal mode coordinates: 

       
1 1

1
1 1 1

1 10

, ,0 ,
n n

l l l
l ll

V
V V q V F q

q
q

q Q Q Q 0 Q 
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 
       

  (6)

Here,  lF Q is the force exerted by the bath on the l -th normal mode. 

Since  1 ,V Q 0 is a bath operator, it can be included in the potential energy part of the bath 

Hamiltonian, so that 

  0 1, ( ) ( ) ( , )BH T V V  Q P P Q 0 Q (7)

It is also convenient to define the free bath thermal average of the force  lF Q :

 
   

 
exp

exp

Bl

l B
B

Tr F H
F

Tr H





Q
Q

  
  

(8)

so that the system Hamiltonian and the system-bath coupling can be defined as follows:
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Writing BSH in terms of the eigenfunctions of  SH and only accounting for intra-band 

coupling we obtain (see Eq.(1)):
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(10)

where

; ,l j k lq j q k    (11)

It should be noted that ; , 0l j kq    if the vibrational Hamiltonian is assumed harmonic, i.e. 

within the normal mode approximation. Thus, within the treatment of the system-bath 

coupling as linear in the normal mode coordinates, one needs to use the anharmonic 

vibrational Hamiltonian in order to account for relaxation. 

According to Eq. (10) one can identify the bath operators that couple to the system as so:

     
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(11)

The corresponding bath correlation functions then assume the following form:

1

, , ; , '; , '
, ' 1

( ) ( )
n

j k m n l j k l m n l l
l l

t q q F t F          


  (11)
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In principle, if the force fields for the solvent-solute interactions are known, then the 

forces  lF can be obtained explicitly. Furthermore, due to the IntraCA,   , ; ,j k m n    

only need to be calculated at frequencies which are comparable to or smaller than Bk T 

(see Eq. (4)). Thus, the corresponding correlation functions,   , ; ,j k m nC     , can be 

obtained from classical MD simulations where the solute and solvent are treated as rigid 

molecules.   The classical approximation naturally assumes that the solvent dynamics are 

independent of the solute vibrational state. This is a standard assumption made when using a 

QME approach and is undoubtedly justified in the case of weak system solvent coupling. 

Quantum correction factors have been used to model vibrational energy relaxation involving 

transitions greater than kT, since our model only accounts for energy redistribution within 

the states of the same manifold, where the gaps are than smaller than kT, quantum 

correction factors are not necessary.   

Alternatively, one can use the above formulation in order to reduce the number of 

adjustable fitting parameters. To this end, we can assume that 

 '( ) , ' ( )   l l FFF t F l l C t   (11)

Eq. (11) relies on the assumption that the forces on different normal modes are uncorrelated 

but have the same autocorrelation function (which can be justified in a molecule like DMDC 

where the CO stretch normal modes are highly delocalized, see Section VII). Applying this 

assumption to Eq. (11) then yields:

1

, , ; , ; , , ; ,
1

( ) ( ) ( )
n

j k m n l j k l m n FF j k m n FF
l

t q q C t A C t            


 
  
 
 (11)

The coefficients  , ; ,   j k m nA can then be calculated explicitly provided that the 

eigenfunctions of the anharmonic vibrational Hamiltonian are known. The spectral density 

that corresponds to ( )FFC t can be obtained as: 
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 
 
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 
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The first approximation,    
0 0

Rei i
FF FFd e C d e C    

 

  , is based on assuming that the 

imaginary part can be neglected; the fourth equality,    1 2

2 1
S

FF FFC C
e   

 
  , is based 

on an identity that relates the Fourier transform of  FFC  , i.e.  FFC  , with that of 

 Re FFC  , i.e.  S
FFC  ; the fifth equality is based on assuming that  the real part of the 

force correlation function,  Re FFC  , can be approximated by the classical force 

correlation function,  cl
FFC  . It should be noted that this procedure assures that detailed 

balance is satisfied within the band:

 
 

1

1
FF

FF

C e
e

eC

 
 

 


 


 












(11)

Since the intra-band transitions are small compared to kT, using a classical correlation 

functions is justified. Substituting Eqs. (11) and (11) into Eq. (4) then yields the following 

general expression for the relaxation coefficients that appear in the QMEs. Eqs. (2)-(4):

     , ; , , ; ,
, ; , 2 2

2 21 1
0

1 1
j k m n j k m ncl cl

j k m n FF FF

A A
C C

e e
       

           
  

 
 

(11)

The last approximation in Eq. (11) is based on the assumption that  cl
FFC  can be assumed 

to be constant on the relatively narrow range of intra-band transition frequencies. Thus, we 

are left with a single parameter, namely  0 cl
FFC , which can either be obtained from 

molecular dynamics simulations or from fitting to experiment.
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Further insight can be obtained by considering the expressions for some of the relaxation 

coefficients that can be obtained based on Eq.  (11). For example, the population relaxation 

rate constants can be shown to be given by

   
1

,

2
, ; , , ; ,2

1

4 1
2Re 0

1 j m

n
cl

m j j m m j j m l j m FF
l

k q C
e              



     
 




(11)

and are seen to depend solely on the off-diagonal matrix elements of lq . The latter are 

expected to be small compared to the diagonal ones, which is consistent with the 

observation that population relaxation is slower compared to pure dephasing despite of the 

fact that , 1j m    .  

Next, consider the inter-band and intra-band pure dephasing rate constants:

       

 
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* *
, ; , , ; , , ; , , ; ,*

2 ,

2
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 
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       

 
1

* *
, ; , , ; , , ; , , ; ,*

2 ,

2

; , ; ,2
1

1
0 0 0 0

1
0

j j j j k k k k k k j j j j k k

j k

n
cl

l j j l k k FF
l

T

q q C

               
 

   


 
     

 

    


(11)

It should be noted that the inter-band pure dephasing rate constant relies on the difference 

between the diagonal elements of lq in different bands, thereby making it rather sensitive to 

anharmonicities. In contrast, the intra-band pure dephasing rate constant rely on the 

difference between the diagonal elements of lq within the same band, and can therefore be 

expected to be significantly slower. 

The inter-band and intra-band coherence transfer terms and the population-

coherence transfer terms can be shown to involve both diagonal and off-diagonal matrix 

elements of lq . More specifically, the matrix elements appear as pair products where either 
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both members in the pair are off-diagonal or one is diagonal and one is not. In practice, we 

have observed that the diagonal elements are larger. Thus, a reasonable approximation can 

be based on neglecting the terms that involve two off-diagonals: 

 
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,

,

; , ; , ; , ; , ,
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; , ; , ; , ; , ,
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        
       
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III. Field-matter  interaction 

The interaction of the system with the laser is treated perturbatively. The interaction 

Hamiltonian is assumed to be given by:

ˆ( ) ( )cosW t V E t t k r      
  

(11)

where ( )E t


, k


and  are the envelope, wave vector and leading frequency of the driving 

field and 
̂

V is the dipole moment vector operator. It is assumed that the bandwidth of the 

laser overlaps with the fundamental transition (ground state to the first-excited band) and 

overtone transition (first-excited band to the second-excited band). Thus, within the rotating 

wave approximation (RWA):68-70
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   
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  
 

  

  
  
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 
   

 
 

  
 

 

 
(11)

Here, 

       , , , , , ,j k j k j k b b j k b
b b

t V E t V E t t        
 

      (12)

where   , , , , , , ,, ,i j i j x i j y i j zV V V V       


 are the transition dipole moments which are 

assumed to be constant vectors (the Condon approximation). Dark transitions can be 

included by setting the corresponding transition dipole moments to zero, , 0  


i jV . 

In order to eliminate rapidly oscillating terms, it is desirable to calculate the system's 

optical response in the rotating frame. To this end, we define the density operator in the 

rotating frame picture as follows:

   / /ˆ     rot rotiH t iH tt e t e (12)

where

1 21 1

0 0

ˆ 1 1 2 2 2 
 

 

   

n n

rot
j j

H j j j j (12)

As a result: 

   , , , ,( ) ( )
rot roti t i t

j k j k j k j kt e t t e t  
           

   (12)

where 10 01 21 12 20 020, , 2rot rot rot rot rot rot rot
                  . It is important to note 

that the populations and intraband coherences are invariant to the transformation to the 

rotating frame and that only inter-band coherences (  ) change as a result of it.

Next we consider the effect on the system of an interaction with a light pulse which is short 

on the time scale of the system relaxation. Under these conditions, relaxation dynamics can 
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be neglected during the period of the pulse. Assuming for the sake of simplicity, that the 

pulse has a square profile, such that:

  ,
,

during pulse

0 otherwise
j k

j k t  
 





 


(12)

one can describe the dynamics during the short time period when the pulse is on by equation 

of motion in the rotating frame:
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Here, 0j j        is the detuning.  Assuming resonance, ,j j k    , the 

rotating-frame interaction Hamiltonian can be further simplified to become:
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Furthermore, in the limit of weak field-matter interaction, one can treat the latter 

perturbatively, so that the evolution (in the rotating frame) during a pulse of length p is 

given by:

ˆ ˆexp 1 1
2 2

               

   

 
 

ik r ik r
p p

i i i i
H H e e (12)
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where
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Finally, we note that the field-free evolution in the rotating frame can be described by Eqs. 

(2)-(4), except for the fact that ,j k  needs to be replaced by  

, ,
rot

j k j k        (13)

IV. Rephasing and nonrephasing signals 

Let , ,  k k k   be the wave vectors of the first ( ), second (  ) and third ( ) pulses, 

respectively.  Let the time intervals between pulses  and  be 1t , and between pulses 

and  be 2t . Let 3t be the time interval between pulse  and detection. The rephasing and 

nonrephasing signals are defined as the signal fields measured in the directions 

r      k k k k and nr     k k k k , respectively. These signals can then be 

calculated based on the algorithm described below.

We start out with the system at equilibrium ( 0t  implies prior to the first pulse while 

0t  implies right after the first pulse): 

 0 00 00   (13)

The interaction with the b component (b =x,y,z) of the first pulse (pulse  ) can then be 

described by:

   ˆ ˆ ˆ ˆ0 1 0 1
2 2 2 2

i i i i
b b b b

i i i i
e e e e   

   
            

 
             

k r k r k r k r  (13)

This product can be broken into 9 terms. However, we are only interested in the terms that 

contribute to the rephasing and nonrephasing signals. Since the rephasing signal is along the 
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wave vector r      k k k k , only the following two terms that go as ie  k r , out of the 

nine, contribute to it:

     rephasing ˆ ˆ0 0 0
2

i
b b

i
e 

 
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  
    (13)

Similarly, for the nonrephasing signal, which is along nr     k k k k , only the following 

two terms that go as ie  k r contribute to it:  

     nonrephasing ˆ ˆ0 0 0
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b b

i
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    (13)

In the next step, the field-free evolution between pulses  and  is obtained by solving the 

QMEs, Eqs. (2)-(4), in the rotating frame. More specifically, by writing the QME for 

, ( )j k t  in the following way, 

, , , , ; , ,
,

( ) ( ) ( )j k j k j k j k m n m n
m n

d
t i t t

dt            
 

       R   (13)

where  , ; ,j k m n   R stand for the relaxation coefficients given explicitly in Eqs. (2)-(4), it 

can be easily shown that:

       1 1 1exp exp 0t i t t    Δ R
 
  (13)

Here, Δ is the diagonal matrix detuning matrix:

10,00

11,00

0 0 0

0 0

0 0

 
  
 
 
 

Δ







   

(13)

and  1exp tR can be obtained by numerical diagonalization of the R matrix. 
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The interaction with the b component of the second pulse is treated similarly to that of the 

first pulse. In the case of rephasing ( r      k k k k ), only the two terms as ie  k r

contribute:  
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1 1 1

ˆ ˆ
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b b

i
t e t t
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Similarly, for the nonrephasing signal ( nr     k k k k ) only the two terms like ie  k r

contribute:  

     nonrephasing
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The field-free time evolution between pulses  and  is then obtained similarly to that 

between pulses  and    

       1 2 2 2 1exp expt t i t t t     Δ R
 
  (13)

This is followed by the interaction with the b component of the third pulse which is treated 

similarly to that of the first and second pulses. In this case, both rephasing (

r      k k k k ) and nonrephasing ( nr     k k k k ) signals go as cie k r , so that the 

following two terms contribute:

     rephasing
1 2 1 2 1 2nonrephasing

ˆ ˆ
2

i
b b

i
t t e t t t t

 
   k r
  

  
  

       (13)

Finally, heterodyne-detection of the signal with polarization along b corresponds to 

measuring the following expectation value:
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Steps 1-8 need to be repeated for different values of  1 2 3, ,t t t as well as for the 43 81

possible tensor elements and orientational averaging need to be performed in order to get 

the lab-frame spectrum of one’s choice (XXXX, XYXY, etc).

6.3 Numerical Simulations

V. Ab initio calculation of the model parameters

The required input parameters include the transition energies and dipole moments, 

the normal-mode coordinate displacement elements, the classical force-force time 

correlation functions, and the laser frequency and polarization. Aside from the choice of 

electronic structure method and MD force fields, our approach is free of adjustable 

phenomenological parameters. Below we describe how each of these inputs was obtained for 

Mn2(CO)10.

The fundamental transition frequencies 1 j (Equation (1), Table 6.1) were obtained 

from infrared absorption and Raman scattering experiments of Mn2(CO)10 in non-polar 

solvents. We chose to use the experimental frequencies so as to compare the results directly 

with experiment (see below). Overtone and combination-band anharmonicities ( 2 j ) are set 

to 10 cm-1, a value that agrees well with the 2DIR experimental data for transitions between 

IR active states. Since the modes are highly delocalized, we expect the anharmonicities of the 

dark states to remain similar to those of the IR active ones. Alternatively, second-order 

vibrational perturbation theory (VPT2) can be used to obtain the transition frequencies for 

the first- and second-manifold states. We have recently shown that VPT2 gives excellent 

agreement with experiment for the case Mn2(CO)10 and its two photoproducts Mn2(CO)9 and 

Mn(CO)5 (see Ref 35 for full details). The transition dipole moments were obtained from a 
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harmonic analysis of Mn2(CO)10 using a Hessian derived from density functional theory. 

Electronic structure calculations were carried out using the Becke 1986 exchange and 

Perdew correlation functionals (BP86)71, 72 combined with a LANL2DZ pseudopotential 

basis73 on the Mn atoms and a 6-31G(d) basis on the remaining atoms. The optimization 

gradient convergence was set to 10-6 hartree/bohr and the SCF convergences were set to 10-

10 hartree. 

In order to obtain the ; ,l j kq   elements of the transport coefficients, the full 

anharmonic Hamiltonian for the system needs to be diagonalized. The Hamiltonian, which 

includes third ( ijk ) and semi-diagonal fourth order ( ijkk ) force constants, was obtained by 

finite differentiation (see Chapter 5). Briefly, the molecule was displaced along each normal 

mode in the positive and negative directions and a Hessian was computed for each structure, 

the difference between the frequencies at the equilibrium and displaced geometries is directly 

related to the higher order force constants. Once these force constants are known, writing 

the molecular Hamiltonian is straightforward:

2 2 21 1 1
2 6 24( )ii i i ijk i j k ijkk i j k

i ijk ijkk

H q p q q q q q q        (14)

Diagonalizing the 10-oscillator anharmonic Hamiltonian to obtain the wavefunctions 

remains computationally challenging. To converge the eigenfunctions and energies, a 

minimum of approximately 7 basis functions per oscillator is needed, within a ten mode 

system, such as in the present model, the total number of basis functions needed would be 

710 or approximately 280 million functions. Although the matrices are sparse, this is beyond 

the memory capacity of modern computers. 

In the present case we include six modes in the Hamiltonian, four IR active modes 

and two dark modes (Table 1 modes 2 and 8). The Hamiltonian matrix is diagonalized, and 

the eigenvectors are used to calculate the ; ,l j kq   matrix elements to be used in calculating 

the transport coefficients (Equation (11)). We observe that the diagonal elements ( ; ,l j jq   ) 

which lead to pure dephasing of the inter-band coherences are approximately an order of 

magnitude larger than the off-diagonal elements ( ; , ;l j k j kq    ) which lead to coherence 
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transfer and population relaxation. We also observe that the elements depend mostly on the 

third order force constants, as the fourth order force constants have little effect on the final 

value of the displacement elements.

Table 6.1: Experimental transition frequencies for the ground-to-first-manifold transitions of Mn2(CO)10

obtained from a. infrared absorption35 and b. Raman scattering74 in nonpolar solvents, along with the 
anharmonicities for the infrared active states (bold) obtained from transient infrared absorption experiments.35

Mode Experiment
1

1 1 ( )j j cm   1
2 ( )j cm 

1 1981a

2 1981a

3 1983b -11
4 1997a

5 2014b -13
6 2014b -13
7 2024a

8 2024a

9 2044b -15
10 2116a

The force-force time correlation functions were obtained from a two-nanosecond 

molecular dynamics simulation of Mn2CO10 in cyclohexane. The general Amber force field75

was used to model the solvent and a custom force field was developed for Mn2CO10,
76 all 

bonds were kept rigid using the SHAKE algorithm.77 The equilibration and production 

trajectories were run within the Canonical ensemble (NVT) at 300 K. All MD simulations 

were carried out using the GROMACS 4.0.5 package of programs.78 The eigenvectors of the 

C≡O Hamiltonian in a local-mode basis were used to project the Cartesian forces onto the 

normal modes of Mn2(CO)10. 

The laser polarization was set to [x,y,z] = [ 3 , 3 , 3 ] and the center laser frequency 

was set to 2000 cm-1. In our case the laser is assumed to have infinite spectral bandwidth; the 

pulse envelope can be straightforwardly implemented by modulating the transition dipole 

moments to include a resonance overlap term for each transition. The density matrix was 

propagated for 15 ps along t1 and t3 while stepping the value of t2 from 0.1 to 40 ps in 0.1 ps 

steps. All the simulations were carried out in the body-fixed molecular frame. In order to 

simplify the program, reduce the number of loops and avoid coding errors, the eight-index 
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relaxation terms , ; ,j k m n    were stored in a standard query language (SQL)-like database 

and the sums were done by extracting the values through database queries.

6.4 Results and Discussion

VI. Simulation results: system-bath coupling

Figure 6.5 shows the value of the force-force correlation function at 0  ,  0cl
FFC , along 

the four IR active normal mode coordinates of Mn2(CO)10 and an average correlation 

function obtained from the molecular dynamics simulations. The diagonal elements along 

the four normal modes are similar, indicating that the system-solvent interactions are the 

same for all the modes; this is expected since the modes are highly delocalized. Off-diagonal 

cross correlations are much smaller than the diagonal autocorrelations, indicating that the 

force fluctuations along the different modes are essentially uncorrelated. An exponential fit 

to the average time correlation function over the ten modes gives a decay time constant of 

62 fs. The inset shows the frequency-domain behavior of the average correlation function 

over the 0-135 cm-1 range of intraband transitions. The correlation function varies within 

approximately a factor of three over this range, but for simplicity we assume that the value 

remains constant. Similar force fluctuations are observed for all ten normal modes regardless 

of IR activity. 

To simplify the calculation of the relaxation coefficients, based on the molecular 

dynamics results we make the following two approximations: 1. The autocorrelation 

functions are the same for all modes and the cross correlations are zero. 2. The 

corresponding spectral densities are constant with respect to the frequency gaps between 

different modes. This allows us to use the simpler form of the system-bath coupling 

expression as shown in Equation (11). 

The ,j kq  elements obtained from the diagonalization of the ab-initio anharmonic 

Hamiltonian are shown in Figure 6.6. As discussed above, it is presently not possible to 

include all ten modes, and thus six modes, four infrared active and two dark, were included 

in the Hamiltonian. The diagonal elements, which lead to pure dephasing, have, on average, 

higher amplitude than the off-diagonal elements, which lead to coherence transfer. 
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Consequently, coherence transfer rates are on average slower than the corresponding parent 

dephasing rates (see Eqs. (3) and (4)). 

Figure 6.5: (top) Classical force-force time-correlation functions along the four IR active modes of Mn2(CO)10 
at  . The diagonal terms represent the self-correlation whereas the off-diagonal terms represent the cross-

correlations. (bottom) Average diagonal and off-diagonal correlation functions corresponding to the ten modes 
of Mn2(CO)10 along with a single exponential fit to the diagonal decay. The figure shows that the force along 

different normal modes remains uncorrelated whereas, on average, the self-correlation decays with a time 
constant of 62 fs-1. The inset shows the correlation function in the frequency domain obtained by Fourier 

transforming time-domain function from 0 to 1.5 ps. In both plots the error bars correspond to one standard 
deviation within the ten-mode average.
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Figure 6.6: Matrix elements corresponding to the anharmonic intra-band transitions. The figure shows the sum 
of the absolute values over all oscillators dimensionless units:

; ,l j k
l

q   .  The first block corresponds to the 

singly excited states, whereas the second block contains overtones and combination bands.

VII. Discussion of the simulation results

Three different models were devised to test the effect of dark modes on the relaxation 

and coherence transfer rates. The simplest model (a) contains the four IR active modes of 

Mn2(CO)10 as shown in Table 6.1;  the second model (b) has five modes, four IR active and a 

single dark mode (mode2, 1981 cm-1); the last model (c) contains four IR active and two dark 

modes (modes 2 and 7, 1981 and 2014 cm-1). The coupling between the IR active and dark 

modes is similar for all the dark modes, so the two modes were simply chosen as 

representative dark modes. It is worth mentioning that the elements of the q matrix are 

somewhat dependent on the specific modes included in the Hamiltonian, leading to slightly 

different relaxation rates when different dark modes are included, but the overall trends 

described below are independent of the specific dark modes included in the simulation.

a. Relaxation rates and two dimensional infrared spectra

Table 6.2 shows the inter-band dephasing time constants (inverse rate) for 

coherences involving the ground and one-quantum states as well as the population relaxation 

constants corresponding to the first manifold states for the three model systems. Several 
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observations can be made from these data. Firstly, the relaxation rates approximately double 

upon addition of a single dark mode and double again upon addition of the second dark 

mode. For example, the dephasing times for the coherence involving mode 3 (1983 cm-1) 

decreases from 12.8 to 5.6 to 3.5 ps as the number of dark modes increases from zero to 

two. Numerically, this arises from the increase in the number of terms included the system-

bath coupling equation (Equation 25) with increasing number of dark modes. The additional 

dark modes can thus be thought of as an effective strongly coupled “intramolecular bath” 

that can accelerate the rates of dephasing for the IR active modes. Secondly, it can be 

observed that coherences and populations involving dark modes generally decay faster than 

those involving IR active modes. This phenomenon is observed when including different 

sets of dark modes but it is not clear why these modes should dephase faster since, aside 

from their transition dipole moments, the dark modes behave similarly to the IR active 

modes. Unfortunately it is difficult to test this prediction as the dark modes cannot be 

resonantly probed with infrared spectroscopy. Thirdly, the dephasing and population 

relaxation rates for the different modes vary over a large range. For example, the population 

relaxation corresponding to mode five is significantly slower than mode four in all three 

models. At first this may seem surprising given that that the two modes share the same 

symmetry and are indeed degenerate. However, in the full ten-mode molecular Hamiltonian, 

the dark modes at 1981 and 2024 cm-1 also have degenerate counterparts, we expect each 

degenerate mode to be coupled differently to other degenerate modes depending on the 

specific symmetry and the number of local sites shared. Including one mode from each pair 

of dark modes in the simulation is what causes the observed differences in the dephasing 

rates for the degenerate IR active modes. These issues could be avoided by diagonalizing the 

full Hamiltonian (see above discussion).

Intra-band coherences show similar trends as inter-band coherences, namely the 

relaxation time constants become faster as additional dark modes are included in the 

Hamiltonian. Table 6.3 shows the relaxation time constants for coherences involving states 

within the first manifold, these are the only intra-band coherences that can be accessed with 

resonant third order experiments such as 2DIR photon echo spectroscopy. Addition of a 

single dark mode roughly doubles the dephasing time constant. This is consistent with the 

interpretation of the trends seen in the inter-band coherence rate constants. Figure 6.9
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shows the populations, intra-band coherences, and coherence-population coupling rate 

constants. Diagonal elements, corresponding to pure dephasing and population relaxation, 

remain larger than the off-diagonal elements corresponding to coherence transfer and 

population transfer. These results are at odds with the model of Tokmakoff and coworkers, 

where phenomenological fitting of the peak amplitudes along the waiting time to a Redfield 

model suggested that in a two-carbonyl system (Rh(CO)2C5H7O2, RDC), the intra-band 

coherence transfer rate remains very fast (0.35 ps-1) whereas the diagonal dephasing is much 

slower (10 ps-1).25 An extra peak appearing below the diagonal in the RDC spectrum was 

interpreted as evidence for coherence transfer as there are no Liouville paths that lead 

excitation and detection at those particular frequencies in the rephasing spectrum. There is a 

possibility that the spectrum at zero waiting time has contributions from intramolecular 

vibrational redistribution (IVR) between the two first-manifold states of RDC. For example, 

the experimental laser pulses have a finite width of ~100 fs, IVR could thus give rise to the 

extra peak even at “zero” time delay. Using the 3 ps-1 IVR rate reported in the paper, we 

should expect 3.2% of the excitation being transferred within the first 100 fs; thus pathways 

involving IVR between the two one-quantum states should not be discarded, even at zero 

waiting time. These effects could make the extracted coherence transfer rates appear 

somewhat faster than their actual values.

Figure 6.7 and Figure 6.8 show the simulated and experimental 2DIR spectra 

Mn2(CO)10 respectively. Overall the simulations are in good agreement with experiment; the 

extra peaks observed in the experimental spectrum (i.e. peak 8) are due to naturally occurring 

isotopologues, containing a single 13CO substitution. Simulated two dimensional spectra for 

the three model systems show that as extra modes are included, the 2D peaks become 

broadened. This is due to the faster dephasing of the inter-band coherences observed in 

models (b) and (c). In a 2D spectrum, the diagonal peaks and corresponding cross peaks 

involve coherences between the ground and first-manifold states during the excitation and 

detection times. The peaks appearing below the diagonal, and corresponding cross peaks, 

involve coherences between the first- and second-manifold states during the detection time. 

These peaks contain information about the two-quanta states, and are commonly referred to 

as “anharmonic” peaks. The anharmonic peaks remain broader than the fundamental peaks, 

indicating that first-to-second-manifold coherences dephase faster than the ground-to-first-
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manifold coherences. Two-quanta states exhibit greater anharmonic behavior than the one-

quantum states as they sample a larger region of the anharmonic potential (see Figure 6.6).  

The different widths observed for the three diagonal peaks are due to the fact that the 

dephasing rates for the different modes can be quite different (see above discussion). The 

corresponding cross peaks also exhibit different widths along the excitation and detection 

axes depending on the widths of the parent peaks. 

Figure 6.7: Absolute value rephasing spectra of Mn2(CO)10 calculated using three different models: (a)four IR 
active modes (left); (b) five modes, four IR active plus one dark mode (center); and six modes, four IR active 

plus two dark modes (right). The figure shows how the peaks become broadened as dark modes are included in
the model. The peaks below the diagonal correspond to inter-band coherences involving the first and second 

manifolds during the detection time t3. The waiting time dynamics of cross peaks labeled 1-4 are shown in 
Figure 6.10 and Figure 6.11 below, and the three diagonal peaks labeled D1-D3 shown in Figure 6.13. See text

for full details.

Figure 6.8: Experimental absolute-value rephasing spectrum of Mn2(CO)10 in cyclohexane. Adapted with 
permission from Nee, M., Baiz, C., Anna, J., McCanne, R., and Kubarych, K., J Chem Phys 129, 084503.(2008). 

Copyright 2008 American Institute of Physics.
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Table 6.2: Inter-band dephasing time constants (ps) for the ground-to-first-manifold coherences and 
population relaxation rates for the first-manifold states calculated for the three models (a-c).  

Inter-band Population (1j,1j;1j1j)
Mode 4 IR + 1 + 2 4 IR + 1 + 2 
1981 1.6 1.0 1.3 0.7
1983 12.6 5.8 3.5 6.4 2.9 1.8
2015 5.2 5.2 2.7 104.1 71.2 2.7
2015 2.7 1.5 1.0 2.3 1.0 0.6
2024 0.6 0.4
2045 6.4 3.2 1.7 3.3 1.6 0.9

Figure 6.9: Relaxation and transfer rate constants (ps-1) for the populations (small square box in upper left 
corner) intra-band coherences (large square box in lower right corner) along with the population-coherence 
coupling constants (off-diagonal blocks). The three matrices from left to right correspond to the three, four, 

and five mode models respectively. To allow for direct comparison of the rates, all the models are plotted using 
the same color scale shown on the right.

b. Vibrational dynamics along the waiting time: Coherence transfer and 

coherence-population coupling

The dynamics of the peaks along the waiting time (t2) are dictated by the dynamics of 

the populations and intra-band coherences. Population transfer causes an overall decay of 

the peak amplitudes whereas intra-band coherences account for the oscillations observed 

along the waiting time. In the absence of coherence transfer, rephasing and non-rephasing 

spectra show oscillations of the off-diagonal and diagonal peaks respectively. In this section, 

we focus on the oscillations of the off-diagonal peaks present in the absolute-value rephasing 

spectra, as these can be directly compared to experiment.26 To test the spectral signatures of 

particular couplings between states (coherence-coherence, coherence-population, etc), we 

‘switch off/on’ the respective contributions by setting the particular rates in the relaxation 
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matrix to either zero, or their respective values obtained from the system-bath coupling 

equations.

Table 6.3: Intra-band dephasing time constants (ps) for the first-manifold coherences. The three models are 
described in the text. Similar to the inter-band coherences and population relaxation rates, faster dephasing is 

observed when a larger number of dark modes is included.

Intra-band Dephasing (1j,1k;1j,1k)
4 IR Active + 1 Dark + 2 Dark

1981 1983 1.3 0.8
1981 2015 0.8 0.6
1981 2015 1.1 0.6
1981 2024 0.4
1981 2045 1.0 0.6
1983 1981 1.3 0.8
1983 2015 3.3 2.5 1.5
1983 2015 2.4 1.2 0.8
1983 2024 0.5
1983 2045 4.2 2.0 1.2
2015 1981 0.8 0.6
2015 1983 3.3 2.5 1.5
2015 2015 1.1 0.9 0.6
2015 2024 0.5
2015 2045 3.3 2.1 1.1
2015 1981 1.1 0.6
2015 1983 2.4 1.2 0.8
2015 2015 1.1 0.9 0.6
2015 2024 0.4
2015 2045 1.8 1.0 0.6
2024 1981 0.4
2024 1983 0.5
2024 2015 0.5
2024 2015 0.4
2024 2045 0.5
2045 1981 1.0 0.6
2045 1983 4.2 2.0 1.2
2045 2015 3.3 2.1 1.1
2045 2015 1.8 1.0 0.6
2045 2024 0.5

Four cross peaks, labeled 1-4 in Figure 6.7 are selected for analysis of the amplitude 

along the waiting time. In the absence of off-diagonal coherence-coherence and coherence-

population couplings peaks 1 and 2 oscillate at 62 cm-1, the frequency corresponding to the 

difference between the two parent peaks (1983-2045 cm-1), and peaks 3 and 4 oscillate at a 

frequency of 32 cm-1 which is similarly given by the diagonal frequencies (2013-2045 cm-1). 

Figure 6.10 and Figure 6.11 show the waiting-time peak oscillations for a selected set of 2D 

peaks together with the corresponding frequency-domain plots. In order to focus solely on 

the coherence dynamics, all the population-population couplings were set to zero. 
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Population transfer gives rise to an overall decay of the peaks but does not induce additional 

oscillations. 

Figure 6.10: Amplitude oscillations along the waiting time corresponding to the peaks labeled 1-4 in 
Figure 6.7. All the plots were obtained using the model which only includes the four IR active modes of 

Mn2(CO)10. Each panel shows a plot of the peak oscillations along the waiting time (t2, ps) with the 

corresponding Fourier-transforms below ( 2 , cm-1). Spectra were calculated at waiting times ranging from 0 to 

40 ps in 0.1 ps intervals, but for clarity the oscillations are only plotted out to 20 ps. To compare the different 
peak dynamics, the maximum amplitude for each peak is normalized to a value of one. Population-population 

coupling terms, which lead to an overall decay of the peaks, were set to zero in order to better observe the 
coherences. In addition to inter-band and intra-band coherence relaxation, the four different simulations show 
the oscillations when including: (a) only diagonal dephasing, (b) dephasing and inter-band coherence-coherence 
coupling, (c) dephasing and intra-band coherence-coherence coupling, and (d) dephasing, inter-band and intra-

band coherence-coherence coupling as indicated within each individual plot.

Several observations can be made from the simulation results: 1. The diagonal 

dephasing rate is similar for all the intra-band coherences, as evidenced by the similar decay 

rate of the oscillations for the different peaks. Intra-band dephasing rates are shown in Table 
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6.1 and discussed above. 2. Inter-band coherence-coherence coupling does not have any 

significant effect on the oscillations of the peaks along the waiting time. This is not 

surprising since the peak oscillations are caused by intra-band coherences excited during t2, 

and inter-band coherences are only excited during t1 and t3. 3. Intra-band coherence-

coherence coupling (coherence transfer) causes peaks 1 and 2 to oscillate at two different 

frequencies 32 cm-1 and 62 cm-1, corresponding to the difference in energy between the three 

one-quantum levels in the system. In addition, the peaks oscillating at 62 cm-1 only show 

minimal amplitude at 32 cm-1. These results are in good agreement with experiment and are 

discussed in detail below. 4. Inter-band coherence-coherence coupling has, once again, no 

effect on the peak oscillations in the presence of intra-band coupling. We can thus conclude 

that the dual-frequency oscillation of the peaks is due solely to inter-band coherence transfer. 

5. Coherence-population coupling (Figure 6.11) does not have a significant effect on the 

oscillation frequencies of the peaks but it does affect the overall peak amplitude ratios. 

Figure 6.11: Peak amplitude oscillations along the waiting time calculated including coherence-coherence and 
coherence-population coupling terms. See Figure 6.10 for full description.
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Figure 6.12: Experimental peak amplitude oscillations along the waiting time with their corresponding Fourier-
transforms. The labels correspond to the peaks labeled 1-22 in the experimental spectrum shown in -22 in 

Figure 6.8. The bottom panel (Peak 3) shows the dual-frequency oscillations observed due to of coherence-
transfer. Adapted with permission from Nee, M., Baiz, C., Anna, J., McCanne, R., and Kubarych, K., J Chem 

Phys 129, 084503.(2008). Copyright 2008 American Institute of Physics.

c. Dual-frequency oscillations as a signature of coherence transfer: A 

comparison with experiment

To the best of our knowledge, the observation of dual-frequency oscillations of 

certain cross peaks in the rephasing spectra of Mn2(CO)10 represented the first direct 

experimental evidence for vibrational coherence transfer.26 The theory and simulations 

presented herein are meant to shed light on the mechanism for coherence transfer in terms 

of the underlying molecular structure and dynamics. The present simulations are indeed 

found to be in semi-quantitative agreement with experiment, i.e. intra-band coherence 

transfer is seen to give rise to dual-frequency oscillations similar to those observed in the 

experiment. For comparison, the experimental 2DIR spectrum and corresponding peak 

oscillations for selected peaks are shown in Figure 6.8 and Figure 6.12 respectively. As 

shown in Figure 6.10 and described in the previous section, in the absence of coherence 

transfer the cross peaks oscillate at the difference frequency of the corresponding diagonal 

peaks: 30  (32) cm-1 for coherences between the center peak (2013 cm-1) the high- (low-) 
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frequency peak, and 62 cm-1 for coherences involving the high- and low-frequency peaks. 

Due to the intrinsic dephasing of the oscillations, the 30 cm-1 and 32 cm-1 coherences are 

indistinguishable in the frequency-domain plots. Most interestingly, in the presence of 

coherence transfer, the peaks that normally oscillate at 62 cm-1 exhibit dual-frequency 

oscillations, but the peaks that oscillate 32 cm-1 do not. These observations can be 

straightforwardly explained as follows. Since the 2013 cm-1 mode is degenerate, there are 

eight possible coherences that oscillate at 30 (or 32) cm-1 but only two possible coherences at 

62 cm-1. Thus, once a 62 cm-1 intra-band coherence is created, it is likely that it will be 

transferred to a 30 (or 32) cm-1 intra-band coherence, while the reverse coherence-transfer 

process is much less probable. In the frequency-domain plots, the largest amplitude 

component appears near 30 cm-1 for all peaks, including the peaks that normally oscillate at 

62 cm-1. It can be observed, that even in the absence of coherence transfer all oscillations 

show a small amplitude component at either low or high frequency. These components arise 

from the fact that, for absolute-value rephasing spectra, the oscillations are not simply 

described by a purely sinusoidal function due to the contributions from ground-state 

pathways (full discussion given in Reference 79). Instead these t2 oscillations can be 

described by an equation of the type

  2

2( ) 1 ab abi i tA t e     (15)

Where ab represents the difference in frequency between levels a and b , and ab is the 

dephasing rate constant. These observations are also consistent with the experimental 

results.

In addition, experimental measurements of the dephasing rates for the intra-band 

coherences provided a direct observation of the frequency-frequency cross correlation 

functions for states within the same manifold. Consider the limit where the two frequencies 

are fully correlated. In this case, the frequency difference is constant and there should be no 

dephasing of the intra-band coherence. In the other limit, where the frequency fluctuations 

remain uncorrelated, the intra-band dephasing rate should be similar to the dephasing rate of 

the ground-to-first-manifold coherences, and thus the Fourier-transform peak widths of the 

oscillations should exhibit a similar width to that of the parent peaks.  Indeed, the 
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experimental data suggests that the frequency fluctuations are uncorrelated. The results are 

consistent with the MD simulations which showed that the force fluctuations along different 

modes remain uncorrelated.

d. Diagonal peak oscillations are induced by coherence-coherence 

coupling

Liouiville pathways that involve intra-band coherences along t2 only contribute to 

off-diagonal peaks in the rephasing signal. In the absence of coherence transfer or 

coherence-population coupling, the dynamics of the diagonal peaks as a function of the 

waiting time are solely dictated by the populations and therefore no oscillations should be 

observed. Monitoring the amplitudes of the diagonal peaks in the rephasing spectrum

provides an additional test for coherence transfer and coherence-population coupling.

Figure 6.11 shows the amplitudes corresponding to the three diagonal peaks (D1-

D3) simulated using the different relaxation models as indicated in each plot. The upper left 

plot is calculated using only intra-band and inter-band dephasing. In this case there should 

be no oscillations observed, however there are very small dual-frequency oscillations present. 

The oscillations are due to a small overlap between the Lorentzian tails of the oscillating off-

diagonal peaks and the diagonal peaks. In the absence of coherence transfer the diagonal 

peaks oscillate in phase with respect to the off-diagonal peaks, but the phase changes in the 

presence of coherence transfer, indicating that there are additional effects leading to the 

oscillations of the diagonal peaks. The lower left panel shows the dynamics in the presence 

of nonsecular coherence-population coupling terms. In this case the peaks decay 

exponentially but the oscillations remain small. We can therefore conclude that, within the 

present model, coherence-population couplings do not induce oscillations of the diagonal 

peaks but only an additional decay. Experimentally isolating the extra decay due to 

coherence-population coupling may be difficult as the signal contains relaxation factors from 

intramolecular vibrational redistribution, orientational relaxation, and vibrational energy 

relaxation. It is worth noting that similar to coherence transfer, some coherences are strongly 

coupled to populations, as shown in Figure 6.9. This accounts for the different decay rates 

observed for the three diagonal peaks.
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Unlike coherence-population coupling, coherence transfer does undoubtedly induce 

extra oscillations of the diagonal peaks, as shown in the upper right panel of Figure 6.13. 

Naturally, coherence transfer enables new Liouiville pathways that lead to coherences during 

the waiting time, yet contribute to diagonal peaks. Analogous to the off-diagonal peaks, the 

oscillation frequency remains at 30 cm-1, as there is a larger number of coherences near this 

frequency (see discussion in the previous section). Unfortunately, since the oscillation 

amplitudes are small, roughly 10% of the total peak amplitude in our model, they have not 

been observed in the experiment. Further theoretical modeling may reveal additional 

information regarding the coherence-coherence or coherence-population coupling contained 

in the phase difference between the diagonal and off-diagonal peak oscillations.  In our case 

the phase difference between the diagonal peaks D1 and D3 and the off-diagonal peaks 

connecting D1 and D3 to the center diagonal peak (D2) is 109±4 degrees. It remains 

unclear, however, how this phase difference can be interpreted in terms of an interference 

between different Liouiville paths.

Finally, including coherence transfer and coherence-population coupling terms 

(Figure 6.13, lower right plot) shows oscillations and an overall decay of the peaks, but no 

additional features. Thus we conclude that the two effects of coherence-coherence and 

coherence-population coupling are additive and may be treated separately. From a Liouiville-

pathway point of view it is not clear why oscillations are induced by coherence-coherence 

but not population-coherence coupling as both terms enable new pathways that ought to 

contribute to oscillations. However, since in our systems there are N[N-1] coherences and N 

populations, from a probabilistic perspective it is more likely that a coherence will transfer to 

another coherence instead of to a population. It would be informative to perform similar 

simulations on smaller systems such as RDC, where there are only two intra-band 

coherences and two populations. Similar to Mn2(CO)10 no diagonal oscillations of the 

rephasing spectra have been experimentally observed in RDC.
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Figure 6.13: Amplitude oscillations of the three diagonal peaks labeled D1-D3 in Figure 6.4.  The spectra were 
obtained using the same model described in Figure 6.10 and Figure 6.11. The relaxation coefficients included in 

each simulation are indicated within each plot.

We would like to comment on the relationship between our findings and the recent 

experimental studies80, 81 which argued that population-coherence coupling, so called 

quantum entanglement,82 may contribute to efficient energy transport in photosynthetic 

complexes. Despite the rapid dephasing that characterizes electronic states, long-lived 

coherences were observed in these systems even at ambient temperature.83 In the light of 

these experiments, Mukamel and coworkers investigated the effect of coherence transfer and 

coherence-population coupling in excitonic complexes that mimic photosynthetic reaction 

centers.84  Their model is different from ours in several respects, including the  assumption  

of bilinear system-bath coupling to a harmonic bath and the fact that the system's dynamics 

are modeled in terms of a QME of the Linblad type. In contrast to our simulations, the 

authors observe direct oscillations of the populations, to which they attribute the 

experimentally observed long-lived oscillatory behavior of the diagonal peaks as a function 

of the waiting time. The authors concluded that coupling between the populations and the 

coherences leads to longer-lived coherences, as the populations ‘feed’ the electronic 

coherences. In our case coherence-coherence coupling does not lead to oscillations of the 

populations as these elements remain decoupled from the coherences. Including coherence-

population coupling terms leads to multi-exponential evolution of the population with an 

additional growth and decay for some elements, but not to oscillatory behavior. 

Furthermore, the transfer rates of coherences to populations are faster than the transfer rates 

from populations to coherences (Figure 6.9). As a result, coherences can get ‘trapped’ into 

populations but not the reverse. The origin for the difference appear to lie in the different 
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nature of the system (vibrational vs. electronic), the bath (nonpolar liquid vs. protein in 

aqueous solution) and the coupling between them. In our cases, the relative simplicity of the 

system allows us to trace back each and every observation to the underlying molecular 

dynamics and electronic structure, while the same is still not possible in the case of 

photosynthetic complexes in light of their complexity and the fact that modeling the 

dynamics of excited electronic states remains extremely challenging for modern electronic 

structure methods even for systems of modest size. The question of whether the oscillations 

of populations is an important phenomenon in vibrational systems remains open, but it is 

clear that coherence transfer can lead to oscillations of the diagonal peaks in the rephasing 

spectrum. We believe that future ultrafast measurements will further elucidate the complex

issue of nonsecular effects, particularly in vibrational systems such as Mn2(CO)10 where 

peaks remain narrow and coherences long-lived.

6.5 Conclusion and Outlook

We presented a general and comprehensive theoretical and computational 

framework for modeling ultrafast multidimensional infrared spectra of a vibrational excitonic 

system in liquid solution.  Using this approach we were able to provide new molecular 

insight into the vibrational dynamics of metal carbonyls. By disentangling the different 

contributions to the relaxation matrix one can understand the individual signatures of 

coherence transfer and coherence-population coupling on the spectra. Three different 

models which included, four, five, and six normal modes were explored in an effort to 

understand the role of dark modes on the dephasing and coherence transfer rates of our 

Mn2(CO)10 model system. 

The simulation results are consistent with the experimental data and the previous 

interpretation of the experiment. Coherence transfer leads to dual-frequency oscillations of 

the cross peaks in the rephasing signal and, in a four level system with a degenerate state like 

the one presented here, the number of coherences at a given frequency dictates the 

dominant oscillation frequency for the cross peaks. The uncorrelated fluctuations of the 

energy levels yield similar inter- and intra-band dephasing rates; thus the width of the low-

frequency peaks along 2 are similar to the widths of the parent peaks along 1 and 3 . 

Coherence-population coupling was observed to not have a significant effect on the peak 
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dynamics, but coherence transfer was observed to lead to dual-frequency oscillations of the 

cross peaks as well as oscillations of the diagonal peaks. Though the amplitudes seem to 

remain small, given a suitable signal-to-noise ratio, these effects may be observed in future 

experiments. 

Our approach can provide a rather rigorous theoretical framework for analyzing the 

vibrational dynamics of a variety of systems, and understanding the system-bath interactions 

in different combinations of molecules and solvents. The nice agreement of the results with 

experiment is encouraging. The fact that the simulations predict fine effects such as 

oscillations of the diagonal peaks in the rephasing spectra, provide motivation for improving 

the accuracy of the spectra in order to test these predictions experimentally. Importantly, 

since the model inputs are derived from electronic structure and molecular dynamics 

simulations, at least in principle, there is no need for employing phenomenological fitting 

parameters. Once a chemical structure and a solvent are selected, the only ‘free’ choices are 

the level of electronic-structure theory and particular choice of molecular dynamics force 

field. Finally, the model can be readily applied to a wide range of systems and extended to 

support other nonlinear spectroscopic techniques, as long as the system-solvent interactions 

remain weak. 

It should be noted that the approach presented here relies heavily on the excitonic band 

structure that makes it possible to distinguish between low frequency intraband and high 

frequency interband transitions. These distinctions will no longer be valid in a scenario 

where molecules are strongly coupled to the solvent, for example, in liquid water, so major 

modifications will have to be made to treat such systems; in addition, it is not yet clear 

whether it may be possible use a Markovian QME approach in a strongly-coupled system

where the bath fluctuations are on the same timescale as the system dynamics and Markovity 

may not be justified. It should also be noted that that although the linear system-bath 

coupling mechanism presented here has produced quite satisfactory results, it is not unique. 

In particular, it would be interesting to test the case of quadratic coupling. Indeed a 

simulation with quadratic coupling is currently underway and the results will be presented in 

a future publication. Unlike the linear coupling method, the quadratic coupling equations are 

greatly simplified by treating the system harmonically. 
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Chapter 7

Theoretical Studies of hydrogen-atom 
transfer reactions

The work presented in this chapter has been published in the following two papers:

1. C.R. Baiz, and B.D. Dunietz, "Theoretical Studies of Conjugation Effects on Excited 
State Intramolecular Hydrogen-atom Transfer Reactions in Model Systems”, The Journal of 
Physical Chemistry A, 111 (40), 10139-10143, 2007.

2. C.R. Baiz, S.J. Ledford, K.J. Kubarych, and Barry. D. Dunietz, “Beyond 7-
Azaindole: Conjugation Effects on Intermolecular Double Hydrogen-Atom Transfer 
Reactions” , The Journal of Physical Chemistry A, 113 (17), 4862-4867, 2009

7.1 Introduction

In this chapter we explore molecular conjugation effects and charge delocalization 

on the  thermodynamics of hydrogen-atom transfer; reactions that are central in a variety of 

chemical and biological processes. The chapter describes two different theoretical studies 

performed using the same electronic structure methods. In the first part we explore 

intramolecular hydrogen-atom transfer—or tautomerization reactions—in a variety of 

conjugated with varying degrees of conjugation. In the second study we extend the 

simulations to intermolecular double-hydrogen atom transfer reactions in the ground and 

excited states. 

Intramolecular hydrogen-transfer (IHT) processes have been thoroughly studied 

experimentally in the ground and excited states1-10 and theoretically using electronic structure 

methods.11-19 Some of these theoretical studies have been revealing unexpected behaviors 
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related to electronic structure changes induced upon excitation.13, 20 With the recent 

development of new ultrafast spectroscopic methods such as infrared echo peak shifts and 

two-dimensional infrared spectroscopy,21-23 it has become possible to directly observe 

reaction dynamics, including hydrogen bonding,24-26 in real-time with femtosecond time 

resolution. In addition, non-equilibrium multidimensional spectroscopy can follow dynamics 

induced by photoexcitation27, 28 and thus offer insight into the mechanisms of hydrogen-

atom transfer. We believe that the studies presented here will aid in the development of 

future experiments and the interpretation of the results.

Because many theoretical studies use smaller model systems to mimic IHT reactions 

in larger, more conjugated, systems, it is important to investigate the effect of the backbone 

conjugation on the potential energy surface of the ground and excited state IHT reactions. 

In this report we use a set of model molecules to obtain a physical insight into the nature of 

the IHT reaction and the correlation between backbone conjugation and excited state 

reaction energy barriers. We extend our set of model systems to include Curcumin (Model 

IV in Figure 7.1, which is a natural compound derived from curcuma longa known for its 

antioxidant and anti-inflammatory properties.29-31 Curcumin and several of its analogs32 have 

also shown tumor inhibiting properties and potential as a cure for Alzheimer's Disease.33

Intermolecular double hydrogen-atom transfer reactions have been the subject of a 

large experimental and theoretical effort.13, 34-39 Beginning with the experimental work of 

Taylor et al, 40many studies have used simplified model systems such as 7-azaindole dimers 

to investigate excited-state tautomerization reactions41-48 where ultraviolet photoexcitation 

favors hydrogen-atom transfer. Several results have been interpreted in the context of 

biologically relevant systems such as DNA base-pairs. Therefore, in order to properly 

interpret and extend previous results, it is important to understand the role of the extended 

molecule, namely the coupled conjugation, on the thermodynamics of these reactions. 

Intense debate over the mechanism of these reactions has motivated various theoretical 

studies as well as multiple experiments; some evidence has been found to support a step-

wise48-51 mechanism while other evidence indicates that the mechanism is concerted42, 52-55. 

The interpretation of these mechanistic studies are further complicated since quantum 

effects, particularly tunneling, should not be neglected.44, 56, 57 Most of the debate is focused 

on the excited state potential energy surface.  The heart of this debate stems from the 
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complexity of the proton-transfer reaction coordinate. The reaction coordinate involves low

frequency vibrations that are added to the proton motion between the two nitrogen sites.  

The time scale of the excited state hydrogen transfer is set not only by the N-H stretching 

motions but also by other low-frequency modes.  In this report, however, we focus mainly 

on utilizing model systems to obtain insight into the effects of extended conjugation on the 

thermodynamics of these reactions in the ground and lowest-excited electronic states without 

special regard to the mechanism.

7.2 Intramolecular H-atom Transfer: Computational 

Methods and Models

To study the effects of conjugation on excited state IHT reaction barriers we 

constructed a set of model molecules where the backbone conjugation is varied as shown in 

Figure 7.1. We did not include the smallest related system, malonaldehyde, because excited 

state studies of this system have been previously reported in the literature 14, 58-61 and we have 

found that the IHT barrier of this small system differs  by approximately  10 kJ mol-1 in the 

ground state from our next larger system (Model I) whereas the difference in IHT barrier 

among our models I-IV is in the order of 2 kJ mol-1. Thus malonaldehyde is inherently a 

different system and not an accurate model for the bigger molecules involving backbone 

conjugation.

Figure 7.1: Molecular structures of the four model systems in their enol and transition state (TS) configurations.
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Initial structures for all models were obtained with the Density Functional Theory 

(DFT) method using Becke's three parameter B3 nonlocal exchange62 and Lee-Yang-Parr's 

correlation functional (LYP)63 with the 6-31G basis set. These ground state geometries were 

then further optimized with the spin-restricted Hartree-Fock and B3-LYP methods using 

two different basis sets 6-31G(d) and 6-31++G(d,p), to obtain the final ground state 

geometries. As previously reported, the planar enol geometry is lower in energy than the 

non-planar diketo conformation.64 Excited state geometries were obtained by optimizing the 

corresponding ground state geometries employing the configuration interaction single-

excitations (CIS) method65 with the spin-restricted Hartree-Fock reference ground state. The 

same basis sets employed in the ground state computations were used with the CIS method. 

Excited-state geometries were optimized in the lowest singlet excited state corresponding to 

the 1ππ* transition. This particular excited state was chosen because it is the only one of the 

lower energy states that exhibits a large transition dipole moment.

Due to molecular symmetry, the transition dipole moments corresponding to the 

two lower energy 3ππ* and 3ππ* electronic transitions are exactly zero, whereas the transition 

dipole moment for the 1ππ* transition in our Model IV system is approximately 4.90 atomic 

units in the plane of the molecule. Therefore, this state is likely the only (low) excited state 

experimentally accessible.

Transition state (TS) geometries were obtained by minimizing along all coordinates 

except for the coordinate corresponding to the IHT reaction. The ground and excited state 

TS geometries exhibited one imaginary frequency corresponding to the motion of the 

hydrogen-atom along the IHT reaction coordinate. All calculations were performed 

employing the pre-release version of QChem 3.1 package of programs.66 Density of states 

plots were obtained using our own code implementing a Green's function based 

description.67

The degree of conjugation was measured by defining a generalized non-conjugation 

index ξ as the difference in length between the longest and shortest carbon-carbon bonds. 

We focus the analysis of the degree of conjugation on the core of the system involving 

atoms C1, C2, C5, C6 and C8 as shown in Figure 7.1 Therefore, electronic conjugation at this 

region is referred to as the core-conjugation. The rest of the molecule, which is coupled to 
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the core, is referred to as the backbone. The core-conjugation is shown below to depend on 

the extent of the coupled conjugated backbone and to affect the energy barrier for the 

proton transfer reaction.7.3 Intramolecular Hydrogen-atom Transfer: Results and Discussio

The B3-LYP/6-31++G(d,p) method, when applied to model systems (I-IV), failed 

to predict an energy barrier. The obtained barriers, after adding the respective zero point 

vibrational energy (ZPVE) corrections, were in the order of -3 1kJmol  . The DFT method 

grossly underestimates hydrogen transfer barriers in the ground state. This may be attributed 

to an overestimation of electron correlation energy. Previous studies have shown that the 

computed IHT barrier is lowered when electron correlation is added perturbatively to 

ground state Hartree-Fock calculations,13 and that the DFT computational method 

underestimates the ground state proton transfer barrier in ( )FHF  .68

Table 7.1: Ground and excited state total electronic energies (TE) in atomic units, zero point vibrational energies 
(ZPVE) in atomic units, and corresponding IHT barriers (ΔE) in kJ mol-1 calculated at the HF/6-31++G(d,p), 

HF/6-31G(d) and CIS/6-31++G(d,p), CIS/6-31G(d) respective levels of theory.

Ground Excited

6-31++G(d,p) Basis

TE ZPVE ΔE TE ZPVE ΔE
I -419.4465919 0.1446018 -419.2619062 0.1409508

I(TS) -419.4337271 0.1394943 20.37 -419.2546496 0.1371852 9.16

II -573.2378096 0.2161481 -573.0721402 0.2151393

II(TS) -573.2254591 0.2111569 19.32 -573.0634643 0.210298 10.07

III -878.5836092 0.3182868 -878.4289042 0.3200015

III(TS) -878.5715504 0.3133785 18.77 -878.4190864 0.314784 12.08

IV -1256.082236 0.3981039 -1255.932156 0.3998218

IV(TS) -1256.070387 0.393194 18.22 -1255.922274 0.3945215 12.03

6-31++G(d,p) Basis

TE ZPVE ΔE TE ZPVE ΔE

I -419.41353 0.1452233 -419.2219327 0.140664
I(TS) -419.3985949 0.1401684 25.94 -419.2147256 0.1364043 7.74

II -573.1928294 0.2172652 -573.0212668 0.2137163

II(TS) -573.1784496 0.2121896 24.43 -573.011619 0.208843 12.54

III -878.5248829 0.3197608 -878.3649958 0.316639

III(TS) -878.5107351 0.314682 23.81 -878.3538263 0.3116335 16.18

IV -1255.998182 0.4002234 -1255.843358 0.397433

IV(TS) -1255.984312 0.3951509 23.1 -1255.832051 0.3922107 15.97
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A recent molecular dynamics study suggests that this barrier completely vanishes in 

the 1ππ* state.20 However, it is important to point out that the overall decrease in ground 

state hydrogen-atom transfer barrier with increasing backbone conjugation, as discussed 

below, was correctly predicted by the B3-LYP method.

Table 7.2: Generalized non-conjugation coefficient ξ (in Å) for each of the models in Figure 7.1. The different 
basis sets show nearly identical results. A smaller value of ξ represents a more conjugated system as the variance 

in  the C-C bond lengths  is smaller. The results show that the degree of conjugation increases in the excited 
state. Also it is observed that the conjugation dependence on the molecule size is different for the electronic 

state and for the transition state.

Ground Excited

Model enol TS enol TS

6-31++G(d,p) Basis

I 0.135 0.075 0.046 0.001

II 0.126 0.068 0.052 0.003

III 0.125 0.068 0.057 0.008

IV 0.123 0.066 0.061 0.011

6-31G(d) Basis

I 0.137 0.076 0.043 0.001

II 0.129 0.069 0.051 0.004

III 0.128 0.069 0.056 0.007

IV 0.126 0.067 0.061 0.011

As previously reported,69 the computed ground state IHT barriers are not strongly 

dependent on the choice of basis set. We have observed that the ground state IHT barriers 

predicted by the 6-31G(d) basis set are on average 5 kJ mol-1 higher than those predicted by 

the larger 6-31++G(d,p) basis set. As shown in Table 7.1, ground state IHT barriers are in 

the order of 18-20 kJ mol-1  and 23-26 kJ mol-1 as calculated with the 6-31++G(d,p), and 6-

31G(d) basis sets respectively. The excited state barriers are more dependent on the choice 

of basis set; we observe that with the smaller basis set the barrier at the excited electronic 

state for the small model (I) is lowered from 9.16 kJ mol-1  to 7.74 kJ mol-1 , but in the larger 

systems this is reversed and the energy barrier with the smaller 6-31G(d) basis set is 

increased  from 12.03 kJ mol-1 to 15.97 kJ mol-1  in the case of curcumin (Model IV).

One important observation is that at the ground electronic state the energy barrier is 

slightly lowered for the larger systems. The barrier decreases from 20.37 kJ mol-1 in Model I

to 18.22 kJ mol-1 in Model IV as computed with the larger 6-31++G(d,p) basis set.  This 
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reaction, as revealed by Mulliken charge analysis and comparison of the projected density of

states plot of the enol to the identified TS, involves a charge transfer towards the system 

core.  The core atoms are denoted in Figure 7.1 as C1, C2, O3,O4, C5 and H9, whereas the rest 

are considered the backbone. We find, for example, that for Model I the sum of the 

Mulliken charges on the core atoms changes from -0.286 to -0.319 in the enol to the TS 

respectively. In addition, the Mulliken analysis reveals that the hydrogen-atom, H9, becomes 

more positive in the transition state.

The hydrogen-atom transfer reaction coordinate, therefore, involves the charge 

transfer from the hydrogen-atom and the backbone of the molecule to the atoms that 

compose the core, mainly 03 and 04. In addition we also observe some geometrical relaxation 

of the core structure along the reaction coordinate as shown in Table 7.3. The data shows 

that a decrease in the distance between the two oxygen atoms of 0.3 Å occurs as the system 

moves along the reaction coordinate from the equilibrium to the transition states.

We now compare the different models in the ground state. A Mulliken charge 

population analysis reveals that the charge on the two oxygen atoms (O3, O4) decreases 

slightly from -0.706 in Model I(TS) to -0.703 in model IV(TS) in the ground state and that 

the charge separation between the two oxygens in the enol form decreases from 0.025 in 

Model I to 0.005 in Model IV. The charge on the hydrogen-atom (H9) also decreases from 

0.490 in Model I(TS) to 0.488 in Model IV(TS). Considering, as shown in Table 7.3, the 

corresponding O3-O4 distances, the values show that the oxygen interatomic distance is 

smaller (2.606 Å) in Model IV than for the less conjugated Model I (2.621Å). The decrease 

in the distance facilitates the hydrogen transfer reaction in the larger systems. These 

observations suggest that the backbone conjugation helps stabilize the system during the 

hydrogen-atom transfer process by reducing the charge buildup on the hydrogen atom and 

the two oxygen atoms involved in the IHT process. Previous studies have shown that the 

IHT barrier in the ground and excited states decreases linearly with respect to the oxygen-

oxygen distance13, and that more conjugated systems exhibit a lower reaction barrier.70
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Figure 7.2: Non-conjugation coefficients computed at the HF/6-31++G(d,p) and CIS/6-31++G(d,p) levels of 
theory for models I - IV in the ground state (circles) and 1ππ* excited state (squares). The plot shows that the 
systems become more core-conjugated in the excited state with respect to the ground state. Increase in core-

conjugation causes a lowering in the IHT barrier.

In the 1ππ* excited state, the IHT barrier becomes lower compared to the ground 

state. This decrease in IHT barrier, along with a strengthening of the hydrogen-bond (the 

3 9O H distance decreases, namely, the longer O-H distance becomes shorter), has been 

observed previously in other model systems including malonaldehyde.59, 71 The 

attachment/detachment electronic densities72 corresponding to the 1ππ* excitation in Model 

I are provided in Figure 7.3, where the π bonding to anti-bonding transition is very clear. 

Projected density of states plots confirm that indeed the 1ππ* excitation does not involve 

charge redistribution between the core atoms and the rest of the molecule. Therefore the 

transition state at the electronic excited state is not stabilized by a transfer of charge.

Figure 7.3: Electron attachment (top) and detachment (bottom) density plots involved in the 1ππ*transition in 
Model I. This electronic transition corresponds predominantly to a HOMO-LUMO excitation. As expected, 

the electronic excitation energy is lower in the larger systems. This excitation energy decreases from 4.70 eV in 
Model I to 3.76 eV in Model IV as calculated at the CIS/6-31++G(d,p) level of theory. 



188

In order to obtain further physical insight into the nature of the IHT process and its 

dependence on conjugation, we consider, now, the generalized non-conjugation ξ coefficient 

as described in the previous section. A smaller value of ξ represents a more conjugated core 

system. As expected, we observe that the conjugation of the system increases in the ground 

state with an increase in the size of the backbone. This is shown in Table 7.2 and Figure 7.2

where ξ =0.135Å and 0.123 Å for models I and IV respectively. Moreover, when the 

difference between the two oxygen-carbon bond lengths (C1-O4 and C2-O3) is considered, a 

decrease from 0.0836 Å in Model I to 0.0808 Å in Model IV is observed.  This change 

therefore emphasizes the connection between higher core conjugation and lower ground 

state IHT barrier. Assuming that conjugation indeed stabilizes the transition state, the 

decrease in the ground state IHT barrier in larger systems is explained by the decrease in the 

non-conjugation coefficient along with the equalization of the carbon-oxygen bond lengths. 

We now turn to analyze the non-conjugation parameter at the electronic excited state. 

An important observation is that the overall conjugation of the system is larger in the 
1ππ* excited state compared to the ground state. For example, in Model I the non-

conjugation coefficient in the ground state (ξ) equals 0.135 Å, and in the excited state ξ 

=0.046 Å, indicating the increase in the core-conjugation in the excited state. This is related 

to the decrease in reaction energy barrier upon excitation.

Figure 7.4: Molecular structure of o-hydroxybenzaldehyde (oHBA) in its enol and transition state (TS) 
configurations.

A related geometrical feature is revealed when the C1-O4 and C2-O3 distances are 

considered. The difference between these two distances decreases from 0.097 Å in the 

ground state to 0.057 Å in the excited state. Most importantly, the non core-conjugation 

coefficients become larger for the larger systems in the excited state. This suggests that the 

larger systems, which are more conjugated in the ground state, become less core-conjugated 
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than the smaller systems upon 1ππ* excitation. Thus the reaction barrier for smaller systems 

is lower compared to larger systems in the excited state.

Table 7.3: Distances (R, in Å) and angles (A, in degrees) for Models I and IV calculated with the HF/6-
31++G(d,p) method in the ground state, S0, and CIS/6-31++G(d,p) method in the excited 1ππ* state.

S0 I(enol, TS) ππ* I(enol, TS) S0 IV(enol, TS) ππ* IV(enol, TS)

R(O4-H9) 0.959, 1.185 0.976, 1.195 0.961, 1.184 0.966, 1.187

R(O3-H9) 1.795, 1.185 1.683, 1.195 1.769, 1.184 1.727, 1.187

R(O3-O4) 2.621, 2.320 2.559, 2.342 2.606, 2.321 2.587, 2.333

R(C1-C5) 1.355, 1.401 1.447, 1.440 1.358, 1.401 1.402, 1.417

R(C5-C2) 1.454, 1.401 1.434, 1.440 1.452, 1.401 1.433, 1.417

R(C1-O4) 1.316, 1.265 1.305, 1.227 1.318, 1.270 1.325, 1.285

R(C2-O3) 1.219, 1.265 1.248, 1.227 1.224, 1.270 1.242, 1.285

A(C1O4H9) 109.3, 103.2 108.7, 103.8 108.8, 103.1 108.3, 103.2

A(C1C5C2) 121.8, 116.8 122.3, 118.5 121.9, 117.2 122.2, 118.4

We now focus on the relation of backbone-conjugation to the proton-transfer 

process, especially at the excited state level. In a previous study, in a model where an 

aromatic ring is directly part of the IHT core (Figure 7.4) a decrease in IHT barrier upon 

excitation is associated with a decrease in the aromaticity of the considered molecule.13 We 

note that this is consistent with our observations above where an increase in the conjugated 

backbone leads to an increase of the reaction barrier at the excited state, while we find that the 

backbone-conjugation in our models is changing only slightly.  In this regard, we have first 

examined the aromaticity in oHBA molecule using the same computational tools as 

described above and have confirmed the decrease in the aromaticity of the benzene ring in 

the transition state oHBA(TS) compared to the enol form. We found that the non-

aromaticity parameter corresponding to the coupled benzene ring bonds increases from 

ξbenzene=0.029 Å in the enol form to 0.075 Å in the transition state confirming the decrease in 

aromaticity at the excited state.  We comment that these are bigger changes than observed 

on the backbone-conjugation of the model systems considered in our study above.  

However, more importantly, we find that also for this system as in the above considered models systems 

the core-conjugation actually increases in the transition state with respect to the enol form (ξ =0.063 Å in 

enol reduces to 0.034 Å in the TS). We have also analyzed the oHBA geometries reported in 
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the study by Aquino et al. 14 where the time-dependent DFT method was employed, and 

observe that in the 1ππ* state, the core conjugation increases with respect to the ground state. 

Previous spectroscopic studies suggest that indeed an increase in conjugation leads to a 

lower IHT barrier in oHBA.73

7.3 Intermolecular Double H-atom Transfer: Computational 

Methods and Models

In order to investigate the effects of extended conjugation on hydrogen-atom 

transfer reactions we constructed a set of model systems starting with 7-azaindole dimer and 

then varying the conjugation by adding aromatic rings in two different positions as shown in 

Figure 7.5. The models were chosen to test the energetics of hydrogen-transfer with regard 

to the size of the coupled aromatic system as well as the position of the added rings.  

Figure 7.5: Molecular structures of the five model systems in their normal base pair (BP) configurations. The 
atom numbering indicated in Model I (7-azaindole C2h dimer) is the used for all models.

In all the systems detailed below the two sites are only coupled by hydrogen bonding 

interactions.  The change in proton-transfer energy due to the varied conjugation is 

discussed in detail below. Structure optimizations and harmonic frequency analyzes in the 
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Figure 7.6: Tautomerization energies for our model systems in the ground (circles) and excited (squares) 
electronic states. The plot shows a similar trend in the ground and excited states (i.e. addition of a ring in the B

position raises the energy required for tautomerization. Dashed lines serve only to guide the eye and do not 
indicate continuity.

ground state were performed using spin-restricted Hartree-Fock theory with the 6-31G(d) 

Pople basis set. Excited-state geometries were optimized starting from the corresponding 

ground-state geometries using the configuration interaction single-excitations (CIS) method65

with the corresponding Hartree-Fock reference ground state. We note that the use of 

optimized structures at the DFT level and the extension of the basis set to use polarizing 

basis function (6-31++G(d,p)) have not changed significantly the energetic differences as 

reported below. For example, upon using the larger basis-set the ground state 

tautomerization energies only decreased by 3-6 kJ/mol, which is much smaller than the 

observed energy differences between the different models. Therefore, our analysis of the 

energetic trends due to the extended conjugation remains unaffected by the addition of 

polarization functions. Additionally, density functional theory [B3LYP/6-31++G(d,p)] yields 

similar ground-state results. Although the DFT energy differences are about 60% smaller 

than Hartree-Fock, the observed trends remain unchanged. The trends in excited-state 

energies are also reproduced by computing the vertical excitations via time-dependent DFT 

with the corresponding ground-state geometries.  All geometries were optimized in the 

lowest singlet excited state corresponding to a 1ππ* excitation. This particular state was 

chosen as it is the lowest state that leads to tautomerization in 7-azaindole. This excitation 

predominantly involves the highest occupied and lowest unoccupied molecular orbitals in all 
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the considered model systems.  Equilibrium structures exhibit no imaginary frequencies, 

indicating true minima in the potential energy surface. All computations were performed 

using the Q-Chem 3.1 package of programs.66

Table 7.4: Ground and excited state total electronic energies (TE) in atomic units, zero point vibrational 
energies (ZPVE) in atomic units, and corresponding energy differences (ΔE) between base-pair (BP) and 

tautomer (TAU)  in kJ mol-1 calculated at the HF/6-31G(d) and CIS/6-31G(d) levels of theory. These data are 
shown graphically in Figure 7.6

Ground Excited

Model TE ZPVE ΔE TE ZPVE ΔE

I [BP] -754.956 251 5 0.256 631 93 -754.756 422 5 0.251 926 02

I [TAU] -754.920 328 7 0.257 223 15 95.9 -754.763 107 5 0.251 750 73 -18.0

IIA [BP] -1 060.262 20 0.356 311 68 -1 060.088 501 0.352 471 1

IIA [TAU] -1 060.236 1 0 0.356 998 52 70.1 -1 060.094 403 0.354 007 33 -11.5

IIIA [BP] -1 365.545 833 0.456 102 98 -1 365.401 814 0.452 263 99

IIIA [TAU] -1 365.528 804 0.456 816 91 45.6 -1 365.397 992 0.454 110 98 14.9

IIB [BP] -1 060.262 165 0.357 271 02 -1 060.088 479 0.352 649 58

IIB [TAU] -1 060.211 962 0.357 325 21 131.9 -1 060.059 358 0.353 063 92 77.5

IIIB [BP] -1 365.551 406 0.457 277 46 -1 365.404 84 0 0.453 282 3

IIIB [TAU] -1 365.494 837 0.457 022 48 147.8 -1 365.367 135 0.453 298 24 99.0

The degree of conjugation was measured by computing a generalized

non-conjugation index ξ which is defined as the difference in length between longest 

and shortest pyridinic C-N bonds. A small value of ξ corresponds to a conjugated system 

whereas a large value represents a system with alternating single and double bonds 

corresponding to a specific resonance structure. We note that we analyze the dimer 

interactions at the different structural minima of the different models by following the N-H 

bond lengths and by population analysis of the different models. As discussed above, 

however, the reaction mechanism is complex and may involve additional structural features 

beyond the evolving distances of the transferred proton between the two nitrogen sites.  To 

ensure that the observed changes in tautomerization energy are due to orbital delocalization 

and not simple constraints in the carbon-carbon bond lengths imposed by the added rings, 

we artificially constrained the bonds C8-C9,C15-C16 and C7-C8,C14-C15 in Model I to the 

equilibrium ground- and excited-state carbon-carbon bond lengths in the benzene molecule. 
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No appreciable changes in tautomerization energies were observed, confirming that the 

differences in energy observed in our models are a consequence of the changes in electronic 

structure imposed by the extended conjugation of the system.

7.4 Intermolecular Double H-atom Transfer: Results and 

Discussion

As shown in Table 7.4, ground state tautomerization is highly endothermic in all 

models, ranging from 45.6 kJ mol-1 in Model IIIA to 147.9 6 kJ mol-1 in Model IIIB, while 

excited state energies range from -18.0 6 kJ mol-1 in Model I to 99.0 kJ mol-1 in Model IIIB. 

These results show that the thermodynamics of tautomerization are highly sensitive to the 

extended conjugation of the system and that model molecules may not accurately capture the 

reaction energetics observed in larger systems. The results also indicate that the position of 

the added rings has a significant effect on the relative tautomerization energies in the ground 

and excited states. Naturally, a decrease in the energy required for tautomerization can be 

accomplished by either destabilization of the base pair or stabilization of the tautomer. Bond 

length and Mulliken charge analyzes, as detailed below, indicate that the energy differences 

are mainly due to changes in the electronic structure of the tautomers. We will now discuss 

these effects in detail pertaining to both the ground and excited electronic states.

Ground State

The calculated tautomerization energies of the different models at the ground and excited 

states are provided in Table 7.4 and Figure 7.6. It is shown that the addition of a ring in 

position A lowers the energy required for tautomerization by 26 kJ mol-1 while a ring 

addition in position B increases this energy by 360 kJ mol-1 relative to 7-azaindole. Adding a 

second ring in either position A further follows the corresponding trend of the 

tautomerization.
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Figure 7.7: N-H Bond lengths for our model systems in the ground state. Lengths corresponding to the base 
pair are shown on the left plot and the tautomer lengths are shown on the right. Small changes in N-H bond 
length are observed in the base-pairs, these changes become larger in the tautomer conformations. Note the 

difference in the ordinate scales.

Figure 7.8: Ground and excited-state non-conjugation coefficients (ξ) corresponding to the four models in the 
base pair (circles) and tautomer (squares) conformations. In the ground state, the coefficient in the base-pairs is 

similar regardless of the position of the added rings while larger deviations are observed in the tautomers. 
Electronic excitation decreases the conjugation of 7-azaindole; an increase in conjugation for the excited-state 

is seen in the larger models.

An N-H bond analysis (Figure 7.7) indicates that a ring added in position A tends to 

stabilize the tautomer but does not have a large effect on the stability of the base pair. The 

N-H bond lengths remain relatively constant in the base-pair, indicated by a standard 

deviation of 7.7×10-4 Å (Models I-III), the same analysis in the tautomeric conformations 

shows a standard deviation of 1.5 ×10-2 Å indicating a larger change in N-H bond strength. 

The same analysis for bond lengths (N2-H4, N5-H3) shows that these bonds are little affected 

by conjugation in the base pair but exhibit larger variations in the tautomer forms. 
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Therefore, energy differences are mainly due to stabilization of the tautomer relative to the 

base pair. Furthermore, Figure 7.7 shows that attaching a ring in position A  lengthens the 

N-H bonds in the base pair and shortens them in the tautomer.  The addition of a ring in 

this position slightly destabilizes the base pair while stabilizing the tautomer. These 

observations are also evident in the ground state energy trends (Figure 7.6). Although the 

tautomerization energy changes are about equal in magnitude for Models IIA-IIIA and IIB-

IIIB relative to 7-azaindole, the change in bond length is more pronounced in the case of 

models of the B type. It is important to note that the observed changes in bond lengths in 

systems with different attached conjugation are relatively small overall, but the effect on the 

energetics of tautomerization is large. This indicates that the position of the added 

conjugation has large effects on the overall electronic structure of the system whereas the 

N-H bond lengths are relatively insensitive.

Figure 7.9: Bond lengths corresponding to the four C-N bonds, N1-C20, N1-C18, N2-C18, N2-C14, for the model 
systems in the ground state. Large deviations are observed in the base-pair and tautomer conformation. The 

bond-length structure in Model I is more closely matched by Model IIA.

Further insight into the tautomerization process can be obtained by separating the 

reaction into dimerization (i.e. hydrogen-bonding) and hydrogen transfer steps. These 

separate energies are obtained from computing the total energy of each monomer in the 

normal “base-pair” and “tautomer” conformations and comparing the energies of the 

monomers to those of the dimers. The results reveal that dimerization energy plays an 

important role in determining the thermodynamics of the reaction. As expected, dimer 

formation is more favored in the tautomeric conformation than in the base-pair, thus 

subtracting from the overall endothermicity of the reaction in the ground state. These results 
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are in agreement with the previous observations:  lower tautomerization energy, achieved 

mainly by stabilizing the product, shows stronger N-H bonds in the tautomer conformation, 

which also correlates to lower dimerization energy and weaker intermolecular hydrogen 

bonds.

We now analyze the conjugation at the core of the hydrogen transfer reaction as 

measured by the non-conjugation coefficient. The corresponding coefficients are provided in 

Figure 7.8 for both the base-pair and tautomer forms in the A and B models.  The addition 

of extra rings decreases the conjugation in the ground state with the base-pairs showing a 

similar coefficient, regardless of the added ring position, and the tautomers showing a more 

pronounced difference. It is observed that the A models exhibit a larger degree of 

conjugation than the B models in their respective tautomer configurations.  It may be argued 

that the increased conjugation lowers the tautomerization energy by stabilizing the tautomers 

due to delocalization effects. However, since all larger models exhibit higher conjugation 

with respect to model I, the addition of extra rings enhances a specific resonance structure 

resulting in more complex effects that compete with the localization that dominates the 

smaller system.

Figure 7.10: Mean Mulliken charge population on (a) N2 and N5, and (b) the main reaction center, 
(N1,C18,N2,H4) for the tautomeric configurations. Similar trends are observed in the base-pair conformations 

(not shown).

The localization effect, due to the addition of extra rings, can be concisely described 

by considering a detailed bond length analysis provided in Figure 7.9. Two different 

resonance structures are selected by the addition of a ring in the A or B position. The 

position of the added ring enhances the structure corresponding to having a double bond 

where the ring is attached. Because the most stable resonance structure of models IIA and 



197

IIIA more closely matches that of 7-azaindole, tautomerization energy is lower for these two 

models. In contrast, models IIB and IIIB enhance the “wrong” resonance structure, and 

thus tautomerization energy becomes higher for these molecules.

Mulliken charge population analyzes (Figure 7.10) reveal that, in the tautomer 

conformation, models IIA, IIIA lead to a larger negative charge on the reaction center. A 

ring attached to the A position increases the ability for charge delocalization, which reduces 

the buildup of charge on N2 and N5, thus stabilizing the tautomer conformation partially by 

strengthening the N2-H4 and N5-H1 bonds.

To further highlight the difference in the schemes for adding a ring on delocalization 

of charge, we consider several simplified model molecules. These simplified systems, 

illustrated in Figure 7.11, represent monomers I, IIA, and IIB in the tautomeric 

configuration with the five-membered pyrrole ring removed. The reduced models exhibit the 

same behavior as the larger systems. Namely, the rings added in scheme A couple more 

efficiently to the central N atom, delocalizing the positive charge on the nitrogen atom more 

effectively and thus strengthening the N-H bond. Rings added through scheme B are 

however, less effective in their coupling to the core and a dominating resonance structure 

with the similar charge as the basic model i is maintained.

Excited State

The nature of the lowest singlet excitation in 7-azaindole, 1ππ*, has been previously 

analyzed in detail.44, 46 Briefly, the excitation is localized in one of the moieties and involves 

breaking of the C2h symmetry of the dimer, lowering it to a corresponding Cs point group. 

Bond lengths remain near their ground state values in the unit that does not participate in 

the excitation, but vary greatly in the unit where the HOMO and LUMO orbitals are 

localized. Our results indicate that the addition of extra rings does not change the 

fundamental nature of this excitation. Figure 7.12 shows the frontier orbitals in models I, II

in their respective base-pair conformations computed at the excited state geometries. 

Vertical excitation energies decrease from 5.0 eV in model I, to 3.6 eV in models IIIA and 

IIIB in the base-pair configuration. Interestingly, there are no appreciable changes in 

excitation energy with respect to the position of the added rings. Tautomerization also 
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lowers the excitation energy, decreasing from 5.0 eV to 3.7 eV in model I, and from 3.6 eV 

to 3.0 eV in model IIIA.

Figure 7.11: Models i, iiA, iiB, representing the addition of rings in positions A and B in the tautomeric 
conformations. The figure includes Mulliken charges on the nitrogen atoms. These models were studied in the 

ground state (singlet, positive charge), at the level of theory described in the methods section. In this 
configuration a formal positive charge can be assigned to the nitrogen atom.

Excited-state hydrogen-atom transfer is exothermic only in models I and IIA, and 

highly endothermic for models IIB and IIIB (Table 7.4). Unlike the ground state, the effect 

of the added ring on the excited energy levels in to increase the endothermic nature of the 

reaction. However, the overall energy trend observed in the ground state, namely, that 

models IIA and IIIA exhibit lower tautomerization energy than models IIB and IIIB, is 

preserved in the excited state as well. This indicates that the effect of coupled conjugation is 

similar in both ground and excited states. N-H bond length analyzes (not shown) also 

confirm the observed trends in the excited state. Additionally, the Mulliken charge trends 

observed in the ground state (Figure 7.10) are preserved in the excited state. 

The differences in tautomerization energies can be understood in terms of the 

conjugation effects induced by the extra rings. Figure 7.8 shows that the trends in 

conjugation are reversed in the excited state. Larger systems exhibit lower non-conjugation. 

Previous studies74 have shown that in the ground-state higher conjugation decreases the 

barrier for hydrogen transfer whereas the opposite trend is observed in the excited state, 

lower conjugation shows a smaller barrier. The same behavior is observed for the reaction 

described here. At the excited state, model I, which is the least conjugated exhibits the 

lowest tautomerization energy.  The assumption that excited-state hydrogen-transfer 

reactions are indeed stabilized by lower conjugation correctly predicts that the least 

conjugated system, (Model I) should exhibit the lowest tautomerization energy in the excited 
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state (Table 7.4). In addition, it is observed that the tautomerization energies in models A are 

overall lower than models B which is evidence that, analogous to the ground state, a lower 

energy resonance structure is enhanced by the addition of rings in the A position.

Figure 7.12: HOMO and LUMO orbitals involved in the 1ππ*transitions in models I, IIIA, and IIIB in the 
base-pair conformation showing a large increase in electron density on N2 and N5 upon excitation. The 

corresponding orbitals in the tautomeric configuration (not shown) exhibit no qualitative difference.

7.5 Conclusion and Summary

The intramolecular hydrogen transfer barriers for various model molecules have 

been determined using Hartree-Fock and CIS methods. The results show that in the ground 

state the hydrogen transfer barrier is lower for larger systems.  At the ground state, the 

backbone conjugation helps lower the IHT barrier by stabilizing the transition state.  

However, this trend is reversed in the 1ππ* excited state where the barrier increases with the 

increase of the conjugated backbone.  The 1ππ* excitation clearly is not associated with a 

redistribution of charge in the molecule. We observe, rather, that upon excitation the core-

conjugation increases and therefore the transition state is further stabilized leading to a 

lowered overall reaction barrier. We find, however, that the increase of the core-conjugation 

at the excited state is reduced with a larger coupled backbone. This results with an increase 
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of the reaction barrier with the larger backbone at the excited state level.  We finally note 

that although the extent of the conjugation and reaction barrier trends across the different 

considered models are relatively small, they offer a great deal of physical insight into the 

nature of the hydrogen-atom transfer process.

The second study on intermolecular double-hydrogen atoms transfer demonstrates 

that by modifying the resonance structure of 7-azaindole a large effect on the energy 

required for tautomerization is observed in the ground and 1ππ* excited electronic states. 

Furthermore, the conjugation effect is highly dependent on the structural aspects of coupling 

the extended conjugated system to the core region.  We show that the additional rings in 

positions A or B lead to qualitatively different tautomerization energies.  This different effect 

on the conjugation of the system can be understood as reflecting stabilizing of different 

resonance structures. These effects are noted in N-H bond lengths, dimerization energies, 

C-N bond analysis, and Mulliken charges near the reaction center.  

We find that electronic excitation causes an increase in acidity at the pyrrolic site and 

corresponding increase in basicity at the pyridinic site, clearly explaining the observed 

decrease in tautomerization energy relative to the ground state in all our model systems. This 

is in agreement to previous studies by Catalan.75 At the ground state, the trends of the 

tautomerization energies are opposite with respect to adding the conjugation in the two 

positions.  The reaction becomes less endothemic with the increase the coupled conjugation 

along position A and more endothermic for site B. At the excited state, this dependence is 

still overall noted, however, with additional aspects due to nature of the excited state.  It is 

show that for both series (A and B) the reaction becomes more endothermic at the excited 

state level upon extending the conjugation.

Most importantly, our calculations demonstrate that the effect of conjugation can 

inhibit the hydrogen transfer reaction both at the ground and excited states. In all the 

considered models the geometrical features of the reaction core remain very similar 

indicating that the energetic effects are purely due to electronic conjugation effects. This 

effect can be exploited by experimentalists aiming to decouple excitations from hydrogen-

atom transfer processes in DNA analogs and yields new insight into the mechanism of these 

reactions. Additionally, it may be possible to control the tautomerization energy and the 
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respective reaction barriers by constructing systems with specific resonance structures and 

by employing mixed base-pairs where the conjugation of each base is different.
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Chapter 8

Conclusions

8.1 Key Results

The experiments presented in the previous chapters have followed along two central 

themes: 1. Exploring the solute-solvent relationship from a solute-centric standpoint with 

particular attention to the role of the solvent in determining dynamics of the solute 

(Chapters 2, 3, 7). 2. Understanding chemical dynamics from the solvent’s perspective by 

measuring the response of the nearby solvent to an electronic redistribution within the solute 

(Chapter 4). Experimentally, it is very challenging to address the solvent molecules that 

influence a chemical reaction, and often solvation dynamics are inferred by their effect on 

the solute dynamics.1-3 However, in many cases overlooking the solvent provides an 

incomplete view of a chemical reaction,2, 4 particularly in electron-transfer reactions where 

the solvent reorganization not only determines the reaction rate, but essentially defines the 

reaction coordinate.5-7

The experiments presented in this work emphasize the capability of ultrafast infrared

spectroscopy to resolve complex structure-dynamics relationships in the liquid phase, where 

the solute modes act as reporters of the solvent dynamics and vice versa. In this last chapter 

we summarize and discuss the main findings and provide further, discussion of a few 

selected results.
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Figure 8.1: Conceptual illustration of molybdenum tricarbonyl radicals reacting inside an ethyl acetate cage.

Polar or ionic species in polar solvents are a typical example of strong system-solvent 

coupling where, as a result of strong electrostatic forces, solute molecules are to some extent 

slaved to the solvent motions.1 However in this work we have shown that for (CpMo(CO)3)

radicals in a polar solvent (ethyl acetate) the geminate recombination timescales and reaction 

channels remain unaffected by the solvent. Similar recombination rates were measured in 

non-polar solvents (n-hexane, squalane). We believe that this is a special case where the 

(CpMo(CO)3) radical pairs form a solvent-cage in which the radical-radical interactions 

dominate over the radical-solvent interactions(see Figure 8.1). Although the recombination 

rate is unaffected by the solvent, the cage-escape rate is dependent on the viscosity but 

remains largely insensitive to the solvent polarity.  This is consistent with the idea that in 

order to escape the cage, the solute molecules must physically displace the solvent. Though 

we’ve been able to successfully compute the potential energy surface along the reaction path, 

there is still much to be learned from this particular reaction; mechanistically, it is not clear 

what type of interactions lead to the cage-escape versus recombination pathways. The role of 

the solvent polarity, if any, still remains an open question. 

In Chapter 4 we presented a novel ultrafast experimental technique—Vibrational-

Stark effect (VSE) spectroscopy—which offers a direct view of solvation dynamics by 

measuring the projection of the solute electric field onto the vibrational modes of the nearby 

solvent modes (see Figure 8.2). Next we discuss some possible applications for this novel 

technique.

In principle, if the solvent molecules remain rigid with respect to the solute and their 

positions are well determined, the solvent frequencies may be used as ‘electrostatic sensors’. 

By measuring the Stark shifts at various points, the charge redistribution at the chromophore 
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may be reconstructed. Stark shifts, which remain small compared to the inhomogeneous 

distribution of frequencies, and the large optical density mismatch between the 

chromophore and bulk solvent make this new technique experimentally demanding. If the 

exact nature of the charge-transfer reaction is known, it may be possible to directly correlate 

spectroscopic changes of the chromophore with the motions of the solvent molecules within 

the first solvation shell. We believe that by directly measuring the solvent nonequilibrium 

dynamics, VSE spectroscopy in combination with traditional ultrafast methods that measure 

equilibrium dynamics of the solvent (e.g. 2DIR spectral-diffusion spectroscopy), has the 

potential to directly test fundamental assumptions in chemical dynamics, such as linear 

response theory.  

Figure 8.2: Illustration betaine-30 and sodium thiocyanate (yellow). The surface surrounding the molecule 
represents the solvent-accessible surface of betaine-30, the color map corresponds to the predicted Stark shifts 

of the CN stretch in sodium thiocyanate at different points near the surface of betaine-30.

Stark tuning rates are easily determined experimentally8-10 or computed from 

electronic structure theory.11 Electronic transition-dipoles and electron density 

redistributions associated with charge-transfer reactions can be computed to reasonable 

accuracy with electronic structure methods.12 Therefore, to model a VSE spectrum, the only 

remaining unknowns are the positions of the solvent molecules around a chromophore. If 

the positions can be determined, VSE spectroscopy may be used to calibrate and refine 

empirical models of intermolecular interactions embedded within molecular dynamics force 

fields. In addition, since VSE experiments probe inherently nonequilibrium dynamics, MD

simulations in these highly nonequilibrium regimes can be tested by comparing experiment 
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and theory. The experiments should prove useful as most force fields are developed to 

reproduce equilibrium properties, and there is relatively little experimental data on ultrafast 

nonequilibrium processes.

Measuring the dynamic Stark spectra of residues near reaction centers in photoactive 

proteins may provide a view of the structural changes a protein undergoes upon 

photoexcitation as well as the electrostatic changes near a chromophore. Equilibrium Stark

measurements of a nitrile vibrational probe inside a protein have been successful at 

measuring the strengths of electric fields inside the protein;8 these electrostatic interactions 

are considered essential to protein structure and function (e.g. catalysis, ligand recognition, 

etc.). Since many bioactive compounds contain conjugated moieties, it may be possible to 

study protein-ligand interactions by exciting electronic transitions within the ligand and 

monitoring the Stark response of the natural amino-acids, or artificial vibrational probes,

within the binding pocket.

Chapter 6 explored the role of the solvent in determining coherence-coherence and 

coherence-population transfer rates. The model, which is based on a Markovian quantum-

master equation, provides an atomistic view of the solvent dynamics through its distinct 

signatures on multidimensional spectra; for example, coherence-transfer rates between two 

modes are accelerated when the solvent-induced forces along the same modes are correlated. 

In a large system with highly-delocalized modes, such as Mn2(CO)10 , each mode can serve as 

a delocalized probe of the low-frequency solvent motions around the molecule. To obtain a 

more localized model, the normal modes can be decomposed into linear combinations of 

local modes. In addition to reproducing the experimentally observed dual-frequency 

oscillations of the cross-peaks, the model predicts that coherence-coherence coupling leads 

to oscillations of the diagonal peaks in the spectrum. This is significant since oscillations of 

diagonal peaks in electronic spectra have been attributed to coherence-population coupling 

(so-called quantum entanglement).13, 14

8.2 Vibrational Spectroscopy is Sensitive to Molecular 

Structure
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One issue worth discussing in further detail is the structure-sensitivity of infrared 

spectroscopy in comparison to electronic spectroscopy. The high sensitivity of electronic 

energy levels towards the solvent environment is the main origin of the broad spectral lines 

that characterize UV/Visible absorption spectra.15 These broad absorptions facilitate the 

study of solute-solvent interactions (spectral diffusion, etc.) while at the same time obscure 

structural changes that occur within the chromophore.  Electronic absorption only offers 

indirect information on the nuclear motions of the solute. Recent developments in three-

pulse echo peak shift16 and two-dimensional electronic spectroscopy17 enable more detailed 

measurements of electronic spectra, but they too infer the solvent motions indirectly 

through its effect on the electronic resonances.18

In our study of the geminate recombination of (CpMo(CO)3)2 we have observed a 

rebinding rate of 31.6 ps whereas transient visible absorption measurements of the same 

process have reported a recombination rate of 5.6 ps,19 which we have confirmed through 

our own transient visible absorption measurements. Though it is clear that further 

investigation is needed to resolve the observed discrepancies, we believe that the central 

issue is that, while electronic states are sensitive to molecular changes, electronic transition 

frequencies in the condensed phase are less well-defined than vibrational ones and structural 

rearrangements may not always be accurately reflected in the electronic resonances. To 

illustrate this point consider the following two examples from this work: The first example is 

the charge-transfer dye betaine-30 (Chapter 4). The absorption maximum is highly 

dependent on the polarity of the solvent, yet the structure of the molecule remains 

reasonably rigid in the different solvents.20 The second example is (CpMo(CO)3)2, where the 

trans and gauche conformations cannot be distinguished in the electronic absorption spectrum 

even though there are marked structural changes between the two conformations (Chapter 

3). These results suggest that one must remain cautious when drawing structural conclusions 

from electronic absorption spectra. 

Broad and featureless lineshapes are also observed in highly disordered vibrational 

systems such as proteins and peptides.21 However recent advances in modeling methods are 

used to extract structural information from these lineshapes.22 Central to these models is the 

fact that vibrational energies and couplings are well-defined and can be accurately computed 

from electronic-structure theory or from simple coupling schemes.23 Moreover, vibrational 
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modes can be isolated by isotopic labeling, where as there is no such equivalent in electronic 

spectroscopy. In contrast to vibrational couplings, electronic-couplings are highly dependent 

on the overall configuration of the atoms within a molecule. Simplified models such as those 

based on orbital overlaps are sometimes inadequate. Electronic couplings are mediated by 

the large-amplitude, low-frequency vibrational modes in the molecule, and change 

significantly even in slightly different conformations.24

8.3 Concluding Remarks

Over the last two decades, ultrafast spectroscopy has been a key technique for 

investigating the dynamics of numerous systems and molecular processes, which are now 

beginning to be understood.25 However the bulk of the experiments have presented a solute-

centric view of the dynamics. A prime example of this is dynamic Stokes-shift fluorescence 

spectroscopy, where the effect of solvation dynamics is inferred by measuring the 

fluorescence wavelengths following excitation of the chromophore is a series of solvents.26, 27

New experimental and theoretical techniques are needed to understand the complex 

relationship between solute and solvent. Investigating the joint dynamics between a 

chromophore and its solvent remains challenging, nonetheless novel techniques such as 

vibrational Stark-effect spectroscopy are starting to shed light on this class of problems. We 

also believe that techniques capable of probing the joint dynamics between a molecule and 

its first solvation shell such as, two-color 2DIR spectroscopy or ultrabroadband-2DIR 

spectroscopy will offer a new comprehensive view of chemical dynamics.

Ultrafast multidimensional spectroscopy is far from being a mature field. In fact new 

techniques and experimental designs are continually being developed. Much progress 

remains to be made in terms of novel experimental designs and theoretical treatments. 

Recent structure-frequency maps have greatly empowered 2DIR spectroscopy.23, 28-32 It is 

now possible to obtain a molecular-view of protein folding with isotope-edited 2DIR 

combined with molecular dynamics simulations. These maps, however, have only been 

applied to isolated modes or weakly-coupled excitonic systems. It would be very useful to 

develop analogs for highly coupled oscillators (such as the carbonyl stretching modes of 

Mn2(CO)10) where the frequency-frequency cross-correlations between modes may be used 

to extract information on the delocalized low-frequency fluctuations of the bath. 
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Finally, multidimensional spectroscopy can have a broader impact in the field of

biophysical chemistry. Much of what is known in this field has come from NMR studies, but 

NMR spectroscopy cannot reach the subpicosecond timescale of equilibrium fluctuations

and cannot probe non-equilibrium light-triggered reactions.33 Models and interpretations are 

often based on static views of proteins. Through recent developments in structure-frequency 

maps for amide-I vibrations,22, 23 massively-distributed molecular dynamics simulations,34 and 

Markov chain models,35 it is now becoming possible to measure dynamic properties such as 

protein folding and denaturation with atomistic resolution over several timescales.36-38 Future 

applications of multidimensional spectroscopy may include measuring protein secondary and 

tertiary structure, folding pathways, and timescales, ligand recognition and binding, and the 

ultrafast interactions between a protein and its hydration shell, including the complex, 

dynamic role of water in protein folding, structure, and function.
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