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Chapter 1 

Introduction 

 

1.1. Overview 

The first description of the electrical excitability of the human cortex was reported by 

Bartholow in 18741. Since then electrical stimulation of the cortex has been a tool used 

extensively in experimental neuroscience to elicit neuronal or behavioral responses in a 

large variety of experiments2-4. One of the major focuses has been in neurologic injury 

and recovery5-6. Cortical stimulation techniques can provide insight into the physiological 

mechanisms of cortical functionality and are under investigation as a possible auxiliary 

intervention to modulate cortical excitability and enhance training effects7. Although a 

wide range of electrical stimulation parameters have been successfully used for a number 

of neuroprosthetics and neurorehabilitation applications, the effect of these parameters on 

the affected brain region is still unknown. Because the cortex and the surrounding 

anatomy have irregular geometries and inhomogeneous and anisotropic electrical 

properties, the distribution of electric field and current density generated during cortical 

stimulation cannot be easily predicted. It is also unclear how the distribution of the 

electric field and current affect the different neuronal elements in the cortex, because 

cortical neurons vary in shape, size, location, and orientation. The purpose of this 

dissertation is to investigate the effects of cortical stimulation on various modalities of 
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brain signals such as spiking activity, local field potentials (LFP) and electrocorticograms 

(ECoG) and their contributions to the future neuroprosthetic and neurorehabilitation 

techniques. The findings of these studies will help to understand and interpret the 

underlying mechanisms of stimulation effects. 

 

1.2. Cortical Stimulation Methods 

At present there are non-invasive and invasive methods for cortical stimulation applicable 

in settings of experimental procedures that modulate the level of cortical excitability. 

Transcranial Magnetic Stimulation (TMS) and more recently Transcranial direct current 

stimulation (tDCS) are two approaches that allow noninvasive and painless central 

nervous system (CNS) stimulation in living and awake humans 7. TMS uses a rapidly 

changing magnetic field to elicit electric currents running parallel to the cortical surface 

via electromagnetic induction (Figure 1.1a). It is delivered in the form of single, paired 

and repetitive pulses, each of which can be applied for different experimental purposes7. 

tDCS is a non-invasive non-painful technique that modulates cortical excitability and 

aspects of behavior by applying prolonged, low-intensity electric current over the scalp3 ( 

Figure 1.1b). It has been shown that transcranial current application can induce an 

intracerebral current flow sufficiently large to achieve changes in cortical excitability. 

Thus, tDCS can be applied to humans non-invasively and painlessly to induce focal, 

lasting but reversible shifts of cortical excitability. The duration and direction of shifts of 

excitability depends on stimulus duration, strength and polarity8.   
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Figure 1.1: Non-invasive cortical stimulation methods. a) The basic principle of transcranial magnetic 
stimulation showing a time-varying pulse of current in an external coil causing inducing currents in the 
brain. b) Transcranial direct current stimulation setup and montage. The setup using a mobile battery-
operated direct current stimulator connected with 2 electrodes. One electrode (active) is positioned over C3 
(corresponding to the precentral gyrus), and the reference electrode is positioned over the contralateral 
supraorbital region8. 

 

Figure 1.2. a) Surface electrode b) Cortical stimulation investigational device delivering targeted electrical 
stimulation to the outer surface of the brain (Renova™ Cortical Stimulation Device). 

Active  

Electrode 

Reference 

Electrode 

Constant Current 

Stimulator 

a b 

a b 
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Figure 1.3. Microelectrode arrays used for ICMS. a) Linear electrode array (Michigan probe). b) Utah 
array. c) Floating microelectrode array (FMA). 

 

Although the focus of cortical stimulation experiments has been on non-invasive 

techniques to date, their lack in focality and spatial resolution has led this research to 

invasive methods recently. So far two invasive techniques have been used in cortical 

stimulation experiments in animals and humans: surface stimulation and intracortical 

microscimulation (ICMS)9-18. Surface stimulation is an invasive technique which 

produces no damage to the cortical integrity9 and can be implanted suburally and 

epidurally10-12 (Figure 1.2). Subdural “grids” increase spatial resolution as compared to 

extracranial techniques and have been used to separate functionally distinct subdivision 

of cortex11-12. Instead of subdural placement, electrode grids can be implanted onto the 

dura (epidurally) which results in less focal stimulation due to greater electrode–tissue 

distance, but is less invasive with respect to cortex9. Placing electrodes into cortex 

increases spatial resolution and focality of stimulation. Intracortical microstimulation 

(ICMS) delivers small electrical fields in the immediate vicinity of neurons13,14. 

Linear15,16 and grid multielectrode arrays17,18 have been used to stimulate cortical 

architecture in ICMS to date (Figure 1.3). Needle penetration in ICMS may cause 

a b c 
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network dysfunction and slow the diffuse of stimulating current by formation of a 

nonconductive glial scar 9. Similar to non-invasive methods, the stimulation patterns 

(frequency, amplitude and pulse width) varies from different experimental purposes in 

invasive techniques9-18. 

 

1.3. Cortical Stimulation Applications 

Cortical Stimulation techniques have shown to enhance the beneficial effects of motor 

training19, visuomotor coordination20,21, implicit motor learning22, skilled finger 

movements23, probabilistic classification learning24, working memory25 and sleep-

dependent consolidation of declarative memories26 in healthy volunteers. 

These findings have led cortical stimulation techniques to move from the research 

laboratories to the clinical environments. In humans, non-invasive and invasive (epidural) 

cortical electrical stimulation combined with rehabilitative training has been widely used 

for the enhancement of recovery from stroke27-31. There is also significant evidence in the 

literature for the use of non-invasive cortical stimulation for epileptic patients32. In 

addition, both high and low frequency subdural cortical stimulation showed a suppressive 

effect on seizures in human epilepsy33-35. TMS and epidural stimulation at low intensities 

have shown to ameliorate chronic neuropathic pain36-39. Primary motor cortex stimulation 

applied to treat patients with chronic pain lead to concomitant improvement of motor 

disorders, mainly tremor, related to the underlying neurological lesion at the origin of 

pain. All these data lead to consider primary motor cortex stimulation as an alternative 

therapeutic strategy to deep brain stimulation for Parkinson’s disease40. In addition, 
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cortical stimulation studies using TMS and tDCS showed an important association 

between the modulation of the cortex activity and positive emotional processing which 

makes them good candidates for depression treatment41,42. Currently there are several 

groups working on depression treatment methods using epidural stimulations. Although 

there has been several experiments done on the therapeutic effect of cortical stimulation 

on schizophrenia, the experience is still limited and the efficacy has remained as a matter 

of debate43. In addition to the mentioned applications, a major part of cortical stimulation 

research has been focused on Electrical Stimulation Functional Mapping (ESFM)9, 44-48. 

 

1.4. Closed-loop cortical stimulation 

Although a wide range of electrical stimulation parameters have been successfully used 

for a number of neuroprosthetics applications, their employment has been in an open-

loop fashion. Open-loop refers to stimulation that is independent of brain activity at any 

particular point in time such that the dynamics of neuronal behavior are not incorporated 

in the generation of stimulation protocols49.  Unlike cardiac pacemakers that regulate a 

rhythmic heartbeat, the brain is a much more complicated dynamical system with trillions 

of neurons firing in complicated and dissynchronous patterns that require much more 

complex stimulation protocols to manipulate. In open-loop stimulation systems the 

stimulation is kept periodically on and off following preset programming, regardless of 

what the state of the brain is49. However the exact nature and timing of these cycles are 

sometimes very critical. Under normal conditions in which no pathologic state is present, 

chronically stimulated neurons could easily get fatigued under such long term activation, 



  7 

resulting in alteration of normal brain function49-51. Alternatively, constant stimulation 

could lead to an alteration in synaptic efficacy in the affected region, changing network 

characteristics in possibly a deleterious way49-52. To address such concerns, studies have 

been done to incorporate “feedback” in seizure control for epilepsy patients49, 53-56 and 

pain control57 in a number of ways using EEG signals. In general closing the loop would 

permit precisely timed stimulation with specific parameters that could adjust 

appropriately to the dynamic of the brain region of interest. Such a control protocol is the 

most flexible and it can respond to the actual brain activity in a timely fashion. But is also 

the most demanding in terms of processing ability to adapt to changing neuronal states49.  

 

1.5. Stimulation parameters 

As mentioned before, cortical stimulation has been used in a large number of 

neuroprosthetic and neurorehabilitation applications. The stimulation parameters used for 

these applications were chosen based on theoretical considerations, modeling studies or 

practical experiments. As varying the stimulation parameters such as frequency, 

amplitude and pulse shape can have significantly different effects on the affected cortical 

region, choosing the proper stimulation parameters is of high importance. It is also 

important to keep in mind that for each neuroprosthetic and neurorehabilitation 

application, specific effects on the neural population are desired.  
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1.5.1. Stimulation electrode configuration and pulse shape 

In the cortical stimulation studies, both bipolar and monopolar electrode configurations 

have been applied to the cortex58. Normally rectangular waveforms have been used for 

the current or voltage pulses employed in neural stimulators. In the rectangular pulses the 

rate of current injection is constant for the duration of the pulse. However other pulse 

shapes have been also used and proposed for neural stimulation purposes. A non-

rectangular waveform implies a non-uniform current injection rate. In neural stimulation 

applications, current pulses are preferred over voltage pulses to eliminate variations in the 

stimulation threshold as a result of the changes in the electrode–tissue impedance. For 

rectangular stimuli, the amplitude and duration together determine the stimulus strength 

and therefore the volume of activation around the tip of the electrode59. There have been 

several investigations to optimize the stimulus waveform in order to maximize the 

injected charge through the electrode interface while keeping the activation threshold at a 

minimum 59-61. It has been shown that this optimization varies as a function of the 

stimulus waveform and stimulating electrode material59.  

 
 
 
1.5.2. Stimulation pulse polarity 

Modeling studies have shown that stimulation pulse polarity have a large and distinct 

influence on the response of cortical neural elements to stimuli. It has been shown that 

while neural elements perpendicular to the electrode surface are preferentially excited by 

anodal stimulation, cathodal stimulation excites those with a direction component parallel 

to its surface (Figure 1.4). When stimulating bipolarly, the excitation of neural elements 
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parallel to the bipole axis is additionally facilitated62.  

 

 

Figure 1.4. Sites of excitation in the ‘A’ fiber and ‘E’ neurons when stimulated by the surface electrodes 
having different polarities. For each electrode configuration, only those neurons that are activated below 30 
V are shown. Often a few nodes have a similar threshold; therefore a span of excitation sites is indicated for 
each neural element62. 
 

 

1.5.3. Stimulation Frequency and amplitude 

A large number of stimulation frequencies and amplitudes have been used for cortical 

stimulation in neurorehabilitation and neuroprosthetic applications. These parameters 

varied based on the stimulation method used. For extra-cranial methods, the stimulation 

amplitude used was usually higher because the high resistance of the skull shunts most of 

the current through the scalp63. Low and high frequencies of stimulation have been used 

in these applications. Frequencies up to 250 Hz have been investigated in the 
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neurorehabilitation studies and the therapeutic effects were tracked following the 

stimulation. 

 

1.6. Dissertation Outline 

This dissertation includes three studies which are either in press, submission or 

preparation for submission to peer-review journals. The first chapter is intended to 

introduce the reader to the relevant concepts and history not explicitly covered in each of 

the three studies. The last chapter of the dissertation summarizes the findings of all three 

studies as a whole and discusses future work and preliminary results stemming directly 

from these initial studies. All studies in this dissertation are focused on electrical 

stimulation of the rat motor cortex and evaluating the effects of stimulation on the 

affected neural population. 

In chapter 2, we investigated the effects of CES on unit activity of different neuronal 

elements in layers of rat primary motor cortex after the offset of stimulation. We 

evaluated the effects of monopolar CES pulse polarity (anodic versus cathodic) using 

various stimulation frequencies and amplitudes on unit activity following stimulation. 

Neural spiking activity before the onset and after the offset of CES was modeled using 

point processes fit to capture neural spiking dynamics as a function of extrinsic stimuli 

based on generalized linear model methods. We found that neurons in lower layers have a 

higher probability of being excited following anodic CES. Conversely, neurons located in 

upper cortical layers have a higher probability of being excited following cathodic 

stimulation. The opposing effects observed following anodic vs. cathodic stimulation in 
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upper and lower layers were frequency- and amplitude-dependent. The data demonstrate 

that the post-stimulus changes in neural activity following manipulation of CES 

parameters changes according to the location (depth) of the recorded units in rat primary 

motor cortex. Chapter 2 was published in the Brain Stimulation Journal, 2011. 

The purpose of the study reported in Chapter 3 was to investigate the effects of CES on 

local field potentials (LFP) and electrocorticograms (ECoG) recorded from the rat 

primary motor cortex and correlate them with the CES effects on the simultaneously 

recorded unit activity (reported in chapter 2). We investigated these effects after the 

offset of stimulation on unit activity, LFP and ECoG in rat primary motor cortex by 

changing the stimulation pulse polarity in various frequencies and amplitudes. Time-

frequency spectral analysis was performed on LFPs and ECoGs recorded before the onset 

and after the offset of CES based on multitaper spectral analysis techniques. Our results 

showed a high temporal correlation between the effects of CES on unit activity change 

with the change in the gamma power of the simultaneous recorded LFPs. In addition the 

time-frequency analysis on ECoG data showed a high temporal correlation between the 

effects of CES on unit activity change in lower layers (V- VI) with the change in the high 

gamma power of the simultaneous recorded ECoGs. Chapter 3 is in preparation for 

submission. 

In chapter 4, we have compared two in vivo methods for identifying the placement of 

electrodes in a linear array spaced 100 µm apart based on in situ laminar analysis of (1) 

ketamine-xylazine-induced field potential oscillations in rat motor cortex and (2) 

intracortical electrical stimulation-induced movement threshold. The first method is 

based on finding the polarity reversal in laminar oscillations which is reported to appear 
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at the transition between layer IV/V in laminar “high voltage spindles” of the rat cortical 

column. The second method compares the intracortical microstimulation currents that 

elicit a physical movement for anodic versus cathodic stimulation. Our results showed 

that the polarity reversal  method estimates the beginning of layer V within ±90 µm with 

95% confidence and the intracortical stimulation method estimates it within ±69.3 µm. 

We propose that these methods can be used to estimate the in situ location of laminar 

electrodes implanted in rat motor cortex. Chapter 4 is under revision for the Journal of 

Neural Engineering. 

Chapter 5 summarizes the conclusions from the previous chapters, and places these 

results in the context of neurorehabilitation and neuroprosthetic applications as a whole. 

In addition, potential future work stemming from these earlier studies is described.  

This dissertation provides several novel improvements to the current understanding of the 

cortical electrical stimulation in neurorehabilitation and neuroprosthetic applications, 

which have been evaluated in-vivo. These findings might go a long way toward 

developing new treatments that are more precisely targeted to the specific cortical 

systems affected. The results presented here not only improve the current stimulation 

parameters used for practical neurorehabilitation and neuroprosthetic applications, but 

contributes to the fundamental understanding of the effects of stimulation effects in the 

cortex.  
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Chapter 2 

Polarity of cortical electrical stimulation differentially affects neuronal 
activity of deep and superficial layers of rat motor cortex 

 
 
2.1. Abstract  

Cortical electrical stimulation (CES) techniques are practical tools in neurorehabilitation 

that are currently being used to test models of functional recovery after neurological 

injury. However, the mechanisms by which CES has therapeutic effects, is not fully 

understood. In this study we investigated the effects of CES on unit activity of different 

neuronal elements in layers of rat primary motor cortex after the offset of stimulation. We 

evaluated the effects of monopolar CES pulse polarity (anodic versus cathodic) using 

various stimulation frequencies and amplitudes on unit activity following stimulation.  A 

penetrating single shank silicon microelectrode array enabled us to span the entirety of 6 

layer motor cortex allowing simultaneous electrophysiological recordings from different 

depths following  monopolar CES. Neural spiking activity before the onset and after the 

offset of CES was modeled using point processes fit to capture neural spiking dynamics 

as a function of extrinsic stimuli based on generalized linear model methods. We found 

that neurons in lower layers have a higher probability of being excited following anodic 

CES. Conversely, neurons located in upper cortical layers have a higher probability of 

being excited following cathodic stimulation. The opposing effects observed following 

anodic vs. cathodic stimulation in upper and lower layers were frequency- and amplitude-

dependent. The data demonstrate that the post-stimulus changes in neural activity 
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following manipulation of CES parameters changes according to the location (depth) of 

the recorded units in rat primary motor cortex. The most effective pulse polarity for 

eliciting action potentials following stimulation in lower layers was not as effective in 

upper layers. Likewise, lower amplitudes and frequencies of CES were more effective 

than higher amplitudes and frequencies for eliciting action potentials. These results have 

important implications in the context of maximizing efficacy of CES for 

neurorehabilitation and neuroprosthetic applications. 

 

2.2. Introduction  

Cortical electrical stimulation (CES) has been used extensively in experimental 

neuroscience to modulate neuronal or behavioral activity which has led this technique to 

be considered in neurorehabilitation. In healthy volunteers, cortical stimulation 

techniques have been shown to affect a wide variety of cortical systems, enhancing the 

beneficial effects of motor training1-2, implicit motor learning3, skilled finger 

movements4, probabilistic classification learning5, working memory6 and sleep-

dependent consolidation of declarative memories7. Cortical stimulation techniques for use 

as neuroprosthetics have shown evidence for enhanced recovery from stroke8, 

suppression of seizures in epilepsy9, amelioration of chronic neuropathic pain10, 

improved motor symptoms in Parkinson’s disease11 and reduced depression12. The 

mechanisms by which cortical stimulation has therapeutic effects is not fully understood.  

Because the cortex and the surrounding anatomy have irregular geometries and 

inhomogeneous and anisotropic electrical properties, the distribution of electric field and 

current density generated during cortical stimulation cannot be easily predicted. It is also 
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unclear how the distribution of the electric field and current affect the different neuronal 

elements in the cortex, since cortical neurons vary in shape, size, location and 

orientation13-14. Although there have been several modeling studies on current flow and 

neuronal polarization in the cortex14-18, there is little knowledge on the effects of CES in 

vivo. The therapeutic effects of CES may be improved when the stimulation parameters 

(polarity, frequency, amplitude, etc) can be optimized based on knowledge of the 

neuronal elements to be targeted. 

Modeling studies have shown that while neuronal elements perpendicular to the electrode 

surface are preferentially excited by anodic stimulation, cathodic stimulation excites 

those with a direction component parallel to its surface14-15. In this study we investigated 

these effects after the offset of stimulation on unit activity of different neuronal elements 

in rat primary motor cortex by changing the stimulation pulse polarity in various 

frequencies and amplitudes. A penetrating single shank silicon microelectrode array 

enabled us to span the entirety of 6 layer cortex allowing simultaneous 

electrophysiological recordings from different depths19 following monopolar CES. 

Neural spiking activity before the onset and after the offset of CES was modeled using 

point processes fit to the neural spike trains based on generalized linear model methods20. 

The models characterized the differences in spiking propensity to capture temporal 

variations in neural spiking following the co-variation of CES parameters. Our results 

agree with previous modeling studies and show an increase in unit activity following 

anodic stimulation and a decrease in unit activity following cathodic stimulation in lower 

layers (V-VI) units after the offset of stimulation. The opposite post-stimulus effect was 

seen for the units in upper cortical layers (I-II). These opposing effects observed 
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following anodic vs. cathodic stimulation in upper and lower layers were frequency- and 

amplitude-dependent.  

 

2.3. Methods 

2.3.1. Subjects 

Six normal male rats (Charles River Laboratories) were implanted with two bone screws 

used to deliver (source) monopolar CES to primary motor cortex as well as a much larger 

current return (sink).  A micro-scale penetrating electrode array (NeuroNexus 

Technologies) consisting of 16-electrodes spaced 100µm apart (Figure 2.1a) was 

implanted to span the entirety of 6-layer motor cortex19. This electrode array was 

implanted to record extracellular action potentials from the forelimb representation of 

primary motor cortex and was angled toward the cortical stimulation electrode such that 

extracellular action potentials had a higher probability of being affected by the cortical 

stimulation (Figure 2.1b).  

 

2.3.2. Electrophysiological Recordings and Stimulation protocol 

Animals were placed in a faraday cage where all signals could be routed through a 

commutator to a wireless stimulation device (Northstar Neuroscience) and multichannel 

neural signal amplifier (MNAP, Plexon Inc., Dallas, TX). For spike recordings, the 

signals were filtered with a passband of 150-8000Hz, further amplified and sampled at 

40kHz. Unit spiking activity was sorted offline from each channel using Offline Sorter 

software (Plexon Inc., Dallas, TX).       
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Figure 2.1. a) Horizontal schematic of the rat skull showing the locations of craniotomy, implanted CES 
screws and penetrating probe.  The current sink was shorted to a much larger bone screw (depicted). 
Rostral is to the right. b) Conceptual cross section in the sagital plane of the implanted probe enlarged from 
the gray box in (a) (rostral is to the right). The penetrating electrode was angled toward the cortical 
stimulation electrode such that recorded extracellular action potentials had a high probability of being 
affected by the cortical stimulation (electrodes are on the side of the silicon shank that faces the current 
source). c) Pulse shapes: Constant current CES was delivered in two configurations, Cathodic or Anodic 
consisting of pulse trains. Pulses consisted of square leading phase (100µsec) followed by an exponentially 
decaying second phase to balance charge. The pulse width of the leading phase was fixed at 100µsec and 
the length of the trailing phase varied according to leading phase current in order to balance the charge. d) 
Time intervals  Ii,a(t) or Ii,f(t)  for i=1,2,3,4,5 with respect to stimulation time. Stimulation starts at time 0 
and end at 1000 ms. i=1 corresponds to 500ms before the onset of the stimulation and i={2,3,4,5} 
correspond to the four 500 ms time intervals after the offset of the stimulation. 
           

Constant current CES was delivered in two configurations, cathodic or anodic consisting 

of pulse trains at frequencies of 25, 50, 100, 250, or 500Hz. Pulses consisted of square 

leading phase (100µsec) followed by an exponentially decaying second phase to balance 

charge of length dependent upon the amplitude of the leading phase (Figure 2.1c).  Prior 

to starting the stimulation, a Movement Inducing Current (MIC) was determined for each 

frequency. MICs were determined as the weakest current passed through the cortical 

electrode that caused a forced movement in 50 % of test pulses8,21. The average measured 
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MIC for anodic and cathodic was 2.33±0.21 and 2.44±0.21 mA respectively. Once MICs 

were determined, 25, 50, and 75% of MIC was calculated.  Recording sessions proceeded 

as follows:  An entire session consisted of either cathodic or anodic stimulation pulses.  A 

random combination (without replacement) of stimulation frequency and percentage of 

MIC current was chosen to be presented to the animal in 25 repetitions of 1 sec of 

stimulation followed by 4 sec of recording. It is important to point out that for each 

frequency of stimulation there were different numbers of pulses in the 1 second duration 

of stimulation. 

 

 
Figure 2.2. a,b) Images of explanted skulls: The angle and depth of the probe was estimated using these 
images.  Individual electrodes can be seen along the silicon shank in (b).  c-e) Images taken of histology 
from one rat. Three lesion marks are shown at different depths where the electrode was implanted in this 
series of serial slide sections. f) Depth distribution of the units in each of the layer categories used in the 
analyses. There were 19 units in Layers I-II (205-359µm). There were 19 units in Layers III-IV (502-
698µm). There were 69 units located in Layers V-VI (900-1230µm). 
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2.3.3. Microlesioning and Histology 

Upon completion of the experiment, electrolytic lesions were made followed by 

histological analysis to determine the electrode site locations within the different cortical 

layers22.  In all cases, electrodes extracted from the brain were intact and were kept 

attached to the skull/headcap (Figure 2.2a-b). 100µm coronal slices were stained with a 

standard cresyl-violet (Nissl) staining method (Figure 2.2c-e). Exact stereotaxic positions 

of lesion marks and probe tracts were identified by co-registering histological images to 

the estimated probe locations from the images of the intact electrode arrays22.  

 

2.3.4. Point process model  

A point process model was formulated to relate the spiking propensity of each unit to 

factors associated with the stimulation parameters (frequency and amplitude) in the time 

intervals before the onset and after the offset of stimulation. Point process models have 

been shown to be useful in characterizing neural spiking activity20,23,24. Conventional 

methods for analyzing the spiking activity of neurons are based on linear or nonlinear 

regression methods25-27. Although these methods have played an important role in 

characterizing the spiking properties in many neural systems, they could not be used to 

fully address several issues. First, neural spike trains form a sequence of discrete events 

or point process time series20,28. Standard linear or nonlinear regression methods are not 

designed for the analysis of discrete events and point process observations. To model 

spike trains with conventional regression methods the data are usually smoothed or 

binned which alters the stochastic structure of the data and, therefore, the inferences 

made from their analysis. Second, model goodness-of-fit assessment method should also 
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be appropriate for the discrete nature of neural spike trains20. To avoid the potential 

problems associated with these methods we used a point process likelihood framework to 

analyze the spiking activity in our dataset. The point process framework provides a 

flexible, computationally efficient approach for maximum likelihood estimation, 

goodness-of-fit assessment, model selection and neural coding20. A point process is a set 

of discrete events that occur in continuous time (e.g., the number of neuronal spikes in a 

given time interval) and is characterized entirely by the conditional intensity function 

(CIF) which is a history-dependent generalization of the rate function for the Poisson 

process. It provides a canonical representation of the stochastic properties of a neural 

spike train20. In this study, the time interval (0,T] denotes the observation interval and 0 < 

t1 < t2... < tn ≤ T are a set of spike time measurements. If N(t) is the number of spikes in 

(0, t], then the conditional intensity function is defined for  any t∈(0,T] as: 

 

  

  

 

Ht is the history of the spiking activity and that of any covariates up to time t. 

Consequently, equation (2.1) defines the probability of a spike in any small time interval 

(t, t + Δ) as follows: 

 

(2.2)                                       Pr(Spike in (t,t+Δ)|Ht)≈λ(t|Ht)Δ 

 

€ 

λ(t |Ht ) = lim
Δt→0

Pr(Spike in (t,t + Δt) |Ht )
Δt(2.1) 
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When Δ is small, equation (2.2) is roughly the spiking propensity at any time t. To 

analyze the spiking propensity of the neurons, we define the CIF as a function of 

stimulation frequency f∈{1,2,3,4,5} which corresponds to 25, 50, 100, 250 and 500Hz 

and stimulation amplitude a∈{1,2,3,4} which corresponds to 25, 50, 75 and 100%MIC. 

Time was divided into five intervals of 500 ms with variable i, where i=1 corresponds to 

the 500ms before the onset of stimulation and i={2,3,4,5} correspond to (0-500), (500-

1000), (1000-1500) and (1500-2000)ms time intervals after the offset of the stimulation 

(Figure 2.1d). 

 

(2.3)   

€ 

λ(t |Ht ) = exp{ α i,aIi,a (t) +
a=1

4

∑
i=1

5

∑ β i, f Ii, f (t)
f =1

5

∑ }
i=1

5

∑  

 

The following quantities are computed from data: Ii,a(t) is equal to 1 for the time interval i 

and stimulation amplitude a and is equal to 0 otherwise. Ii,f(t) is equal to 1 for the time 

interval i and stimulation frequency f and is equal to 0 otherwise (Figure 2.1d).  Separate 

models were built for the anodic and cathodic stimulation sessions.  

The model can be fit to the neural spike trains using general linear model (GLM) 

methods17. The GLM is an extension of the multiple linear regression model in which the 

variable being predicted, in this case spike times, need not be Gaussian20. GLM provides 

an efficient computational scheme for model parameter estimation and a likelihood 

framework for conducting statistical inferences based on the estimated model23-24. The 

maximum-likelihood estimates and confidence intervals of θ were computed for each 

neuron using the glmfit.m function in MATLAB.  
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The model parameter vector θ={αi,a, βi,f}  was fitted to the data, where {αi,a} measured 

the spiking probability for different amplitudes and {βi,f } measured the spiking 

probability for different frequencies. The {α1,a, β1,f}  parameters measured the spiking 

probability 500ms before the onset of stimulation and {α2-5,a, β2-5,f} parameters measured 

the effects of CES in (0-500), (500-1000), (1000-1500), and (1500-2000)ms time 

intervals after the offset of stimulation on the spiking probability, respectively. Therefore 

the difference between {α2-5,a, β2-5,f} and {α1,a, β1,f}  can capture the effects of different 

stimulation parameters on spiking probability at different time intervals after the offset of 

stimulation. To compare these effects across all units, the model parameters for anodic 

and cathodic stimulation models ({αi,a }and{βi,f }) were scaled to have values between -1 

and 1 using the following equations: 

(2.4)  

€ 

α i,ascaled
=

α i,a

max |{α i,a} |   
and      (2.5)   

€ 

βi, fscaled =
β i, f

max |{β i, f } |
    

The differences of these scaled parameters for all of the four time intervals defined in the 

model were calculated: 

 

(2.6)  

€ 

Dj,a =α i,ascaled
−α1,ascaled   ,           i=2,3,4,5 

(2.7)  

€ 

Dj, f = β i, fscaled
−β1, fscaled   ,          i=2,3,4,5       ,        j=i-1 

 

2.3.5. Statistical Analysis 

To estimate the effect of various parameters in different depths of motor cortex the 

neuron populations were divided into three groups. Group 1 is defined as Layers I-II (0-

400µm), Group 2 as Layers III-IV (400-750µm) and Group 3 as Layers V-VI (750-
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1800µm) below the cortical surface. The distribution of the units over depth for each 

group can be seen in Figure 2.2f.  The depth of these layers in motor cortex is reported in 

(29) and verified through histology. 

The effects of stimulation parameters were divided between amplitude (Dj,a) and 

frequency (Dj,f ) model parameters. A  2×4×3×4 ANOVA was constructed in SPSS 

Statistics 18 (IBM Company, Chicago, IL) for Dj,a  factors: pulse polarity (Anodic vs 

Cathodic), percent MIC (25,50,75,100%), Depth (Layers I-II, III-IV, V-VI) and time 

intervals (0-500,500-1000,1000-1500,1500-2000ms after the offset of the stimulation). 

Likewise, a 2×5×3×4 ANOVA was constructed for Dj,f  factors: pulse polarity (Anodic 

vs. Cathodic), Frequency (25, 50, 100, 250, 500Hz), Depth (Layers I-II, III-IV, V-VI) and 

time intervals (0-500, 500-1000, 1000-1500, 1500-2000ms after the offset of the 

stimulation).  Based on significant interactions effects (p < 0.05,  e.g. pulse polarity x 

frequency x layer) further ANOVA were constructed given that there were only two 

pulse polarities (e.g., 5x3x4 of factors frequency x depth x time for each pulse polarity) 

such that post-hoc tests could be performed to determine the significance of each factor 

(e.g. anodic pulse polarity in upper layers x frequency).  

 

2.4. Results  

We recorded from 110 units across six rats. For the both Anodic and Cathodic 

stimulation data, 107 models passed the goodness-of-fit assessment based on the 95% 

confidence bounds (Appendix Figure 1).  

The effects of CES parameters on the neuron firing rates over time were investigated in 

four 500 ms intervals after the offset of stimulation (Figure 2.1d). Within the first 500 ms 
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after CES, unit activity was significantly different from the following three 500 ms 

intervals (p<0.01) which are described in the following sections: 

 

2.4.1. CES pulse polarity  

Our modeling results showed that Anodic and Cathodic stimulation pulses had a 

significantly different post-stimulus effect on neural spiking activity (p<0.01). In Figure 

2.3, we show an example waveform, raster plots, post-stimulus time histogram (PSTH) of 

a unit, the normalized PSTH of all units, the population average PSTH and generalized 

linear modeling results to compare them across Anodic versus Cathodic stimulation. Our 

results demonstrated that the units located in lower layers (V-VI) of rat motor cortex have 

a significantly higher probability of being excited following anodic stimulation with 

respect to cathodic stimulation (p<0.01) in the first 500 ms (Figure 2.3a-b, lower panel). 

However in this interval, units located at the upper cortical layers (I-II) had a 

significantly higher probability of being excited following cathodic stimulation in 

comparison to anodic stimulation (p<0.005) (Figure 2.3a-b, upper panel).  After the offset 

of stimulation, an increase in unit activity following anodic stimulation and a decrease 

following cathodic stimulation was seen in lower layer (V-VI) units (p<0.01) (Figure 

2.3a-b, lower panel). The opposite effect was seen for the units in upper cortical layers (I-

II) (p<0.01) (Figure 2.3a-b, upper panel). Both anodic and cathodic stimulation caused an 

increase (p<0.01) in activity of the units in layers III and IV (Figure 2.3a-b, middle panel) 

after the offset of stimulation.  
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Figure 2.3. The effects of Anodic versus Cathodic stimulation regardless of stimulation frequency and 
amplitude. a) In each layer category an example waveform of a unit, raster plots and post-stimulus time 
histogram (PSTH) of the represented unit for both Anodic and Cathodic stimulation are shown.  Each dot in 
the raster represents a single spike event.  Each row of the raster represents a separate trial.  Vertical shaded 
bars represent the 1 second stimulus pulse train in which no unit activity was recorded.  The PSTH is the 
average firing rate of the unit in spike events per second in 10msec bins.  Shaded area is standard error.  
These examples demonstrate the varying effects of stimulation polarity on unit activity in a range of 
cortical layers.  b) In each layer category, the top plot shows the normalized PSTH of all units in false 
color.  Each row represents a single unit.  Each column is the unit firing rate in 10msec bins normalized to 
the maximum firing rate of each unit (hot colors represent high firing rates, cold colors represent low firing 
rates).  The middle plots show the population average PSTH as the normalized mean firing rate (shaded 
area is standard error). The bottom plots show the generalized linear model (GLM) results which is the 
mean estimate of the normalized change in unit activity by the model (mean of Dj,f: equation 2.7) 
regardless of stimulation frequency and amplitude. Data points are the mean of the normalized change of 
unit activity (increase, positive deviation; decrease, negative deviation) from baseline in 500ms intervals 
after the offset of stimulation. c) Scatter plots of peak firing rate of units following Anodic versus Cathodic 
stimulation in five time intervals of -0.5-0, 1-1.5, 1.5-2, 2-2.5 and 2.5-3 seconds. The stimulation starts at 
time 0 and ends at 1 second. Three layer categories (I-II, III-IV, V-VI) are shown with red, green and blue 
dots, respectively, each dot representing the normalized firing rate of a single unit. The data in this figure 
demonstrate an increase in unit activity following anodic stimulation and a decrease in unit activity 
following cathodic stimulation in lower layers (V-VI, blue) in the first 500ms after the offset of stimulation. 
The opposite effect can be seen for the upper layers (I-II, red). 
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2.4.2. CES frequency  

When varying the frequency of stimulation, our modeling results showed that the 

opposing post-stimulus effects observed after anodic vs. cathodic stimulation in upper 

and lower layers were frequency-dependent (Figure 2.4) (p<0.01). In addition, our results 

suggest that varying the stimulation frequency induces changes in the firing pattern of the 

units. The modeling response demonstrate that the probability of neurons firing increased 

(p<0.05) following low frequency stimulation (<100Hz) that decreased (p<0.05) as we 

increased the stimulation frequency (>100Hz) (Figure 2.4b). Figure 2.4a shows a raster 

plot and corresponding PSTH of a single unit for each layer category at frequencies of 

50Hz (<100Hz) and 500Hz (>100Hz) following Anodic and Cathodic stimulation. 

Comparing the post-stimulus effects of these frequencies on Figure 2.4a across upper and 

lower layer units, show the opposite effects of anodic versus cathodic stimulation as well 

as the effects of changing the frequency. 

By increasing the frequency of CES in layers I-II, we see a decrease in firing rate 

following cathodic stimulation (p<0.05). On the other hand, the decrease in activity 

observed following anodic stimulation is the same for all frequencies of CES up to 250Hz 

in these layers. Increasing the frequency from 250 to 500Hz causes a further significant 

decrease from other frequencies (p<0.01).  
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Figure 2.4. Effects of the frequency of stimulation on unit activity in layered cortex regardless of 
stimulation amplitude. a) A raster plot (top) and corresponding PSTH (bottom) is shown for each layer 
category of a single unit for frequencies of 50Hz (left column) and 500Hz (right column) following Anodic 
(light shading) and Cathodic  (dark shading) stimulation. Each row of the raster represents a single trial and 
each dot in the raster represents a single spike event.  The PSTH is the mean spike rate across trials in 10 
ms bins.  Color-coding is the same as Figure 2.3.  b) GLM frequency results (Mean of Dj,f: equation 2.7) of 
units in each layer category following Anodic and Cathodic CES. Data points are the mean of the 
normalized change of unit activity (increase, positive deviation; decrease, negative deviation) from baseline 
in the first 500ms interval after the offset of different frequencies of stimulation. The error bars indicate 
95% confidence intervals. Lines are used only for clarity and do not indicate continuous processes.   c) 
Comparison of the GLM results for each stimulation frequency following Anodic and Cathodic stimulation. 
Data points are the mean of the normalized change of unit activity from baseline in the first 500ms interval 
after the offset of different frequencies of stimulation regardless of stimulation amplitude. The error bars 
indicate 95% confidence intervals. Lines are only used for clarity and do not indicate continuous processes.   
The opposing effects observed after anodic vs. cathodic stimulation in upper and lower layers are 
frequency-dependent. Stimulation pulses at lower frequencies caused an increase in activity compared to 
higher frequencies which caused a decrease in activity. 
 

s: f

a b

G
L

M
R

es
u

lt
s

M
ea

n
 o

f 
 D

j,

L
a

y
er

s 
I-

II

T
ri

a
ls

(H
z)

es
u

lt
s:

f 
 D

j,
f

L
-I

V

R
a

te
 

ri
a

ls

G
L

M
R

e

M
ea

n
 o

f

L
a
y
er

s 
II

I- T
r

R
a

te
 (

H
z)

M
R

es
u

lt
s:

a
n

 o
f 

 D
j,

f

s 
V

-V
I

T
ri

a
ls

G
L

M

M
ea

L
a
y
er

s

c

R
a

te
 (

H
z)

G
L

M
R

es
u

lt
s:

M
ea

n
 o

f 
 D

j,
f

G M



 

 35 

The probability of neuron firing increased following low frequency stimulation and 

decreased as we increased the stimulation frequency that we have seen in layers I-II also 

held true for neurons in layers V-VI (although with opposite pulse polarity)(p<0.01). 

However, we don’t see this trend in neurons located in layers III-IV, especially for the 

cathodic stimulation. Both anodic and cathodic stimulation cause an increase (p<0.01) in 

activity in the units located in these layers (except for 500Hz, anodic). As we increase the 

stimulation frequency, the increase in activity by these units remains consistent and we 

don’t see a significant change affected by this parameter (p>0.2). 

 

2.4.3. CES amplitude  

Opposing post-stimulus effects on unit activity were observed after anodic vs. cathodic 

stimulation in upper and lower layers that were also amplitude-dependent (Figure 2.5) 

(p<0.01). Varying the stimulation amplitude induces changes in the firing pattern of the 

units as can be seen in the GLM amplitude results (Mean of Dj,a: equation 2.6) for each 

layer category following Anodic and Cathodic CES (Figure 2.5). Our results demonstrate 

that increasing the amplitude of stimulation from 25 to 50 and 75%MIC, caused a 

significant reduction in the depressive post-stimulus effects of Anodic pulses (p<0.01) 

and a significant increase in the excitatory post-stimulus effects of Cathodic pulses 

(p<0.01)(Figure 2.5b). However increasing the amplitude of stimulation from 50 and 

75%MIC to 100% showed a decrease in both excitatory and inhibitory effects observed 

(p<0.01) (Figure 2.5b).  
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Figure 2.5. Effects of changing the amplitude of stimulation on unit activity in layered cortex regardless of 
stimulation frequency. a) GLM amplitude results (Mean of Dj,a: equation 2.6) for each layer category 
following Anodic and Cathodic CES. Data points are the mean of the normalized change of unit activity 
(increase, positive deviation; decrease, negative deviation) from baseline in the first 500ms interval after 
the offset of different amplitudes. The error bars indicate 95% confidence intervals. Lines are used only for 
clarity and do not indicate continuous processes.   b) Comparison of the GLM results for each stimulation 
amplitude following Anodic and Cathodic stimulation regardless of stimulation frequency. Data points are 
the mean of the normalized change of unit activity from baseline in the first 500 ms interval after the offset 
of different amplitudes of CES. The error bars indicate 95% confidence intervals. Lines are only used for 
clarity and do not indicate continuous processes.   Opposing effects on unit firing rate observed following 
anodic and cathodic stimulation in upper and lower layers are amplitude-dependent. 
 

2.4.4. Short-term temporal effects of CES 

The effects of CES parameters on the neuron firing rates over the first 500 ms after CES, 

was significantly different from the following three 500 ms intervals (p<0.01) which 

were described in the previous sections. The effects observed in the 500-1000 ms and 

1000-1500 ms time interval showed no significant differences (p=0.299). We performed 

a t-test of the null hypothesis that data in the 1500-2000 ms after the offset of stimulation 
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are a random sample from a normal distribution with mean 0 and unknown variance, 

against the alternative that the mean is not 0. The null hypothesis was rejected for 

Cathodic stimulation (p<0.001) and was accepted for Anodic stimulation (p=0.48). This 

indicates that the effects of Cathodic CES on unit activity lasts at least 2 sec following the 

offset of stimulation while the effects of Anodic CES lasts up to 1.5 sec after the offset of 

stimulation. To investigate the post-stimulus effects of CES for cathodic stimulation after 

2 seconds following the offset of stimulation, we have done further analysis. We have 

calculated the model parameters for 2000-2500 ms time interval after the offset of 

stimulation and performed the null hypothesis on them (see Supplementary materials). 

The results of our analysis revealed that the post-stimulus effects of cathodic stimulation 

last up to 2 seconds after the offset of stimulation. 

These excitatory effects observed following the stimulation in our results were always 

followed by a decrease in activity that was observed 500 to 1500ms after the stimulation 

(p<0.01). In addition, our results demonstrated that the inhibitory effects observed in 

layers V-VI were followed by excitatory effects (p<0.01).  

 

 

2.5. Discussion 

In this study we have investigated the post-stimulus effects of CES pulse polarity of 

various frequencies and amplitudes on neural activity. It is important to point out that in 

stimulation studies, recording is generally difficult for the duration of the stimulus pulse 

train due to the substantial stimulation artifacts that corrupt the data and/or saturate the 

recording electronics30-32. Therefore, we were only able to have a high quality recording 
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after the offset of stimulation and report the post-stimulus effects observed. It has been 

shown that neuronal electrical stimulation results in two stages of conduction of the 

stimulation pulse33-37. These investigations have reported that effects observed directly 

after the stimulation are followed by a delayed series of stimulation-induced changes. 

Previous studies suggest that these indirect activities arise from retrograde, synaptic, or 

electrical transmission38-43. Since the results presented in this study are the post-stimulus 

effects after the one second train of stimulation pulses, the effects we have reported could 

be due to both of the above mechanisms and we cannot distinguish the effects of each 

separately.   

 

2.5.1. Pulse polarity 

When an electrical stimulus is applied within the CNS, cells and fibers over an unknown 

volume of tissue are activated37. To make accurate inferences about anatomical structures 

or physiological mechanisms involved in electrical stimulation, we must know which 

elements are stimulated. Our results showed a significantly different post-stimulus effect 

on neural spiking activity across different cortical layers following Anodic and Cathodic 

stimulation pulses. Previous clinical, animal, and modeling studies have suggested that 

neural elements perpendicular to the electrode surface are preferentially excited by 

anodic stimulation while cathodic stimulation excites those with a direction component 

parallel to its surface14,15,44. Previous studies on the effects of extracellular anodic and 

cathodic currents on cortical cells45-49   have inferred that the differences obtained are, in 

part, due to the opposing membrane potential changes induced between oppositely 

directed poles (dendrite and axon) of vertically oriented cells. Accordingly, surface 
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anodal current is believed to hyperpolarize the dendrites while depolarizing cell body and 

axonal portions of neurons. An opposite sequence of depolarizing-hyperpolarizing events 

is believed to occur during surface cathodal current flow50. The neurons located in lower 

layers (V-VI) of rat motor cortex have elements that are primarily perpendicular to the 

stimulating electrode. The dendritic tree at the distal end of these neurons coalesces into 

the soma or cell body and the axon is at the proximal end. If an applied electric field is 

directed from the cortical surface inward, the dendrites are hyperpolarized, and the axon 

is depolarized, therefore this mode of stimulation is excitatory. On the other hand, if the 

applied electric field is directed outward from the cortical surface, the dendrites are 

depolarized, and the axon is hyperpolarized, resulting in no excitation16,51. In addition it 

has been reported that the site of excitation is dependent on the polarity of the stimulus, 

with cathodic stimuli resulting in lower thresholds for electrode positions closer to the 

axon and anodic stimuli resulting in lower thresholds for electrode positions closer to the 

cell body and dendrites52. These previous findings and the configurations of the surface 

stimulation in our experiments, lead us to hypothesize that neurons in these lower layers 

have a higher probability of being excited following anodic stimulation originating at the 

cortical surface.  This hypothesis is confirmed by the evidence presented in our analysis 

and corroborated by modeling studies. Our results showed an increase in unit activity 

following anodic stimulation and a decrease in unit activity following cathodic 

stimulation in lower layer (V-VI) units. 

As mentioned before, previous modeling studies have suggested that cathodic stimulation 

excites the neural elements with a direction component parallel to the surface of 

stimulation14,15. These studies have showed a positive activating function (an 
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approximation of the effect of stimulation induced potential fields on the membrane 

voltage of a nerve fiber14) as the result of surface cathodic stimulation in nerve fibers 

with a directional component parallel to the electrode surface. This positive activating 

function indicates membrane depolarization and possibly excitation induced by cathodic 

stimulation in these nerve fibers14,15. Therefore, it is expected to see the excitatory effects 

on upper cortical layers following cathodic stimulation in which the neuronal structure is 

primarily parallel to CES surface. Our results of unit activity following the first 500ms 

after the offset of stimulation in upper cortical layers (I-II) agree with these hypotheses. 

In addition it has been suggested that horizontally-running axons in the outer layers of the 

cortex are likely inhibited trans-synaptically as the result of anodic stimulation that 

polarizes the pyramidal cells47. This was also shown in our results in which a decrease in 

unit activity was observed in the upper cortical layers (I-II) following anodic stimulation. 

Both anodic and cathodic stimulation caused an increase in activity of the units in layers 

III and IV.  This may also be attributed to the direction of the neuronal elements in these 

layers with respect to the stimulating electrode and the high degree of neural connections 

and neural interactions that causes both pulse polarities to increase unit firing rates after 

the offset of stimulation. It is important to point out that here we are reporting the post-

stimulus effects and therefore cannot distinguish between direct and indirect activation of 

the recorded units. 

 

2.5.2. CES frequency  

The opposing post-stimulus effects observed after anodic vs. cathodic stimulation in 

upper and lower layers were frequency-dependent; our results suggest that varying the 
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stimulation frequency induces changes in the firing pattern of rat primary motor cortex 

neurons. Previous work has demonstrated frequency-dependent effects on brain activity 

following electrical stimulation. Studies have shown that within a large range of 

frequencies (at least up to 130Hz), neuronal fibers can be recruited by the stimulation, 

depolarized and hence, excited53-55. However, for high frequency stimulation (more than 

130Hz), it was proposed that some synapses could not depolarize fast enough to follow 

the stimulus train, resulting in recurrent hyperpolarization that reduces the overall number 

of action potentials conveyed53-56. Also, high frequency stimulation induces a transient 

depression of excitatory synaptic currents in postsynaptic motor neurons56. Therefore, it 

is expected that by increasing the frequency of stimulation to high frequencies (>130Hz), 

the probability of neurons firing an action potential decrease. Our results agree with these 

hypotheses such that the response observed from the recorded units following different 

frequencies of stimulation demonstrate that the probability of neurons firing after the 

offset of stimulation, increased following low frequency stimulation (<100Hz) that 

decreased as we increased the stimulation frequency (>100Hz).  

By increasing the frequency of CES in layers I-II, we see a decrease in firing rate 

following cathodic stimulation. On the other hand, the decrease in activity observed 

following anodic stimulation is the same for all frequencies of CES up to 250Hz. 

Increasing the frequency from 250 to 500Hz causes a further significant decrease from 

other frequencies. These post-stimulus results are probably due to different mechanisms 

involved in the excitatory and inhibitory effects observed in motor cortex neurons 

following cortical stimulation57. The inhibitory effects have been attributed to 

intracortical58 or corticospinal59 inhibitory mechanisms. The combination of these 
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inhibitory mechanisms in high frequencies of stimulation could cause higher recruitment 

of inhibition and therefore, at really high frequencies (in our case 500Hz), recurrent 

hyperpolarization.   

The probability of neuron firing increased following low frequency stimulation and 

decreased as we increased the stimulation frequency that we have seen in layers I-II also 

held true for neurons in layers V-VI (although with opposite pulse polarity). However, 

we don’t see this trend in neurons located in layers III-IV, especially for the cathodic 

stimulation. As shown above, both anodic and cathodic stimulation cause an increase in 

activity in the units located in these layers, except for 500Hz, anodic. As we increase the 

stimulation frequency, the increase in activity by these units remains consistent and we 

don’t see a significant change affected by this parameter. These results suggest that there 

is a clear high frequency post-stimulus effect of anodic stimulation in the units in these 

cortical layers that will need further investigation to understand the mechanisms 

involved.   

 

2.5.3. CES Amplitude  

It has been shown that the probability for eliciting an action potential increases with 

increasing the amplitude of stimulation 60 because neuronal compartments polarize 

linearly with the amplitude of the applied electric field52,61-62. Although our results 

support this hypothesis, when we increase the amplitude of stimulation from 25 to 50 and 

75%MIC, it does not agree for 100%MIC stimulation. Increasing the amplitude of 

stimulation from 50 and 75%MIC to 100% showed a decrease in both excitatory and 

inhibitory post-stimulus effects observed. It is important to point out that the cortical 
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architecture contains several excitatory and inhibitory cell types that are complexly 

interconnected locally as well as over longer distances63-64. Also, it is hypothesized that 

the amplitude of stimulation influences the distribution of the electric field induced into 

the brain65. This hypothesis and the high interconnectivity of the cortex predict that 

changing the stimulation amplitude can cause different populations of cell types to 

become activated as a result of electrical stimulation66. Previous modeling studies show 

that the threshold stimuli amplitude is lower for fibers with larger diameters65. This 

suggests that for lower current amplitudes (25 and 50%MIC) it is more probable to 

stimulate the pyramidal cell fibers while for higher amplitudes (75 and 100%MIC), 

neurons from inhibitory networks are being recruited37. Since inhibition can be 

transmitted by electrically (and synaptically) interconnected networks of interneuron66-68, 

it is probable that higher amplitudes in CES can activate these networks and cause an 

inhibitory effect on the activity. 

Previous in-vitro studies have shown that Layer V-VI neuron action potential thresholds 

are lower than upper layer pyramidal neurons and interneurons69. This is also shown in 

our results when comparing the responses of neurons located in layers V-VI with the ones 

located in layers I-II for 25%MIC. Increasing the amplitude, as mentioned before will 

recruit other networks of neurons that causes changes in firing rate that do not support 

this hypothesis.  

 

2.5.4. Short-term temporal effects of CES 

A large body of work from intracellular and extracellular recordings in the neocortex (in 

vitro and in vivo) describe a close correlation of both excitatory and inhibitory effects 
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after electrical stimulation38-42. Despite some variation across methods and preparations, 

the common finding was that excitation is evoked at short latencies and was always 

followed by an inhibitory response43.  This post-stimulus effect was also observed in our 

results in the cases when we observed excitatory effects following the stimulation. These 

post-stimulus excitatory effects were always followed by a decrease in activity that was 

observed 500 to 1500ms after the stimulation. The reduction of excitation in the network 

could,  be driven by two different mechanisms. First, intrinsic membrane currents could 

be triggered by the first wave of excitation and lead to a depression of firing rate43. 

Prominent candidates for such a mechanism are long-lasting after-hyperpolarizations in 

pyramidal neurons based on calcium or sodium-dependent currents70-71. Second, a 

decrement of network excitability could be based on short-term depression of excitatory 

intracortical synapses72-75. Both mechanisms would reduce excitatory drive from cortical 

neurons by suppressing firing rates in the population of postsynaptic neurons43. In 

addition, our results demonstrate that the post-stimulus inhibitory effects observed in 

layers V-VI were followed by excitatory effects. This can also be described with the 

mechanisms above since the dominant population of neurons are pyramidal cells in these 

layers. 

 

2.6. Conclusion 

The goal of this study was to design a set of experiments and test the influence of CES 

pulse polarity of various frequencies and amplitudes on the imposed volume of rat 

primary motor cortex. The results of this study suggested that neurons in lower layers 

have a higher probability of being excited following anodic stimulation. Similarly 
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neurons located in upper cortical layers have a higher probability of being excited 

following cathodic stimulation. The opposing effects observed after anodic vs. cathodic 

stimulation in upper and lower layers were frequency- and amplitude-dependent. In 

addition, our results demonstrate that the changes in neural activity following 

manipulation of CES parameters is time-dependent according to the location (depth) of 

the recorded units. It is clear that more quantitative data about intracortical distribution of 

projections and their target, as well as variation of electrical properties of cortical circuits 

are needed before the specific effects observed in the present study can be fully 

understood, especially in the context of maximizing efficacy of CES for 

neurorehabilitation and neuroprosthetic applications. 
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Chapter 3 

Polarity of cortical electrical stimulation differentially affects 
Electrocorticographs and Local Field Potentials recorded from rat motor 
cortex and correlates with neuronal activity of deep and superficial layers 

 

3.1. Abstract  

Cortical electrical stimulation (CES) has been used extensively in experimental neuroscience to 

modulate neuronal or behavioral activity, which has led this technique to be considered in 

neurorehabilitation. Because the cortex and the surrounding anatomy have irregular geometries 

as well as inhomogeneous and anisotropic electrical properties, the mechanisms by which CES 

has therapeutic effects is poorly understood. Therapeutic effects of CES can be improved by 

optimizing the stimulation parameters based on the effects of various stimulation parameters on 

target brain regions. In this study the effects of CES pulse polarity, frequency, and amplitude 

were investigated on unit activity (spikes), local field potentials (LFP), and electrocorticograms 

(ECoG) recorded from rat primary motor cortex. The results showed that units located in lower 

cortical layers are preferentially excited by anodic stimulation, while cathodic stimulation excites 

those located in upper cortical layers. These opposing effects were also frequency- and 

amplitude-dependent. Time-frequency analysis of LFPs showed high correlation of gamma 

frequencies with unit activity in corresponding layers. On the other hand, high gamma power of 

ECoG signals only showed high correlation with the unit activity in lower layers. Time-

frequency correlations, which were found between LFPs, ECoGs and unit activity were also 

frequency- and amplitudedependent. The data demonstrates that the poststimulus effects in 



 55 

neural activity after manipulation of CES parameters changes according to the location (depth) 

of the recorded neural activity in motor cortex. The signature of the neural activity observed in 

LFP and ECoG signals provides a better understanding of the effects of stimulation on the 

affected network and has a promising potential to be used in closed-loop control stimulation 

systems. These results demonstrate that the neurorehabilitation and neuroprosthetic applications 

of CES can be further improved by optimizing CES parameters. 

 

3.2. Introduction  

Although a wide range of electrical stimulation parameters have been successfully used for a 

number of neuroprosthetics and neurorehabilitation applications, the effects of CES on neuronal 

activity are still unclear. It is critical to know the effects of CES on neuronal activity such as unit 

activity, local field potentials (LFP) and Electrocorticograms (ECoG) in the affected region of 

the brain using various stimulation parameters. In the previous chapter, we have investigated the 

effects of CES on unit activity of different neuronal elements in rat primary motor cortex by 

changing the stimulation pulse polarity in various frequencies and amplitudes. Our results 

showed an increase in unit activity following anodic stimulation and a decrease in unit activity 

following cathodic stimulation in lower layers (V-VI) units 500 ms following the offset of 

stimulation. The opposite effect was seen for the units in upper cortical layers (I-II). These 

opposing effects observed after anodic vs. cathodic stimulation in upper and lower layers was 

frequency- and amplitude-dependent. However, LFPs and ECoGs, which represent the 

summation of excitatory and inhibitory dendritic activity of a population of cells1, can offer a 

different perspective on the effect of stimulation on local network activity. Towards these ends it 

is essential to perform simultaneous intracortical  (unit activity and LFP) and epicortical 
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recordings (ECoG), under various stimulation parameters, to directly address what exact aspects 

of neural activity are affected by CES. 

Numerous studies have described the patterns of ECoG activity associated with neuronal activity 

in different cortical areas (see references in 2). It has been suggested that high (>60 Hz) 

frequency components of these signals represent activation of neuronal populations in the 

underlying cortex3, but experimental evidence is scarce. More data exist on the relationship 

between intracortical local field potentials (LFPs) and neuronal activity4, but the picture is far 

from complete. Beltitski et al. reported that spikes and LFPs in V1 convey independent 

information and that stimulus dependent modulation occurs in the 1-8 Hz and 60-100 Hz (high 

gamma) frequency ranges of LFPs5. Furthermore, Pesaran et al. showed that the gamma band 

power in LFP from lateral intraparietal (LIP) area was spatially tuned, and that spiking and LFP 

activity are coherent at high frequencies (25-90 Hz) but not at lower frequencies6. In another 

work by Spinks et al, M1 LFPs showed selectivity to hand grasp of different objects7. “Hook” 

grips resulted in larger beta (15-30 Hz) power while “precision” grips resulted in lower beta 

power (ref). The spikes and LFPs showed reverse correlation in the beta range but positive 

correlation in the 30- 50 Hz (gamma) frequency range7. It has also been shown that a strong 

correlation exists in general between spike and LFPs in the high frequencies (20-300Hz)8. 

Despite the fact that ECoG and LFPs are thought to be generated by similar mechanisms 

operating at different spatial scales, their relationship is unclear. 

The purpose of this chapter is to investigate the effects of CES on LFPs and ECoGs recorded 

from the rat primary motor cortex and correlate them with the CES effects on the simultaneous 

recorded unit activity (reported in chapter 2). We investigated these effects after the offset of 

stimulation on unit activity, LFPs and ECoGs in rat primary motor cortex by changing the 



 57 

stimulation pulse polarity in various frequencies and amplitudes. A penetrating single shank 

silicon microelectrode array enabled us to span the entirety of 6 layer cortex allowing 

simultaneous unit activity and LFP recordings from different depths9 following monopolar CES. 

In addition we implanted bone screws that allowed simultaneous ECoG recording over three 

locations of primary motor cortex. Time-frequency spectral analysis was performed on LFPs and 

ECoGs recorded before the onset and after the offset of CES based on multitaper spectral 

analysis techniques. The spectral analyses were designed to capture the temporal variations in 

frequency components of the recorded LFPs and ECoGs following the co-variation of CES 

parameters. These changes in frequency components were then compared with the effects of 

CES on the simultaneous unit activity recordings. Our results show an increase in gamma (30-

120 Hz) power in LFPs following anodic stimulation and a decrease in gamma power in LFPs 

following cathodic stimulation in lower layers (V-VI) after the offset of stimulation. The 

opposite post-stimulus effect was seen for the upper cortical layers (I-II). These opposing effects 

observed following anodic vs. cathodic stimulation in upper and lower layers were frequency- 

and amplitude-dependent. In addition our results showed a high temporal correlation between the 

effects of CES on unit activity change with the change in the gamma power of the 

simultaneously recorded LFPs. The ECoG spectral analyses show an increase in high gamma 

(60-120 Hz) power in ECoGs following anodic stimulation and a decrease in high gamma power 

in ECoGs following cathodic stimulation after the offset of stimulation. These opposing effects 

observed following anodic vs. cathodic stimulation in upper and lower layers were also 

frequency- and amplitude-dependent. Our results showed a high temporal correlation between 

the effects of CES on unit activity change in lower layers (V- VI) with the change in the high 

gamma power of the simultaneous recorded ECoGs. 
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3.3. Methods 

3.3.1. Subjects 

Six normal male rats (Charles River Laboratories) were used in this study. Animals were 

implanted with six bone screws that allowed recording ECoG signal over three location of 

primary motor cortex.  An additional bone screw was used to deliver cortical electrical 

stimulation to primary motor cortex (Figure 3.1a).  Finally, a micro-scale penetrating electrode 

array (NeuroNexus Technologies) consisting of 16-electrodes spaced 100 µm apart (Figure 3.1a-

b) was implanted to span the entirety of 6-layer neocortex. This electrode array was implanted to 

record extracellular action potentials and LFPs. It was angled toward the cortical stimulation 

electrode such that extracellular action potentials and LFP recordings had a high probability of 

being effected by the cortical stimulation (Figure 3.1b). 

 

3.3.2. Electrophysiological Recordings and Stimulation protocol 

Animals were placed in a faraday cage where all signals could be routed through a commutator 

to a wireless stimulation device (Northstar Neuroscience) and multichannel neural signal 

amplifier (MNAP, Plexon Inc., Dallas, TX). LFP and spike data were recorded using the 

penetrating electrode implanted beneath the stimulating electrode. The detail of spike recordings 

is described in chapter 1. LFP data were band pass filtered between 1 and 500Hz, and were 

digitally sampled at 500Hz (Plexon Inc, Dallas,TX). As described before, three bone screws 

were implanted in the right primary motor cortex for ECoG recordings. In our experiments the 

ECoG data were also recorded, band pass filtered between 1 and 500Hz, and were digitally 

sampled at 500Hz (Plexon Inc, Dallas,TX). 
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Figure 3.1. a) Horizontal schematic of the rat skull showing the locations of craniotomy, implanted CES screws, 
recording ECoGs and penetrating probe.  The current sink was shorted to a much larger bone screw (depicted). 
Rostral is to the right. b) Conceptual cross section in the sagital plane of the implanted probe enlarged from the gray 
box in (a) (rostral is to the right). The penetrating electrode was angled toward the cortical stimulation electrode 
such that recorded extracellular action potentials and local field potentials had a high probability of being affected 
by the cortical stimulation (electrodes are on the side of the silicon shank that faces the current source). c) Pulse 
shapes: Constant current CES was delivered in two configurations, Cathodic-first or Anodic-first consisting of pulse 
trains. Pulses consisted of square leading phase (100µsec) followed by an exponentially decaying second phase to 
balance charge. The pulse width of the leading phase was fixed at 100µsec and the length of the trailing phase varied 
according to leading phase current in order to balance the charge.  
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The configuration of stimulation and the stimulation parameters were the same as reported in 

chapter 2. Constant current CES was delivered in both cathodic and anodic  configurations 

consisting of pulse trains at frequencies of 25, 50, 100, 250, or 500Hz  and amplitudes of 25, 50, 

75 or 100% MIC. A random combination (without replacement) of stimulation frequency and 

percentage of MIC current was chosen to be presented to the animal in 25 repetitions of 1 sec of 

stimulation followed by 4 sec of recording. The detail of the histological analysis is also reported 

in chapter 2.  

 

3.3.3. Time-Frequency Spectral Analysis 

To compare the effects of CES parameters on unit activity (reported in chapter 1) with the effects 

on LFPs and ECoGs, we performed time-frequency spectral analysis on these signals recorded 

before the onset and after the offset of CES. We used multitaper methods of spectral analysis on 

the recorded ECoG and LFP data. These methods have been successfully applied to 

neurobiological data in recent work6,10-12. Multitaper methods involve the use of multiple data 

tapers for spectral estimation. A variety of tapers can be used, but an optimal family of 

orthogonal tapers is given by the prolate spheroidal functions or Slepian functions. These are 

parameterized by their length in time, T, and their bandwidth in frequency, W. For each choice 

of T and W, up to K=2TW-1 tapers are concentrated in frequency and suitable for use in spectral 

estimation13. The spectral analyses were designed to capture the temporal variations in frequency 

components of the recorded LFPs and ECoGs following the co-variation of CES parameters. The 

goal of these analyses was to find a signature of unit activity change in temporal variation of 

frequency components in these signals as the result of stimulation. We calculated the power of 
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the LFPs and ECoGs in different frequency bands such as beta (15-30Hz), gamma (30-120 Hz) 

and high gamma (60-120Hz) from the corresponding spectrograms in time intervals before the 

onset and after the offset of stimulation.   

To compare the power across all LFPs and ECoGs, the power for each frequency band was 

normalized to have values between 0 and 1. We defined the power in the 500ms before the onset 

of stimulation as the baseline power of that frequency band and compared the power in the four 

500 ms time intervals (0-500,500-1000,1000-1500,1500-2000ms) after the offset of stimulation 

with this baseline power to estimate the effects of CES on these frequency bands.  

 

3.3.4. Statistical Analysis 

As described in the previous chapter, to estimate the effect of various parameters in different 

depths of motor cortex the neuron populations were divided into three groups. Group 1 is defined 

as Layers I-II (0-400µm), Group 2 as Layers III-IV (400-750µm) and Group 3 as Layers V-VI 

(750-1800µm) below the cortical surface. To compare the effects of CES on different frequency 

bands of LFPs with unit activity, we used these groups for the LFP analysis. The effects of 

stimulation parameters on LFPs were divided between amplitude and frequency parameters.  A 

2×4×3×4 ANOVA was constructed in SPSS Statistics 18 (IBM Company, Chicago, IL) for 

changes observed in the power of each frequency band in LFPs as the result of CES amplitude: 

pulse polarity (Anodic vs Cathodic), percent movement induced current  (MIC; 25,50,75,100%), 

Depth (Layers I-II, III-IV, V-VI) and time intervals (0-500,500-1000,1000-1500,1500-2000ms 

after the offset of the stimulation. Likewise, a 2×5×3×4 ANOVA was constructed for changes 

observed in the power of each frequency band in LFPs as the result of CES frequency: pulse 
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polarity (Anodic vs. Cathodic), Frequency (25, 50, 100, 250, 500Hz), Depth (Layers I-II, III-IV, 

V-VI) and time intervals (0-500, 500-1000, 1000-1500, 1500-2000ms after the offset of the 

stimulation). For ECoG data a 2×4×4 ANOVA was constructed for changes observed in the 

power of each frequency band as the result of CES amplitude: pulse polarity (Anodic vs 

Cathodic), percent CIM (25,50,75,100%) and time intervals (0-500,500-1000,1000-1500,1500-

2000ms after the offset of the stimulation). Also a 2×5×4 ANOVA was constructed for changes 

observed in the power of each frequency band in ECoGs as the result of CES frequency: pulse 

polarity (Anodic vs. Cathodic), Frequency (25, 50, 100, 250, 500Hz) and time intervals (0-500, 

500-1000, 1000-1500, 1500-2000ms after the offset of the stimulation). Based on significant 

interactions effects (p < 0.05,  e.g. pulse polarity x frequency x layer) further ANOVA were 

constructed given that there were only two pulse polarities (e.g., 5x3x4 of factors frequency x 

depth x time for each pulse polarity) such that post-hoc tests could be performed to determine the 

significance of each factor (e.g. anodic pulse polarity in upper layers x frequency).  

 

3.4. Results 

3.4.1. CES pulse polarity 

The results of time-frequency spectral analysis on LFPs showed that Anodic and Cathodic 

stimulation pulses had a significantly different post-stimulus effect on the gamma (30-120 Hz) 

power of LFPs (p<0.01). No significant changes were seen in the other frequency ranges 

(P>0.2). In addition the time-frequency analysis showed high correlation of gamma power 

change with the change in unit activity following CES in corresponding layers. These results are 

summarized in Figure 3.2. In this Figure, we show an example waveform of a unit, raster plots 
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and post-stimulus time histogram (PSTH) of the represented unit for both Anodic and Cathodic 

stimulation (Figure 3.2a). Also the normalized LFP spectrograms of the corresponding recording 

site of the unit shown in (Figure 3.2a) and the normalized gamma power (30-120 Hz) of the LFP 

averaged across trials are shown in Figure 3.2b for the represented electrode. Figure 3.2c shows 

the mean of the normalized change of unit activity from baseline in 500ms intervals after the 

offset of stimulation color-coded for each layer category for all units. The results shown in 

Figure 3.2c are also compared with the mean of the normalized change of gamma power from 

baseline in 500ms intervals after the offset of stimulation for LFPs recorded simultaneously from 

electrodes in each layer category (shown in black). Our results demonstrate that the gamma 

power of LFPs recorded from lower layers (V-VI) of rat motor cortex significantly increased 

following anodic stimulation (p<0.01) in the first 500 ms after the offset of stimulation (Figure 

3.2b, right panel). However in this interval, gamma power in LFPs recorded from the upper 

cortical layers (I-II) deccreased significantly (p<0.005) in the first 500 ms after the offset of 

stimulation (Figure 3.2b, left panel).  The opposite was observed for Cathodic stimulation in both 

layer categories, respectively (p-values).  Both anodic and cathodic stimulation caused an 

increase (p<0.01) in the gamma power of LFPs in layers III and IV (Figure 3.2b, middle panel) 

after the offset of stimulation. Comparing the results of Figure 3.2a and 3.2b,as shown in Figure 

3.2c, we see the effects of CES pulse polarity on unit activity change are highly correlated with 

the changes in gamma power of LFPs for all of the layer categories (r>0.95). 
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Figure 3.2. The effects of Anodic-first versus Cathodic-first stimulation on LFP regardless of stimulation frequency 
and amplitude. a) In each layer category an example waveform of a unit, raster plots and post-stimulus time 
histogram (PSTH) of the represented unit for both Anodic-first and Cathodic-first stimulation are shown.  Each dot 
in the raster represents a single spike event.  Each row of the raster represents a separate trial.  Vertical shaded bars 
represent the 1 second stimulus pulse train in which no unit activity was recorded.  The PSTH is the average firing 
rate of the unit in spike events per second in 10msec bins.  Shaded area is standard error.  These examples 
demonstrate the varying effects of stimulation polarity on unit activity in a range of cortical layers.  b) In each layer 
category, the top plot shows the normalized LFP spectrograms of the corresponding recording site of the unit shown 
in (a) averaged across trials. Time is on the x-axis; frequency is on the y-axis; power is color-coded in a log scale 
(hot colors represent high power, cold colors represent low power). The bottom plot shows the normalized gamma 
power (30-120 Hz) of the LFP averaged across trials. Shaded area is standard error. c) These plots show the mean of 
the normalized change of unit activity (increase, positive deviation; decrease, negative deviation) from baseline in 
500ms intervals after the offset of stimulation color-coded for each layer category for all units. Black lines show the 
mean of the normalized change of gamma power from baseline in 500ms intervals after the offset of stimulation for 
LFPs recorded from each layer category. The data in this figure demonstrate a correlation between the effects of 
stimulation polarity on unit activity with gamma power in LFP.  

 

The results of time-frequency spectral analysis on ECoGs showed that Anodic and Cathodic 

stimulation pulses had a significantly different post-stimulus effect on the high gamma (60-120 

Hz) power of ECoGs (p<0.05). No significant changes were seen in the other frequency ranges 
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(P>0.3). In addition the time-frequency analysis showed high correlation of high gamma power 

change with the change in unit activity in lower layers (V-VI) following CES. These results are 

summarized in Figure 3.3. In this Figure, we show the normalized ECoG spectrograms recorded 

simultaneously with the units and LFPs shown in Figure 3.2 and the normalized high gamma 

power (60-120 Hz) of the ECoG averaged across trials (Figure 3.3a). Figure 3.3b shows the 

mean of the normalized change of unit activity from baseline in 500ms intervals after the offset 

of stimulation color-coded for each layer category for all units. The results shown in Figure 3.3b 

are also compared with the mean of the normalized change of high gamma power from baseline 

in 500ms intervals after the offset of stimulation for ECoGs recorded simultaneously from the 

surface of the brain (shown in black). In Figure 3.3c we compare the effects of CES pulse 

polarity on gamma power of LFPs (color coded for each layer category) with the effects on the 

high gamma power of ECoGs. After the offset of stimulation, an increase in high gamma power 

of ECoGs following anodic stimulation and a decrease following cathodic stimulation was seen 

(p<0.01). As shown in Figure 3.3b the effects of CES pulse polarity on the high gamma power of 

ECoGs are highly correlated with the effects on unit activity of lower layers (V-VI) (r>0.95). 

Likewise, as we see in Figure 3.3c, there is a high correlation between the effects of CES pulse 

polarity on high gamma power of ECoGs with the gamma power of LFPs recorded from lower 

layers (r>0.95). These result showed high correlation of gamma power in LFPs with unit activity 

in corresponding layers. On the other hand, high gamma power of ECoG signals only showed 

high correlation with the unit activity in lower layers (r>0.95). 
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Figure 3.3. The effects of Anodic-first versus Cathodic-first stimulation on ECoG regardless of stimulation 
frequency and amplitude. a) The top plot shows the normalized ECoG spectrograms of the corresponding LFPs and 
units shown in Figure 2 averaged across trials. Time is on the x-axis; frequency is on the y-axis; power is color-
coded in a log scale (hot colors represent high power, cold colors represent low power). The bottom plot shows the 
normalized high gamma power (60-120 Hz) of the ECoG averaged across trials. Shaded area is standard error. 
Vertical shaded bars represent the 1 second stimulus pulse train in which no activity was recorded. b) The mean of 
the averaged normalized change of high gamma power in all ECoG recorded signals (increase, positive deviation; 
decrease, negative deviation) from baseline in 500ms intervals after the offset of stimulation (shown in black) in 
comparison with unit activity (UA) which is color-coded (same as Figure 3.2) for each layer category for all units. c) 
The mean of the averaged normalized change of high gamma power in all ECoG recorded signals (increase, positive 
deviation; decrease, negative deviation) from baseline in 500ms intervals after the offset of stimulation (shown in 
black) in comparison with gamma power change in LFP which is color-coded for each layer category for all units. 
The data in this figure demonstrate a correlation between the effects of stimulation polarity on units located in layers 
V and VI with high gamma power in ECoG.  

 

3.4.2. CES frequency 

When varying the frequency of stimulation, our results showed that the opposing post-stimulus 
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effects on gamma power observed in LFPs after anodic vs. cathodic stimulation were frequency-

dependent in both upper and lower layers (p<0.01, Figure 3.4). In Figure 4a we show a raster 

plot (top) and corresponding PSTH (bottom)for each layer category of a single unit for 

stimulation frequencies of 50 and 500Hz following Anodic and Cathodic stimulation . Below the 

unit responses are shown the normalized LFP spectrograms of the corresponding recording site 

of each unit averaged across trials (Figure 3.4b). Figure 3.4c summarizes these data.  The mean 

of the normalized change of unit activity across all units (solid-colored bars) is plotted against 

LFP gamma power change (30-120 Hz) across all LFPs (white bars) as a function of stimulation 

frequency.  As shown in this Figure, the change in the gamma power of the LFPs was highly 

correlated with the change in unit activity following all frequencies and pulse polarity for all of 

the layer categories (r>0.95). 

Similarly, post-stimulus effects on ECoGs were frequency-dependent.  When varying the 

frequency of stimulation, our results showed opposing anodic vs. cathodic effects observed in 

high gamma power of ECoGs (60 – 120Hz) (p<0.05, Figure 3.5). In this Figure we show the 

normalized ECoG spectrograms following Anodic and Cathodic stimulation at 50 and 500Hz 

(Figure 3.5a). These data are summarized in Figure 3.4b by showing the mean of the normalized 

change of unit activity across all units are compared with ECoG high-gamma power (60-120 Hz) 

across all ECoGs as the function of Anodic and Cathodic  stimulation frequency . As can be seen 

in this Figure, the change in the high gamma power of ECoG was highly correlated with the 

change in unit activity of the lower layers (V-VI) following all frequencies of stimulation 

(r>0.95). 
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Figure 3.4. Effects of the frequency of stimulation on LFP in layered cortex regardless of stimulation amplitude. a) 
A raster plot (top) and corresponding PSTH (bottom) is shown for each layer category of a single unit for 
frequencies of 50Hz (left column) and 500Hz (right column) following Anodic-first (light shading) and Cathodic-
first  (dark shading) stimulation. Each row of the raster represents a single trial and each dot in the raster represents a 
single spike event.  The PSTH is the mean spike rate across trials in 10 ms bins.  Color-coding is the same as Figure 
3.2.  b) In each layer category, the top plot shows the normalized LFP spectrograms of the corresponding recording 
site of the shown unit in (a) averaged across trials for Cathodic stimulation and for frequencies of 50Hz (left 
column) and 500Hz (right column). The middle plot shows the normalized LFP spectrograms of the corresponding 
recording site of the unit shown in (a) averaged across trials for Anodic stimulation. Time is on the x-axis; frequency 
is on the y-axis; power is color-coded in a log scale (hot colors represent high power, cold colors represent low 
power). The bottom plot shows the normalized gamma power (30-120 Hz) of the LFP averaged across trials 
following Anodic-first (light shading) and Cathodic-first  (dark shading) stimulation for frequencies of 50Hz (left 
column) and 500Hz (right column) of the unit shown in (a).  c) The mean of the normalized change of unit activity 
(solid-colored bars) across all units and LFP gamma power (30-120 Hz) change (white bars) across all LFP as the 
function of stimulation frequencies for Anodic-first (light shading) and Cathodic-first  (dark shading) stimulation  
consistent with the color coding in (a) and (b). The error bars indicate 95% confidence intervals. The data in this 
figure demonstrate a correlation between the effects of stimulation polarity on unit activity with gamma power in 
LFP for various frequencies.  
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Figure 3.5. Effects of the frequency of stimulation on ECoG  regardless of stimulation amplitude. a) The top plot 
shows the normalized ECoG spectrograms of the corresponding LFPs and units shown in Figure 3.4 averaged across 
trials for frequencies of 50Hz (left column) and 500Hz (right column) following Cathodic stimulation. The middle 
plot shows the normalized ECoG spectrograms following Anodic stimulation. Time is on the x-axis; frequency is on 
the y-axis; power is color-coded in a log scale (hot colors represent high power, cold colors represent low power). 
The bottom plot shows the normalized high gamma power (60-120 Hz) of the ECoG averaged across trials. Vertical 
shaded bars represent the 1 second stimulus pulse train in which no activity was recorded. b) The mean of the 
averaged normalized change of high gamma power in all ECoG recorded signals from baseline in the first 500ms 
interval after the offset of stimulation in comparison with unit activity as a function of stimulation frequency for 
anodic and cathodic  stimulation.  

 

3.4.3. CES amplitude 

Anodic vs. cathodic  post-stimulus effects on gamma power of LFPs and high gamma power of 

ECoGs observed in upper and lower layers were also amplitude-dependent (p<0.01, Figure 3.6). 

In Figure 3.6a, the mean of the normalized change of unit activity (solid-colored bars) across all 

units and LFP gamma power change (30-120 Hz) across all LFPs (white bars) as the function of 

stimulation amplitude of Anodic and Cathodic  stimulation is shown. As can be seen in this 

Figure, the change in the gamma power of LFP was highly correlated with the change in unit 

activity following all amplitudes of stimulation in each of the layer categories (r>0.95). 
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The change in the high gamma power of ECoGs was also highly correlated with the change in 

unit activity of the lower layers (V-VI) following all amplitudes of stimulation (Figure 3.6b). In 

this figure, the mean of the normalized change of unit activity (solid-colored bars) across all 

units is shown with the high gamma power (30-120 Hz) change of ECoGs across all ECoGs as 

the function of stimulation amplitude.  

 

 

Figure 3.6. Effects of the amplitude of stimulation on LFP and ECoG regardless of stimulation frequency. a) The 
mean of the normalized change of unit activity (solid-colored bars) across all units and LFP gamma power (30-120 
Hz) change (white bars) across all LFP as the function of stimulation amplitudes for Anodic-first (light shading) and 
Cathodic-first  (dark shading) stimulation  consistent with the color coding in previous figures. b) The mean of the 
averaged normalized change of high gamma power in all ECoG recorded signals (increase, positive deviation; 
decrease, negative deviation) from baseline in the first 500ms interval after the offset of stimulation (white bars) in 
comparison with unit activity as a function of stimulation amplitude.  
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3.5. Discussion  

3.5.1. Effects of CES parameters on LFPs 

The results of time-frequency spectral analysis on LFPs showed that Anodic and Cathodic 

stimulation pulses had a significantly different post-stimulus effect on the gamma power (30-120 

Hz)  of LFPs recorded from upper and lower cortical layers. The changes observed in the gamma 

power of LFPs as the result of stimulation were highly correlated with the effects of stimulation 

in unit activity. These results were also frequency and amplitude-dependent.  LFPs are defined as 

low-frequency component (<200Hz) of the recorded neural activity and reflect the spatial and 

temporal superposition of the synaptic input to a local population surrounding the electrode14. 

These signals are thought to represent the synaptic activity of a few thousand neurons, depending 

on the tip diameter used for the recording15,16. While lower-frequency activity in the LFPs are 

thought to be due to the activity of a larger population of neurons, higher frequencies typically 

reflect a smaller population15.  Frequencies higher than 300 Hz are probably dominated by action 

potential currents17. Therefore, it is expected to see a high correlation between the high-

frequency activity in LFPs with the firing of a few neurons located close to the recording 

electrode2. Our results agree with this hypothesis as we see a high correlation between the 

gamma power of LFPs with the unit activity in each of the cortical layers. However, previous 

studies have shown that power in a frequency range of high gamma (60–200 Hz) is tightly 

coupled to the firing rates of a small population of neurons2,5.  The high correlation that we see in 

the low gamma range (30-60Hz) as well as the high gamma range with unit activity in our results 

could be due to synchronization induced in the network by the stimulation. While an increase in 

high-gamma could be attributable to an increase in spike synchronization within the neural 

population, an increase in low gamma power could be attributable to an increase in 
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synchronization in synaptic inputs, because synaptic activity is correlated with the low-gamma 

frequency range2.  These results suggest that we introduce a synchronization in both spiking 

activity and synaptic input of the affected cortical region by electrical stimulation at the cortical 

surface. The higher frequency components of LFPs (>120Hz) probably have a greater relative 

contribution from the generation of action potentials, whereas the size of the neural population 

(that generates the activity at that frequency) decreases with increasing frequency15. Therefore, 

based on our results, the broad gamma frequency range (30–120 Hz) appears to be well suited 

for studying the spiking activity of a relatively small population of neurons in LFP recordings 

following cortical electrical stimulation. 

 

3.5.2. Effects of CES parameters on ECoGs 

The results of time-frequency spectral analysis on ECoGs showed a significantly different post-

stimulus effect on the high gamma (60-120 Hz) power following Anodic versus Cathodic 

stimulation. The changes observed in the high gamma power of ECoGs, as the result of 

stimulation, were highly correlated with the effects of stimulation on unit activity of the lower 

layers (V-VI) only. These results were also frequency and amplitude-dependent. As reported in 

previous studies, LFP high-gamma activity represents the average firing of neurons near the 

microelectrode from which the LFP activity is recorded, weighted according to their distance 

from the electrode2. If LFP high-gamma activity is a measure of neural firing of the population 

near the microelectrode, ECoG high-gamma activity should be an indicator of the firing 

properties of the entire neural population beneath the ECoG electrode. In other words, while LFP 

high-gamma activity may only reflect the firing rate of the neural population near the 

microelectrode, at a larger level of integration such as ECoG, it is possibly an index of neural 
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synchrony in the underlying cortical neurons. It has been shown that the change in high-gamma 

power in the ECoG signal is due to changes in firing rate or synchronization in the underlying 

neural population2,3. Most of the power recorded by the ECoG electrode is due to synaptic 

activity15,16, so it is hypothesized that the contribution of the action potentials is small and limited 

to the higher frequencies only. Our results agree with this hypothesis, however the surprising 

result is that we only see correlation between the high gamma power of ECoGs with the unit 

activity of the lower cortical layers. As high frequency activity does not travel far spatially, we 

were expecting to see a high correlation between the high gamma power of ECoGs with the unit 

activity of the upper cortical layers. It is important to keep in mind that the dipoles in upper 

layers are much less organized than the dominant pyramidal cells in lower layers.  As the high 

gamma activity in ECoG represents the neural synchrony in the underlying cortical neurons, 

these highly organized pyramidal cells play a more dominant role in this frequency band. 

Another possibility is that the ECoGs are recording electrical activity from the apical dendrites of 

the pyramidal cells. This however, raises the question as to why we don’t see this signature in the 

LFP recordings in the upper cortical layers. There are two possible explanations for these results. 

One is that ECoG electrodes are placed in a different orientation than the LFP electrodes with 

respect to the neural population and their resultant dipoles. The other is that the surface area of 

the ECoGs are ~20,000x larger than the LFP recording sites. This means that we are “listening” 

to the neural activity of a much larger population of neurons using ECoGs compared to LFP 

recordings. Our results suggest that high-gamma activity in electrophysiological recordings of a 

large population (like ECoG) could be a useful indicator of the firing dynamics of the neural 

population whose activity is being altered by stimulation. This key finding could potentially be 

used to characterize the effects of stimulation in the underlying neural activity, particularly layers 
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V-VI.  

That ECoG signals are highly correlated with population dynamics in the output layers of cortex 

are highly important. Several arguments suggest that ECoG signals might be preferable for 

neuropresthetic and neurorehabilitation applications over unit or LFP recordings where 

understanding or controlling a population of units is desired. One argument is that ECoG 

electrodes do not penetrate the cortical surface and therefore reduce the risk for brain tissue 

damage. In contrast to unit spike data, which reflect single cell activity, ECoG (and LFP) 

measure population activity, which offers a better prospect of long-term recording stability. In 

addition, ECoG (as LFP) requires lower sampling rates for data acquisition and doesn’t need 

specialized spike detection and sorting algorithms, therefore reducing the computational costs 

associated with single-unit recordings. It is also important to point out that clinical investigation 

using the ECoG signals are regularly performed for days in patients who are candidates for 

surgical resection of epileptic foci18.  

 

3.5.3. Implications for closed-loop stimulation 

Although a wide range of electrical stimulation parameters have been successfully used for a 

number of neuroprosthetics applications, their employment has been as “open-loop” control 

systems. Open-loop refers to stimulation that is independent of brain activity at any particular 

point in time such that the dynamics of neuronal behavior are not incorporated in the generation 

of stimulation protocols19. In open-loop stimulation systems, the stimulation is kept periodically 

on and off following preset programming, regardless of the state of the brain19. However the 

exact nature and timing of these cycles are sometimes very critical. Under normal conditions in 

which no pathologic state is present, chronically stimulated neurons could easily get fatigued 
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under such long term activation, resulting in alteration of normal brain function19-21.   

Alternatively, constant stimulation could lead to an alteration in synaptic efficacy in the affected 

region, changing network characteristics in possibly a deleterious way19-22.  To address such 

concerns, studies have been done to incorporate “feedback” in seizure control for epilepsy 

patients19,23-26 and pain control27 through a number of applications using EEG signals. In general, 

“closing the loop” would permit precisely timed stimulation with specific parameters that could 

adjust appropriately to the dynamic of the brain region of interest. The results of our time-

fequency analysis on ECoGs provide a promising potential to use surface recordings (such as 

ECoG) and monitor the signatures of the underlying neural population activity before, during, 

and after the stimulation to modify subsequent stimulus pulses in such closed-loop stimulation 

systems. These findings show that future cortical stimulation studies could lean towards less 

invasive control systems that incorporate surface stimulation and recording configurations. 

 

3.5.4. Implications for TMS and tDCS 

Although the results of the study presented in this chapter and chapter 2, could be related to 

epidural and subdual motor cortex stimulation applications, there are important differences 

between our results relative to the use of conventional, non-invasive cortical stimulation 

methods. Transcranial magnetic stimulation (TMS) and Transcranial direct current stimulation 

(tDCS) are two of the most important applications of cortical stimulation in neurorehabilitation 

given their non-invasiveness28-33. There are important differences between electric and magnetic 

stimulation of the brain. First, during magnetic stimulation, the direction of the electric field is 

approximately tangential (parallel to the surface of the skull). However, during electric 



 76 

stimulation the electric field has both radial and tangential components34. Therefore, the 

distribution of the electric field as the result of electric and magnetic stimulation and 

consequently the excited elements are different. There are also latency differences in surface-

recorded electromyographic responses following electric and magnetic stimulation of the brain35-

36. The response latency in the contracting muscle during magnetic stimulation was found to be 

longer than electrical stimulation. These findings suggest that magnetic stimulation activates 

neurons trans-synaptically, while electric stimulation activates them directly34,37. Because of 

these differences we suggest that the results presented in these two chapters may not be related to 

TMS applications.  

It is also important to point out that there are major differences between CES and tDCS. 

Although in tDCS the electrodes attached to the scalp can be used to activate neurons in the 

brain, the high resistance of the skull shunts most of the current through the scalp34. In addition 

tDCS approaches have a low spatial specificity and induce a modulation in a large cortical area38.  

CES on the other hand, permits high spatial specificity to targeted neuronal populations39.  

Therefore due to these differences between our studues and tDCS, the spatial distribution of 

electric fields are likely significantly different.  

 

3.5.5. Considerations 

In this chapter and chapter 2 we used the rat model of CES because rat’s cortex is well defined 63 

and often used in neuroprosthetics and neurorehabilitation research 40-43. Therefore, the rat’s 

cortex will help us to begin to understand the effects of stimulation in vivo without the 

confounding factors of sulci and gyri.  However in interpreting and comparing the results of 
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these studies for human applications, it is important to keep in mind that following the fold of the 

gyrus, the orientation of the neurons with respect to the electrode changes 44. Bending axons 

exhibit abrupt changes in the profile of membrane voltage along the axon at the sites of the 

bends40,45 and therefore the excitation conditions are altered 44 . 

One of the important choices in designing stimulation paradigms is the choice of the waveform 

and whether to use voltage or current controlled pulses. We used current-controlled pulses 

because the effects of current pulse stimulation are more tractable than the effects of voltage 

pulse stimulation, for which the (current-induced) electric field depends upon the complex 

impedance of the stimulation electrode31. Another constraint was to use charge-balanced 

stimulation to avoid injection of net charge and prevent electrode and cell damage46. To be able 

to compare the effects of anodic versus cathodic stimulation on different neurons in the motor 

cortex, we used a monopolar stimulation configuration that used biphasic pulse trains consisting 

of a square leading phase and a decaying exponential phase to balance charge. A third constraint 

was the width of the leading phase of the stimulus pulses.  In this study the leading phase pulse 

width was fixed at 100 µs as this pulse width is typically used for neural stimulation 41,42,47,48. 

There have been several investigations to optimize the stimulus waveform in order to maximize 

the injected charge through the electrode interface while keeping the activation threshold at a 

minimum49-51. It has been shown that this optimization varies as a function of the stimulus 

waveform and stimulating electrode material49. Further investigation is needed to determine if 

alternative waveforms can provide similar results with the same polarity, frequency and 

amplitude of stimulation as used in the studies presented in this chapter and chapter 2. 
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3.6. Conclusion 

In this chapter we investigated the effects of CES on LFPs and ECoGs recorded from the rat 

primary motor cortex and compared the results with the CES effects on the simultaneous 

recorded unit activity (reported in the previous chapter). Our results showed a significant 

different post-stimulus effect on the gamma power of LFPs and the high gamma (60-120 Hz) 

power of ECoGs following Anodic versus Cathodic stimulation. Time-frequency analysis of 

LFPs showed high correlation of gamma power with unit activity in corresponding layers. On the 

other hand, high gamma power of ECoG signals only showed high correlation with the unit 

activity in lower layers. Time-frequency correlations, which were found between LFPs, ECoGs 

and unit activity were also frequency- and amplitude- dependent. The data demonstrates that the 

poststimulus effects in neural activity after manipulation of CES parameters changes according 

to the location (depth) of the recorded neural activity in motor cortex. The signature of the neural 

activity observed in LFP and ECoG signals provides a better understanding of the effects of 

stimulation on the affected network and has a promising potential to be used in closed-loop 

control stimulation systems. These results demonstrate that the neurorehabilitation and 

neuroprosthetic applications of CES can be further improved by optimizing CES parameters. 
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Chapter 4 

Estimation of electrode location in rat motor cortex by 
laminar analysis of electrophysiology and intracortical 

electrical stimulation 
 

4.1. Abstract 

While the development of microelectrode arrays has enabled access to disparate regions 

of cortex for neurorehabilitation, neuroprosthetic, and basic neuroscience research, 

accurate interpretation of the signals and manipulation of the cortical neurons depend 

upon the anatomical placement of the electrode arrays in layered cortex. Toward this end, 

this report compares two in vivo methods for identifying the placement of electrodes in a 

linear array spaced 100 µm apart based on in situ laminar analysis of (1) ketamine-

xylazine-induced field potential oscillations in rat motor cortex and (2) intracortical 

electrical stimulation-induced movement threshold. The first method is based on finding 

the polarity reversal in laminar oscillations which is reported to appear at the transition 

between layer IV/V in laminar “high voltage spindles” of the rat cortical column. 

Analysis of histological images in our data set indicate that polarity reversal is detected 

150.1±104.2 µm below the start of layer V. The second method compares the 

intracortical microstimulation currents that elicit a physical movement for anodic versus 

cathodic stimulation. It is based on the hypothesis that neural elements perpendicular to 

the electrode surface are preferentially excited by anodic stimulation while cathodic 
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stimulation excites those with a direction component parallel to its surface. With this 

method, we expect to see a change in the stimulation currents that elicits a movement at 

the beginning of layer V when comparing anodic versus cathodic stimulation as the upper 

cortical layers contain neuronal structures that are primarily parallel to the cortical 

surface and lower layers contain structures that are primarily perpendicular. Using this 

method, there was a 78.7±68 µm offset in the estimate of the depth of the start of layer V. 

The polarity reversal  method estimates the beginning of layer V within ±90 µm with 

95% confidence and the intracortical stimulation method estimates it within ±69.3 µm. 

We propose that these methods can be used to estimate the in situ location of laminar 

electrodes implanted in rat motor cortex. 

 

4.2. Introduction 

The development of microelectrode arrays has enabled access to disparate regions of 

cortex for neurorehabilitation, neuroprosthetic, and basic neuroscience research1-4. The 

mammalian neocortex has a regular structure consisting of six layers that is similar across 

different brain areas5. Microelectrode array technology has enabled us to span the entirety 

of the six layer cortex allowing simultaneous electrophysiological recordings and 

stimulation in different depths and layers3-4.  

One exciting application of these electrodes is in the neuroprosthetic field where neural 

signals are acquired from motor cortex to control external devices6-8. Previous 

neuroprosthetic studies have targeted neurons in the lower layers of the motor cortex 

(layers V and VI)9-11 to obtain a control signal because the large pyramidal Betz cells in 

these layers project to the spinal cord, and their large dipole fields result in higher 
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recording quality relative to other cells12. Parikh et. al13 have shown that units in the 

lower layers are significantly more likely to encode direction information as compared to 

units in the upper layers. Advances in electrode technology and the ability to conduct 

long-term, simultaneous, multi-site recordings have made it possible to evaluate event-

related action potentials from different cortical layers for movement and direction 

information13,14.  

Another application of these electrodes is in intracortical microstimulation (ICMS) for 

neurorehabilitation applications15,16. It has been shown that for specific 

neurorehabilitation applications it is important to target deep cortical layers (specifically 

layer V)17. Studies on the neurorehabilitation applications of cortical electrical 

stimulation have shown that stimulation differentially affects neuronal activity of deep 

and superficial layers of motor cortex18. Therefore, advances in techniques to determine 

the location and type of cell recorded in an awake, behaving preparation via extracellular 

recordings will help validate proposed cortical microcircuits and the functional role of the 

different cells across layered cortex14.   

Accurate interpretation of the signals recorded with these electrodes depends upon having 

a firm understanding of the neural signal and accurate placement of the electrodes13,19-23. 

Often, the placement of the electrodes can only be evaluated through histological and 

electrolytic lesioning techniques, which practically can only be done post-mortem by 

explanting the brain24-25. Although these electrodes can be visualized in situ during 

electrode placement at specialized institutions using MRI or CT26-27, the small size of 

these electrodes and the cost of MRI and CT makes it more difficult for visualization in 

animal models. An in vivo method for identification of correct placement of electrodes is 
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necessary to determine in situ electrode placement for use in the development of clinical 

neuroprosthetic and neurorehabilitation devices in animal models of human disorders.  

In the first in vivo method for electrode localization described here, the depth of an 

electrode array was estimated by laminar analysis of the field potential oscillations. This 

method is based on the field potential polarity reversal, which appears 100-300µm below 

layer IV of cortex28 in laminar ketamine-xylazine-induced high voltage spindles (HVS) 

of rat cortical column. HVSs consist of a rhythmic series of spike and wave components 

in local field potentials and occur in the resting or sleeping states in rats28-29. The 

intraepisodic frequency of HVSs in the anesthetized animal varies from 2–6 Hz28. Single 

fibers of thalamocortical neurons provide input mainly to layer IV but also give off 

collaterals to layers V and VI 30,31. This contributes to a polarity reversal observed 100-

300µm below layer IV of cortex28 which was used as a biological marker to estimate the 

depth of the implanted electrode in this method. The depth of polarity reversal in these 

oscillations was calculated and compared to the start of layer V based on histological 

analysis. The electrode recording site in which polarity reversal appeared, was identified 

by estimating the instantaneous phase of each recording site using the Hilbert Transform.  

In the second in vivo method, the depth of the electrode array was estimated by 

electrically stimulating through each electrode site and comparing the minimum current 

that induced a threshold movement for cathodic vs. anodic pulse shapes. When an 

electrical stimulus is applied within the brain, cells and fibers over an unknown volume 

of tissue are activated32. To make accurate inferences about anatomic structures involved 

in electrical stimulation, we must know which elements are stimulated. Previous clinical, 

animal, and modeling studies have shown that neural elements perpendicular to the 
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electrode surface are preferentially excited by anodic stimulation while cathodic 

stimulation excites those with a direction component parallel to its surface18,33-35. 

Previous investigations on the effects of extracellular anodic and cathodic stimulation on 

cortical neurons have inferred that the differences obtained are due to the opposing 

membrane potential changes induced between oppositely directed poles (dendrite and 

axon) of the neurons36-40. In addition, it has been reported that the site of excitation is 

dependent on the polarity of the stimulus, with cathodic stimuli resulting in lower 

thresholds of activation for electrode positions closer to the axon and anodic stimuli 

resulting in lower thresholds for electrode positions closer to the cell body and 

dendrites41-43. The layer V of rat motor cortex contains large pyramidal neurons which are 

primarily perpendicular to the surface of the brain44-45 and therefore parallel to the 

stimulating electrode sites.  Upper cortical layers contain neuronal structures that are 

primarily parallel to the cortical surface and perpendicular to the implanted electrode 

surface45. Considering the structure of cortical layers and the implantation of 

microelectrode arrays in rat motor cortex, we hypothesize that lower motor thresholds 

can be obtained by anodal stimulation in upper layers of motor cortex compared to 

cathodal and vice versa in layers V/VI. To test this hypothesis, we designed an 

experiment to measure the motor thresholds by sequentially stimulating across different 

electrodes (and hence different cortical layers) of the rat motor cortex through a linear 

array of equally spaced electrodes. 

The estimated depths from both methods were tested against the histological images. The 

results of both methods demonstrate placement of the electrode sites in the upper and 

lower cortical layers with less than ±100 µm error in a linear array with sites spaced 100 
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µm apart. These results suggest that both methods are suitable for in situ electrode 

localization for neuroprosthetic research that has typically targeted neurons in the lower 

layers of the motor cortex9-11,13.  

 

4.3. Methods 

4.3.1. Animal Procedures 

Fourteen normal male rats weighing 275-450g (Charles River Laboratories) were used 

for this study. A craniotomy was performed over the neck  (n=6) or forelimb (n=8) 

representation of primary motor cortex (MI) in the right hemisphere. The dura was cut 

and folded back to allow insertion of a micro-scale penetrating electrode array 

(NeuroNexus Technologies) consisting of 16-electrodes linearly spaced 100 µm apart3 

(figure 4.1(a)-(b)) with site areas of 413, 703, or 1250 µm2 on an array-by-array basis. 

The electrodes were inserted by hand with the aid of a dissecting microscope until the top 

recording site was even with the brain surface such that a maximum number of electrodes 

span six-layer neocortex. The probes were then secured using dental cement and the 

subjects were allowed 5-10 days to recover. 

 

4.3.2. Extracellular Field Potential Recordings 

Extracellular field potential recordings were obtained under condition of ketamine-

xylazine anesthesia. The rats were anesthetized with a mixture (1.8 mg/kg) of ketamine 

(50 mg/ml) and xylazine (5 mg/ml). Neural electrophysiological signals were 

simultaneously amplified and bandpass filtered (3-90 Hz or 1-500 Hz) and sampled at 
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500 or 1000 Hz using a Multichannel Neuronal Acquisition Processor (Plexon Inc, 

Dallas, TX).  

Figure 4.1. a) silicon electrode array on top of an American penny. b) Pulse shapes: Constant current 
CES  was  delivered  in  two  configurations,  cathodic  or  anodic  consisting  of  pulse  trains.  Pulses 
consisted of square leading phase (100 µsec) followed by an exponentially decaying second phase to 
balance charge. The pulse width of the leading phase was fixed at 100 μsec and length of the trailing 
phase dependent upon current amplitude.  

 

4.3.3. Polarity Reversal Method 

In this method, we use the field potential polarity reversal, which appears 100-300µm 

below layer IV of cortex28 in laminar ketamine-xylazine-induced HVSs of rat cortical 

column. The polarity reversal was found based on instantaneous phase calculations of the 

recorded local field potentials (LFPs) of each electrode site. LFP phase estimation steps 

are shown in figure 4.2 and described as follows:  

The Hilbert Transform permits a direct estimation of the instantaneous phase of a 

signal46-47. In this method, the phase of a signal can be obtained by means of the analytic 

signal concept originally introduced by Gabor (1946)48 and recently investigated for 

model systems as well as for experimental data49. For an arbitrary signal s(t), the analytic 
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signal ζ(t) is a complex function of time defined as: 

 

(4.1)                                        

€ 

ζ (t) = s(t) + j˜ s (t) = A(t)e jϕ (t )            

where the function 

€ 

˜ s (t)  is the Hilbert transform of s(t): 

 

(4.2) 

€ 

˜ s (t) =
1
π

P.V . s(t)
t − τ−∞

+∞

∫ dτ       

 

P.V. indicates that the integral is taken in the sense of the Cauchy principal value. The 

instantaneous amplitude A(t) and the instantaneous phase ϕ(t) of the signal s(t) are thus 

uniquely defined by Equation (4.1)46.  

An important advantage of this approach is that the phase can be easily obtained for an 

arbitrary broad-band signal. Nevertheless, application of the Hilbert Transform to the 

unfiltered signal gives analytic phase values resembling a “random walk”. Effective use 

of the Hilbert transform with LFPs must be preceded by filtering to separate the 

frequency band of interest from the background brain activity50-52.  

To capture the polarity reversal appearing in the ketamine-xylazine-induced field 

potential oscillations, corresponding to each electrode site, the field potential signal of the 

most superficial site (s1(t): reference site) was passed through a zero-phase-lag band pass 

filter (4-6 Hz)28. The Hilbert transform, and therefore the instantaneous phase of the 

filtered signal (φ1(t)),  were calculated (figure 4.2). To calculate the phase reversal, we 

averaged the LFPs of all sites (si(t); i=1:16) with respect to the instantaneous phase of the 

most superficial signal (φ1(t))  in - π to +π range with 2π/100 steps (figure 4.2).  The 
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averages over -π to π phase duration were smoothed by fitting to sine waves. The phase 

of the smoothed signal (φ2(i)) was calculated for each recording site. The highest phase 

difference corresponds to the site of polarity reverse. Since we are expecting to see a 

polarity reversal at this site, the phase difference should be about 180 degrees. We have 

considered a 60 degrees margin for the polarity reversal. Any phase difference less than 

60 degrees is considered not indicative of a polarity reversal. 

 

 

Figure 4.2. Block diagram of the Polarity Reversal Method. The field potential signal of the most 
superficial site (s1(t): reference site) was passed through a zero-phase-lag band pass filter (4-6 Hz). The 
Hilbert transform and therefore the instantaneous phase of the filtered signal (φ1(t))  were calculated. To 
calculate the phase reversal, we averaged the signal of all sites (si(t); i=1:16) with respect to the 
instantaneous phase of the most superficial signal (φ1(t))  in - π to +π range with 2π/100 steps.  The 
averages over -π to π phase duration were smoothed by fitting to sine waves. The phase of the smoothed 
signal (φ2(i)) was calculated for each recording site. The corresponding electrode sites with phase 
differences higher than 120° are considered the polarity reversal site.  
 

To demonstrate the independence of our method to the referenced (most superficial) site, 

a virtual depth experiment was designed in which the most superficial site was changed 

from site 1 progressively to site 16 and the polarity reversal site was recalculated based 
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on the method described above. 

 

4.3.4. Intracortical Stimulation Method 

For the second proposed method, the depth of the electrode array is estimated by 

stimulating through each electrode site and comparing the minimum current that induces 

a movement for cathodic vs. anodic pulse shapes. Constant current intracortical 

microstimulaltion was delivered in two configurations, cathodic or anodic consisting of 1 

second pulse trains at the frequency of 100 Hz. Pulses consisted of square leading phase 

(100 µsec) followed by an exponentially decaying second phase to balance charge of 

length dependent upon the amplitude of the leading phase.  Current-Induced Movements  

(CIMs) were determined as the weakest current passed through the cortical electrode that 

caused a forced movement in 50% of test pulses53-56. The anodic and cathodic CIMs then 

were compared. In cases in which anodic CIM was higher than cathodic CIM it was 

concluded that the corresponding electrode site was located in upper cortical layers (I-

IV). On the other hand, when anodic CIM was lower than cathodic CIM, it was 

concluded that the electrode site was located in the lower cortical layers (V-VI).  In cases 

in which anodic CIM was equal to cathodic CIM, it was concluded that no information on 

cortical location could be obtained. 

 

4.3.5. Comparing two Methods 

To compare these methods, the depth of layer V for each animal was estimated based on 

the data from all other animals. In this comparison we evaluated the reliability of each 



  95 

method by assuming that we have just implanted that animal and estimated the depth of 

layer V based on each method proposed without a priori knowledge of that animal’s 

histology. This was done by leave-one-out cross-validation (LOOCV). Cross-validation 

involves partitioning a sample of data into complementary subsets, performing the 

analysis on one subset (called the training set), and validating the analysis on the other 

subset (called the validation set or testing set). LOOCV uses a single animal from the 

original sample as the validation data, and the remaining animals as the training data57. 

This is repeated such that each observation in the sample is used once as the validation 

data. 

 

4.3.6. Histology 

Upon completion of the experiment, electrolytic lesions were made followed by 

histological analysis to determine the electrode site locations within the different cortical 

layers13.  Three electrode sites that were approximately at the top, middle and bottom of 

each electrode array that had low impedances were chosen for lesioning. At these 

selected sites we passed 35 µA DC for 2 seconds using a potentiostat (AUTOLAB, 

EcoChemie, Netherlands) to create micro-lesions13. Animals were deeply anesthetized 

before lesioning. Lesion marks, on average were 40, 60 and 70 µm in diameter for 

electrode site diameters of 23, 30 and 40 µm.  Serial 100 µm coronal slices were stained 

with a standard cresyl-violet (Nissl) staining method (figure 4.3(c)-(e)). The slices were 

then analyzed under a microscope and images were taken to reconstruct the position of 

the electrode array based on the shank track, centroid of the lesion marks, and the known 

geometry of the probe. In all cases, electrodes extracted from the brain were intact and 
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were kept attached to the skull/headcap. The angle, location and length of the intact 

electrodes were calculated through the images taken from these headcaps (figure 4.3a-b). 

To make a more precise estimation of the probe location and angle, exact stereotaxic 

positions of lesion marks and probe tracts were identified by co-registering the results of 

histological image analysis to the estimated probe locations from the images taken from 

the intact arrays13. After determining the location of the electrode array, we identified the 

location of the boundary between the upper and lower layers (the start of layer V) by 

analyzing the gray-level index values of the images using ImageJ (RSB, NIH: 

http://rsb.info.nih.gov/ij/). 

 

 4.4. Results 

4.4.1. Polarity Reversal Method 

The results of each analysis steps for one animal (M2) is shown in figure 4.4. Figure 

4.4(a) shows the ketamine-xylazine-induced field potential oscillations recorded from 

motor cortex. Sites are arranged such that site 1 is located closest to the cortical surface. 

The peak amplitude shown on top sites (1,2,3) starts to decrease and it disappears 

completely at site 6. figure 4.4(b) shows the average of filtered LFPs with respect to the 

first site of the recording electrode (site 1). In figure 4.4(c) the phase of each of the 

recording sites for a sample recording (φ2(i)) is shown. These data demonstrate a clear 

phase shift that occurs between sites 4 and 5 for this rat. figure 4.4(d) shows the phase 

differentiation from site to site (Differentiation of plot 4c). The highest amplitude 

corresponds to site 5 for this rat.  This site is used to determine the depth of layer V in 

this method. 
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Figure 4.3. a,b) The angle and depth of the silicon probe was estimated using these images of intact 
skulls/headcaps.  Individual electrodes can be seen along the silicon shank in (c).  c-e) Histology images 
from one rat. Three lesion marks are shown in the different depths where the electrode was implanted.  The 
lesion marks are used to reconstruct the trajectory of the silicon probe and depth of layer V relative to each 
site in the array. 

 

The results of our analysis for the polarity reversal method for all animals are listed in 

Table 4.1. We found polarity reversal in LFPs recorded in 7 of 8 rats. For animal M4, we 

did not find a polarity reversal in the recorded LFPs as the most superficial electrode was 

located deeper than the start of layer V. The average depth of polarity reversal was 

calculated to be 928.4±110.4 µm. The offset is calculated based on the start of layer V 

from histological analysis (Table 4.1). Our results show that polarity reversal appears 

150.1±104.2 µm below the start of layer V.  
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Fig 4.4. a) 16 channel ketamine-xylazine-induced field potential oscillations recorded from motor cortex of 
a single rat.  The peak amplitude shown on top sites (1,2,3) starts to decrease and it disappears completely 
at site 6. Sites are arranged such that site 1 is located closest to the cortical surface.  b) Average of filtered 
LFPs with respect to the first site of the recording electrode (site 1). c) Phase of each of the recording sites 
for a sample recording. These data demonstrate a clear phase shift that occurs between sites 4 and 5.  d) 
Phase differentiation from site to site (Differentiation of plot c). The highest amplitude corresponds to site 5 
for this rat (M2 in Table 4.1).  This site is used to determine the depth of layer V in the polarity reversal 
method. This figure was originally printed in 18 (© 2007 IEEE). 
 

The results of changing the reference site in a virtual depth experiment from site 1 (the 

most superficial) to site 16 (the deepest) are shown in figure 4.5.  Changing the reference 

(most superficial) site from site 1 to the site demonstrating the polarity reversal showed 

the previously detected polarity reversal site as the site in which we see a phase 

difference higher than 120 degrees.  We therefore determined this site to be the most 

accurate polarity reversal site.  Changing the reference site from the polarity reverse site 

to site 16, being the most deep electrode in the array relative to the surface of the cortex, 

showed no polarity reversal. These results demonstrate the independence of our phase 

calculating method to the reference site. 
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Table 4.1. Results based on histology and the Polarity Reversal Method.   Averages indicate mean ± SD.  
Column C shows the offset of the estimation of depth of layer V for this method in comparison with 
histological analysis. The polarity reversal was exclusively observed below layer V.  The estimate of the 
polarity reversal (E) was obtained with the LOOCV method for each validation animal, calculated from the 
training data. The error of the LOOCV method (F) is the difference between the estimate and the actual 
location of layer V based on histology.  Data are in µm. 

 

 

Figure 4.5. Virtual Depth experiment: for each electrode, the reference site was changed from 1-16 (site 1 
being closest to the cortical surface) and the polarity reversal was calculated. Each square depicts one 
electrode site in the array.  The widths of squares are consistent within each “array” and are based on the 
angle of the electrode relative to layered cortex.  White squares show that the polarity reversal was detected 
with respect to sites located deeper. The number on that square indicates the site number of the polarity 
reversal. Black squares indicate that no polarity reversal was detected by choosing those sites as reference 
with respect to the sites located deeper.  The gray bar indicates the depth of layer V as determined through 
histology. In animal M4, no polarity reversal was observed as every electrode in this array was located 
deeper than layer V.   
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4.4.2. Intracortical Stimulation Method 

The results of the intracortical stimulation method are summarized in figure 4.6 and 

Table 4.2. Figure 4.6 shows the anodic and cathodic CIM threshold difference as a 

function of cortical depth. Table 4.2 lists the electrode site number and depth of the CIM 

threshold change for anodic and cathodic stimulation. The threshold change indicates the 

electrode in the array at which anodic intracortical stimulation had a higher threshold for 

eliciting a movement than cathodic stimulation.  The average estimated depth of CIM 

threshold change based on this method was 812±81.8 µm, corresponding to the 687-916 

µm start of layer V. The offset is calculated based on the difference of the depth of CIM 

threshold change and the histological indication of the depth of layer V. Our results show 

that CIM change appears with a 78.8±68 µm offset below the start of layer V. 

 

Figure 4.6. Anodic and Cathodic CIM threshold differences: Each square indicates the threshold for 
inducing a movement with anodic intracortical stimulation relative to cathodic stimulation.  The widths of 
the squares are consistent within each “array” and are based on the angle of the electrode relative to layered 
cortex.  As one moves from superficial electrodes (left) to deep electrodes (right), the threshold for 
inducing a movement with anodic stimulation becomes higher than the threshold for inducing movement 
with cathodic stimulation.  The location of this change is used to estimate the location of layer V with the 
Intracortical Stimulation Method. The gray bar indicates the depth of layer V as determined through 
histology. 
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Table 4.2. Results based on histology and the Intracortical Stimulation Method.   Averages indicate mean ± 
SD. Column C shows the offset of the estimation of depth of layer V for this method in comparison with 
histological analysis. A negative offset indicates the movement threshold change occurred superficial to 
layer V. The estimate of the CIM change (E) was obtained with the LOOCV method for each validation 
animal, calculated from the training data. The error of the LOOCV method (F) is the difference between the 
estimate and the actual location of layer V based on histology.  Data are in µm. 

 

 

4.4.3. Comparing two Methods 

We evaluated the reliability of each method by leave-one-out cross-validation (LOOCV) 

described above.  We used the data from a single animal as the validation data, and the 

remaining animals as the training data. This was repeated such that the data from each 

animal from the data set was used once as the validation data (each row in tables 4.1 & 

4.2). We used the average of the offset (column C) from tables 4.1 and 4.2 from all of the 

animals excluding the validation animal as the training data. This average is shown in 

column (D) in these tables. This column is the average offset for each method in 

comparison to the start of layer V for each training set. To estimate the depth of layer V 

for each method we subtracted this offset from the depth of biological marker (column A) 

used for each method (column E). To calculate the error of each LOOCV we compared 
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these estimations with the histology results (column F). The estimation results, along 

with the 95% confidence intervals in the estimation, are shown in figure 4.6 and represent 

the estimate of layer V without a priori knowledge of the actual depth of layer V. These 

results indicated that we can estimate the depth of the start of layer V within ±90 µm for 

the polarity reversal method and ±69 µm for the intracortical stimulation method with 

95% confidence relative to the physical location of the start of layer V.  

In two animals (N4, N8), both methods were used for estimating the depth of the start of 

Layer V.  The depth of polarity reversal estimated for N4 was 619 µm which was 157 µm 

above the beginning of layer V (757 µm), while the depth of CIM threshold change for 

this rat was estimated to be 679 µm, 98 µm above the start of layer V. Alternatively, the 

depth of polarity reversal estimated for N8 was 750 µm which was located 7 µm above 

the start of layer V (757 µm), while the depth of MT change for this rat was estimated to 

be 854 µm, 96 µm below the start of layer V.  Both of these methods, when used together 

in these animals, predicted the depth of the beginning of layer V within the 95% 

confidence intervals of both methods.   

 

4.5. Discussion 

4.5.1. Electrophysiological-based laminar Analysis 

The polarity reversal of cortical field potentials appears 100-300 µm below layer IV of 

motor cortex28. The motor cortex in the rat has a small but distinct layer IV (~100 µm 

thick) which receives thalamic inputs and begins around 650 µm and ends around 750 

µm below the surface of the brain58. Therefore we expect to find the polarity reversal at a 

depth of 850-1050 µm. Our results showed that the average depth was calculated to be 
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928.4±110.4 µm which lies in the reported range of polarity reversal in cortical column 

for HVS28. Also, as reported in Table 4.1, this method can estimate the depth of the start 

of layer V within ±90 µm with 95% confidence. As electrode recording sites in the 

probes used in this project were spaced at 100 µm, this gives us a laminar resolution of 

100 µm along the 1500 µm shank and allows us to tolerate up to 50 µm error in polarity 

reversal and structural depth estimation with respect to the expected range for each 

method. Recording electrodes with lower site spacing may give us more laminar 

resolution, reduce the error and provide a more accurate estimation. 

 

 

Figure 4.7. In Situ estimation of layer V based on the Polarity Reversal Method (left) and Intracortical 
Stimulation Method (right). Data are plotted on a schematic of layered rat motor cortex with relative 
distances between layers (Skoglund et al. 1997). The markers are the estimation of layer V as reported in 
columns F of Tables 4.1 and 4.2 without a priori knowledge of the depth of layer V.  The bars show the 
95% confidence interval based on the dataset excluding the representative animal from the dataset using the 
LOOCV method.  
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No polarity reversal was found for animal M4 by calculating the phase difference of its 

electrode recording sites. Considering the electrode configuration we concluded that the 

electrode was placed so deep in motor cortex that the first site was passed the polarity 

reverse point (beginning of layer V). Histological analysis showed that the depth of first 

site for this rat was 1,826 µm below the cortical surface, which confirms our prediction. 

As described in the text, the independence of our method to the referenced site was 

evaluated. The results showed that the phase difference of the HT of each electrode site 

and the referenced site is high (>120 degrees) when the referenced site is located 

superficial to the polarity reversal and low (<60 degrees) for when the referenced site is 

located deeper than the polarity reversal. This demonstrates the robustness of the polarity 

reversal method due to the independence of the referenced site. 

 

4.5.2. Intracortical stimulation 

In the intracortical stimulation method, the depth of the electrodes in the array is 

estimated by comparing the minimum current that induces a movement for cathodic vs. 

anodic pulse polarity. This method is based on previous studies that show that neural 

elements perpendicular to the electrode surface are preferentially excited by anodic 

stimulation while cathodic stimulation excites those with a direction component parallel 

to its surface33-35. Upper cortical layers contain the neuronal structures that are primarily 

parallel to the cortical surface while lower layers of rat motor cortex contain large 

pyramidal neurons which are primarily perpendicular to the surface of the brain45. We 
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used this stimulation method to detect the structural change that appears at the beginning 

of layer V. 

Previous investigations on the effects of extracellular anodic and cathodic stimulation on 

cortical neurons have inferred that the differences obtained are due to the opposing 

membrane potential changes induced between oppositely directed poles (dendrite and 

axon) of the neurons36-40. Upper cortical layers contain the neuronal structures that are 

primarily parallel to the cortical surface and therefore perpendicular to the stimulating 

electrode surface45. When stimulating through the perpendicularly implanted 

microelectrode array in these layers, anodic current is thought to hyperpolarize the 

dendrites while depolarizing cell body and axonal portions of neurons located in these 

layers. An opposite sequence of depolarizing-hyperpolarizing events is thought to occur 

during cathodic current flow59. Therefore it is expected to see lower anodic currents to 

induce movements in these layers in comparison with cathodic currents. 

Previous modeling studies have suggested that cathodic stimulation excites the neural 

elements with a direction component parallel to the surface of stimulation34-35. The layer 

V of rat motor cortex contains large pyramidal neurons which are primarily perpendicular 

to the surface of the brain44,45 and therefore parallel to the stimulating electrode sites of 

the implanted microelectrode array. We expected to see lower cathodic currents to induce 

movements in layer V in comparison with anodic currents. In addition it has been 

reported that the site of excitation is dependent on the polarity of the stimulus, with 

cathodic stimuli resulting in lower thresholds for electrode positions closer to the axon 

and anodic stimuli resulting in lower thresholds for electrode positions closer to the cell 

body and dendrites41-43. Pyramidal cell neurons located within the layer V in the primary 
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motor cortex send their axons down to the spinal cord. They have apical, perisomatic and 

basal dendrites that project into all cortical layers44-60. Therefore, their dendrites are 

located in upper layers (I-IV) while their axons are located in lower layers (V-VI) of 

motor cortex. This will also contribute to our hypothesis of having lower CIM for 

cathodic stimulation in these layers in comparison with anodic stimulation. Our results 

from the intracortical stimulation method agree with these previous findings and support 

our hypothesis. 

Since, on average, layer V of cortex starts 750-800 µm below the surface of the cortex58, 

we therefore expect to see a change in the difference of anodic and cathodic CIMs in this 

range due to the large neural elements of pyramidal cells traveling the depth of a cortical 

column. The depth of CIM change in our results was in the range of 812±81.8 µm below 

the surface of the brain, which is below the expected range. As reported in Table 4.2, this 

method can estimate the depth of the start of layer V to within ±69.3 µm with 95% 

confidence. In this method, recording electrodes with lower site spacing may give us 

more laminar resolution, reduce the error and provide a more accurate estimation. 

The high error in some cases in our results can be explained in part by the angle of the 

electrode in the brain relative to the organization of layered cortex. We attempted to 

implant the electrodes as perpendicular to the surface of the brain as possible, however, in 

some cases they were implanted at an angle. Because this method is sensitive to the 

orientation of the electrode site surface with respect to the orientation of fibers, this angle 

can cause additional errors in the depth estimation. As it has been suggested by 

Wongsarnpigoon and Grill35, to predict the response of the neural elements located in 

different angles with respect to the stimulation surface, further modeling studies need to 
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be conducted. However, because our results are also described by the site of excitation in 

addition to the direction of the neuronal fibers, this error will be limited when the 

stimulation electrode site is proximate to the axonal parts of the layer V neurons41-43. 

 

4.5.3. Comparing the two methods 

The polarity reversal method gives a 90 µm confidence interval for the estimation of 

the start of layer V while the intracortical stimulation method gives a 69 µm confidence 

interval, suggesting that the intracortical stimulation method can provide a more accurate 

estimate.  

In two animals (N4 and N8), we were able to apply both methods for localizing layer V. 

The polarity reversal method gave a more accurate estimation for N8 while the 

intracortical stimulation method gave a more accurate estimation for N4. This could be 

explained in part by the large angle of the electrode array N8 in comparison to N4 

relative to the cortical layers.  As the hypothesis behind the intracortical stimulation 

method is based on the direction of the cortical fibers, this method is more sensitive to the 

angle of the electrode compared to the polarity reversal method. We can conclude that in 

the cases in which we have a priori knowledge of the electrode array implanted at an 

angle, the polarity reversal method will give a more accurate estimation of the depth of 

the start of layer V.  

Although we consider the neocortex in many species and cortical areas to be built 

according to a stereotypic cortical architecture61, it has to be taken into consideration that 

there are certain variations between different cortical areas in both architecture and 
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particularly in the layout of horizontal connections62. Furthermore, across the cortical 

surface, within and/or between neighboring areas, distinct discontinuities of horizontal 

connections exist63. Such variability might affect the biological markers in our proposed 

methods and deserves attention in each case in which these methods are used. 

Nevertheless, in view of a common architecture of neocortex, the present results obtained 

in rat motor cortex provide reliable methods for estimating the depth of the implanted 

linear electrode array for other cortical areas and/or species. 

 

4.5.4. Accuracy of the histological localization and layer estimation 

The depth of the beginning of layer V was calculated with the program ImageJ which has 

a high accuracy for identifying the change in light density of nissl-stained images 

associated with the start of dense pyramidal cell bodies in layer V13.  Given the micro-

scale of these electrode arrays it is necessary to make three lesion marks along the shank 

to get accurate electrode placement by aligning a three-dimensional vector between 

“points” indicating the lesion.  Therefore, it is likely that the majority of the errors 

recorded in these measurements are attributed to the limitations of each of the individual 

methods rather than localizing the electrodes relative to layer V. While the centroid of 

each electrode was space 100 µm apart, the addition of the diameter of each electrode 

meant that the true distance between electrodes was 77, 70 and 60 µm for electrode site 

diameters of 23, 30 and 40 µm, respectively. Ideally, each electrode would be an 

infinitely small “point-source” relative to the size of the neural elements being measured 

or activated in order to make a precise measurement.  However, each of the methods 
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described here involve the activity of more than just one neuron or neural element.  In the 

phase reversal method, we are recording changes in the local electrical fields.  These 

fields are highly susceptible to the orientation and type of neural element coursing 

through each of the neural layers that are a likely source of error in this method.  In the 

CIM method, charge is activating a number of output neurons innervating muscle to 

affect an easily observable muscle “twitch”.  The size and shape of the electric fields 

generated at the stimulated electrode are likely complex and have a degree of overlap 

between neighboring electrodes.  It remains to be seen if reducing the diameter and 

spacing of the electrodes will improve the accuracy of these techniques or if the error 

inherent to each technique is too great for further improvement.  Ultimately, these 

techniques achieves the goal of identifying the electrode in an array closest to the output 

layer of motor cortex and thus most effective for neuroprosthetics and neurorehabilitation 

research. 

 

4.6. Conclusion 

In this study we propose and compare two in vivo methods for estimation of electrode 

depth in rat primary motor cortex in situ. The results of both methods demonstrate their 

utility to define the placement of the electrode sites in the upper and lower cortical layers.  

The proposed methods are reliable candidates for targeting deep and superficial layers 

within three electrodes in an array of electrodes spaced 100 µm spanning layered motor 

cortex.  This has important implications for neuroprosthetic and neurorehabilitation 

research that has typically targeted neurons in the lower layers of the motor cortex9-11, 13, 

14.  
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Chapter 5 

Conclusion and future directions 
 

5.1. Conclusions  

The work presented in this dissertation was focused on investigating the effects of 

electrical stimulation on the affected neural population located in the layered structure of 

rat primary motor cortex.  The purpose of these studies was to help identify the effects of 

electrical stimulation on cortical neural tissue, elucidate mechanisms of action and 

ultimately to optimize the parameters used for neurorehabilitation and neuroprosthetic 

applications. We were able to use linear electrode arrays in these studies that enabled us 

to record and target different depths and layers of the primary motor cortex and 

investigate the effects of stimulation on these locations. In the studies presented in this 

dissertation we used both surface stimulation and intracortical microstimulation methods. 

We also were able to investigate the effects of stimulation of several brain signals such as 

spiking activity, local field potentials and electrocorticograms. The general findings of 

the three studies presented here was that the polarity of cortical electrical stimulation 

differentially affects the neural signals of the superficial and deep cortical layers. 

In Chapter 2, the goal was to design a set of experiments and test the influence of CES 

pulse polarity of various frequencies and amplitudes on the imposed volume of rat 

primary motor cortex. The results suggested that neurons in lower layers have a higher 

probability of being excited following anodic stimulation. Similarly neurons located in 
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upper cortical layers have a higher probability of being excited following cathodic 

stimulation. The opposing effects observed after anodic vs. cathodic stimulation in upper 

and lower layers were frequency- and amplitude-dependent. In addition, our results 

demonstrate that the changes in neural activity following manipulation of CES 

parameters is time-dependent according to the location (depth) of the recorded units.  

In chapter 3, we investigated the effects of CES on LFPs and ECoGs recorded from the 

rat primary motor cortex and compared the results with the CES effects on the 

simultaneous recorded unit activity (reported in chapter 1). Our results showed a 

significant different post-stimulus effect on the gamma (30-120 Hz) power of LFPs and 

the high gamma (60-120 Hz) power of ECoGs following Anodic versus Cathodic 

stimulation. Time-frequency analysis of LFPs showed high correlation of gamma power 

with unit activity in corresponding layers. On the other hand, high gamma power of 

ECoG signals only showed high correlation with the unit activity in lower layers. Time-

frequency correlations, which were found between LFPs, ECoGs and unit activity were 

also frequency- and amplitude- dependent. The signature of the neural activity observed 

in LFP and ECoG signals provides a better understanding of the effects of stimulation on 

the affected network and has a promising potential to be used in closed-loop control 

stimulation systems. These results demonstrate that the neurorehabilitation and 

neuroprosthetic applications of CES can be further improved by optimizing CES 

parameters. It is clear that more quantitative data about intracortical distribution of 

projections and their target, as well as variation of electrical properties of cortical circuits 

are needed before the specific effects observed in  chapters 1 and 2 can be fully 

understood, especially in the context of maximizing efficacy of CES for 
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neurorehabilitation and neuroprosthetic applications. 

In chapter 4, we proposed an intracortical microstimulation method for estimation of 

electrode depth in rat primary motor cortex in situ and compared it with another method 

based on the laminar analysis of the local field potentials. The results of both methods 

demonstrate their utility to define the placement of the electrode sites in the upper and 

lower cortical layers.  The proposed methods are reliable candidates for targeting deep 

and superficial layers within three electrodes in an array of electrodes spaced 100 µm 

spanning layered motor cortex.  This has important implications for neuroprosthetic and 

neurorehabilitation research that has typically targeted neurons in the lower layers of the 

motor cortex. 

 

5.2. Future Directions 

In the three studies presented in this dissertation we showed that polarity of cortical 

electrical stimulation differentially affects the neural signals of the superficial and deep 

cortical layers. In the other words, we have shown that by changing the stimulation 

parameters we can target a specific group of neurons in the cortex. This means that we 

can optimize the targeting of the electrical stimulation by choosing the right parameters 

from the available parameter space. Also in the first two studies that we have used 

surface stimulation, we have shown that by choosing the appropriate set of parameters we 

can control the effect of stimulation on the neurons located in the upper and lower 

cortical layers. Therefore we have shown that by using a specific set of parameters we 

can have the spatial resolution and focality of intracortical microstimulation without 

producing any damage to the cortical integrity. These results can be used in the 



  120 

neurorehabilitation and neuroprosthetic applications that are design to target the neurons 

in the lower layers of the motor cortex. One of the future directions of this dissertation 

would be to test the results presented here in the diseased animal models and monitor the 

therapeutic effects as the result of stimulation. As it has been proposed and shown in 1 

deep layer V neurons are the sufficient targets for Parkinson’s disease, surface 

stimulation could be a better alternative for Parkinson’s disease treatment in comparison 

to deep brain stimulation methods. This could be investigated using the result of the 

studies presented here to target the layer V neurons in the Parkinson’s animal models.  

Another factor that needs to be considered in choosing the stimulation paradigms for the 

neurorehabilitation applications is the duration of stimulation. As mentioned in the 

previous chapters of this dissertation, the duration of stimulation plays an important role 

in the therapeutic effects observed as the result of stimulation. Under normal conditions 

in which no pathologic state is present, chronically stimulated neurons could easily get 

fatigued under such long term activation, resulting in alteration of normal brain function2-

4. Alternatively, constant stimulation could lead to an alteration in synaptic efficacy in the 

affected region, changing network characteristics in possibly a deleterious way2-5. 

Therefore it is very important to investigate the effect of duration of stimulation on the 

affected brain region as well and monitor the neural behavior in time.  

Also since the distribution of electrical stimulation cannot be precisely controlled, the 

stimulation may spread into unexpected brain areas and include mechanisms and neural 

populations into the therapeutic mechanisms that we don’t anticipate. In addition 

electrical stimulation does not provide cell type–specific, manipulations. Electrical 

stimulation also does not allow highly controlled inhibition and causes electrical 
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interference that hampers the simultaneous electrical recording of neural signals from the 

same site.  To get a better insight about the effects of stimulation on the therapeutic 

aspects of electrical stimulation it would be helpful to use a more precise method of 

stimulating neurons and compare it with the effects of electrical stimulation. 

Optogenetics addresses these challenges by introducing into neurons light-sensitive 

proteins that regulate the ion conductance of the membrane6. These proteins, encoded by 

microbial opsin genes, are derived from sources such as archaebacteria and algae. They 

allow optical excitation7,8 or inhibition9,10 of specific neuron types based on their 

expression or projection patterns. Moreover, optogenetics allows simultaneous artifact-

free electrical recording of action potentials11-13. Therefore it would be very interesting to 

investigate the effects of electrical stimulation by using the cell-specific manipulations of 

optogenetics techniques. 
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Appendix A 

 

Model Fitting and Data Analysis 

Before settling on the model defined by equation (3), we varied the possible model 

classes and looked for an optimal trade-off between the number of parameters in the 

model and the maximum likelihood cost of the fitted model. We computed the Aikaike’s 

criterion (AIC), which is 2*(the number of parameters-log likelihood of the model), for 

each possible model class (Table 1). This criterion provides a way to rank different 

candidate models. It is an estimate between a distribution given by an approximating 

model and the distribution of the true underlying process generating the data17. 

The model can be fit to the neural spike trains using general linear model (GLM) 

methods17. The GLM is an extension of the multiple linear regression model in which the 

variable being predicted, in this case spike times, need not be Gaussian17. GLM provides 

an efficient computational scheme for model parameter estimation and a likelihood 

framework for conducting statistical inferences based on the estimated model20-21. 

We used Kolmogorov-Smirov (KS) plots based on the time-rescaling theorem to assess 

model goodness-of-fit. The time-rescaling theorem is a well known result in probability 

theory which states that any point process with an integrable CIF may be transformed 

into a Poisson process with unit rate21. A KS plot, which plots the empirical cumulative 

distribution function (CDF) of the transformed spike times versus the CDF of a unit rate 
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exponential, is used to visualize the goodness-of-fit for each model. We computed 95% 

confidence bounds for the degree of agreement using the distribution of the KS statistic17. 

Time was discretized by partitioning the time interval (0,T] into 1 msec bins and the 

discretized CIF was estimated. Finally, maximum-likelihood estimates and confidence 

intervals of θ were computed for each neuron using the glmfit.m function in MATLAB.  

 

Fig 1. KS-plots (solid lines) with 95% confidence intervals (dotted lines) for stimulation and control (no-
stimulation) sessions for anodic and cathodic first stimulation. 

 

Table 1. Aikaike’s criterion (AIC), is 2× (the number of parameters-log likelihood of the model). DEV is -
2×log likelihood of the model and the number of parameters for four models of a single neuron following 
anodic and cathodic stimulation. 

 

 Anodic Cathodic Model classes # of parameters DEV (-2loglik) AIC DEV (-2loglik) AIC 
Proposed Model 45 52657 52747 63285 63375 
Amplitude Only 20 52745 52785 63380 63410 
Frequency Only 25 52783 52833 63320 63380 

Separate each parameter set 100 52601 52801 63260 63460 

  

 

 



  126 

Short-term temporal effects of CES (Cathodic stimulation) 

To investigate the post-stimulus effects of CES for cathodic stimulation after 2 seconds 

following the offset of stimulation, we have done further analysis. We have formulated 

another CIF and have included the 2000-2500ms interval after the offset of stimulation as 

another time interval to equation (2.3) for the Cathodic stimulation. The new equation is: 

(1)           

€ 

λ(t |Ht ) = exp{ α i,aIi,a (t) +
a=1

4

∑
i=1

6

∑ β i, f Ii, f (t)
f =1

5

∑
i=1

6

∑ } 

where time was divided into six intervals of 500 ms with variable i, where i=1 

corresponds to the 500ms before the onset of stimulation and i={2,3,4,5,6} correspond to 

(0-500), (500-1000), (1000-1500), (1500-2000) and (2000-2500) ms time intervals after 

the offset of the stimulation. Here we also scaled the ({αi,a } and {βi,f }) to have values 

between -1 and 1 using the equations (2.4) and (2.5). The differences of these scaled 

parameters for all of the five time intervals defined in the model were calculated 

(equations (2.6) and (2.7)).  

We performed a t-test of the null hypothesis that data in the 2000-2500 ms after the offset 

of stimulation are a random sample from a normal distribution with mean 0 and unknown 

variance, against the alternative that the mean is not 0. The null hypothesis was accepted 

for this time interval for Cathodic stimulation (p=0.16). Considering that the null 

hypothesis was rejected for the 1500-2000 ms time interval after the offset of stimulation, 

we conclude that the effects of Cathodic CES on unit activity lasts 2 sec following the 

offset of stimulation. 
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Appendix B 

Electrochemical reaction  

We have assessed the electrochemichal reaction at the stimulation site based on the 

method proposed by Shanon 19921. Shanon demonstrates that the following relation can 

be used to determine the parameters for safe stimulation. 

     log(Q/A) = k – log (Q)  

Where Q is charge in µC and A is surface area in cm^2 and tissue damage has been 

shown to occur conservatively when k > 1.5. In this study we have the following 

parameters: 

Material = stainless steel 

Diameter of the cathode = 1.6 mm 

Area of the cathode= 0.02 cm^2 

Diameter of the anode = 5.33 mm 

Area of the Anode= 0.0573 cm^2 

If we assume our maximum current is 5 mA and take the leading phase of the stimulation 

pulse to be 100 µs then Q will be 0.5 µC. According to the equation above we will have 

the following: 

Log(25) = k – log(0.5) 



  128 

1.4 = k - -0.3 

k = 1.1 which is < 1.5 

It should also be noted that 25 µC/cm^2 is below the maximum reversible charge storage 

capacity of stainless steel (40 – 50 µC/cm^2)2. 

However, we recognize that the equation of Shannon is relevant for 50 Hz stimulation 

only and the fact that we are using a screw as the cathode does not take into account that 

local concentrations of charge density may be present around the threads of the screws, 

representing local discontinuities in the electrode that may affect charge distribution3. 

This would suggest that the highest concentration of charge density occurs in a ring 

around the diameter of the electrode (screw).   Since these concentrations of charge 

density could have occurred in a smaller geometric surface area, it may be that charge 

density exceeded safe limits.  Inspection of the tissue directly below the stimulating 

electrodes following histology did not reveal any gross tissue damage, however tissue 

damage was not quantified in this study.  Furthermore the voltage at the electrode during 

constant current stimulation was not monitored and could have exceeded ±1 V, the limits 

for irreversible faradaic reactions at the electrode-tissue interface for stainless steel 

electrodes.   However, the impedance of these electrodes at the electrode-tissue interface 

was likely << 1 KΩ suggesting that it would take <1 V to drive the maximum of 5 mA. 
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