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A novel sensing system based on the microwave resonance probe is compared to standard RF metrology. The system uses an 
antenna in the glow discharge to excite the bulk plasma at a frequency range of 30MHz to 1 GHz. Standard RF metrology 
is implemented by measuring the fundamental and five harmonics of the RF power signal. An experiment varying power, 
pressure, CF4 and O2 is constructed. Using a subset of the data to regress a model, standard RF sensing reconstructs the 
experimental variables with a best average R 2 of 0.586 at a high model coefficient variance (a~), whereas the novel sensing 
system results in a best average R 2 of 0.804 and an order of magnitude lower ~r~. 

INTRODUCTION 

Ever shrinking geometries and larger substrates are man- 
dating improvements in sensor systems for control and di- 
agnostics of  plasma processing. Experts in industry and 
academia have recognized the RF signal (13.56MHz) and 
its harmonics as a potential source of process information. 
A number of researchers have used RF metrology as a tool 
for plasma diagnostics. Maynard et al. (1) have used RF 
metrology for end-pointing of an industrial etch process. 
Spanos et aL (2, 3) have extensively used RF metrology in 
their plasma diagnostic and control work. A number of  
researchers (4-7) have used ion flux information obtained 
via RF metrology to characterize etching. Researchers at 
the Adolph Slaby Institute (8, 9) have developed a diagnos- 
tic system that uses plasma physics models to infer process 
- relevant information from the fundamental frequency ex- 
citing the discharge and multiple harmonics resulting from 
plasma non linearities. Attempts to model the relationship 
between measured RF parameters and plasma physics have 
been presented in (10-12). This list is by no means com- 
plete. The common element is the attempt to relate mea- 
surement of  the 13.56MHz signal to plasma, wafer, and tool 
conditions. 

The ionospheric plasma community has followed a radi- 
cally different approach to extracting information from plas- 
mas, namely the use of resonance probes (13). A resonance 
probe is like a Langmuir probe in that it is an active probe. 
However, unlike the Langmuir probe, the resonance probe 
operates at a frequency far above the standard RF signal. In 
its standard mode of operation, an antenna is inserted into the 
plasma and driven over a frequency range centered about the 
plasma frequency in order to infer electron concentration. 

This article investigates the use of a resonance probe in 
a micro-electronics processing plasma. The primary goal 
is to evaluate the relative observability of  the state of the 
plasma under standard RF metrology and resonance probe 
techniques. More precisely, the aim of most plasma diag- 
nostics is to detect a change in the plasma state and to isolate 
the source of  this change. Accordingly, in this first study, a 
very simple experiment is conducted to compare the abili- 

ties of  the two measurement techniques to detect and iso- 
late plasma changes due to the variation of  generator power, 
chamber pressure, and gas chemistry. 

In contrast to the ionospheric plasma community's use of 
only plasma resonance frequency information, analysis of 
the resonance probe data presented in this article employs all 
frequency information. To underscore the frequency range 
of the modified resonance probe monitoring, it is referred 
to as broad band sensing whereas methods relying on the 
plasma's RF signal and its harmonics are referred to as nar- 
row band sensing. It could be anticipated that a signal con- 
taining a broader range of  data may carry with it more in- 
formation about the plasma's condition. Initial results indi- 
cate that broad band sensing exhibits a sensitivity to plasma 
parameters that is significantly stronger than that achieved 
through conventional narrow band sensing. 

EXPERIMENTAL SETUP 

An experiment was designed in order to simultaneously 
collect broad band and narrow band data as a function of 
widely varying plasma conditions, as shown in Figure 1. 
Experiments were performed on a GEC research reactor, de- 
scribed in Ref. (14). Power is delivered using an ENI genera- 
tor and matching network, and generator power is measured 
using the built in ENI power meter. Pressure is measured us- 
ing an MKS barratron, and gas flow rates are measured with 
MKS flow meters with MKS gas correction factors. 

Narrow band sensing is implemented using a Werlatone 
C1373 1.5MHz to 80MHz directional coupler rated at 750 
Watts power with a nominal -30dB  coupling between main 
line and sensor ports received by a Tektronix TDS 420 digi- 
tal storage oscilloscope. Groups of 1000 points of both for- 
ward and reverse waves are sampled at 200 Ms/sec, resulting 
in a total of about 65 periods of each wave. Each waveform 
is then digitally filtered using separate 6 th order discrete 
Chebyshev bandpass filters centered at the fundamental fre- 
quency and first five harmonic components respectively. The 
magnitude and relative phase of forward and reverse wave at 
each frequency component is then calculated. 
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FIGURE 1. Experimental Setup for Comparing Broad Band and Narrow Band Sensing 

TABLE I. Experimental Variables and Levels 

Variable Level 1 Level 2 Level 3 
Power 60W 70W 80W 

Pressure 40mTorr 50reTort 60mTorr 
CF4 flow 40seem 50seem 
O2 flow Osccm 2seem 

Broad band sensing is achieved by a resonance probe con- 
structed of a length of RG402u stainless steel rigid coax- 
ial cable. Approximately one inch of center conductor is 
exposed to the plasma to act as an antenna. The probe is 
inserted in the bulk plasma using an O-ring compression 
sealed vacuum port. A Hewlett Packard 8712B vector net- 
work analyzer drives the resonance probe over a range of 
30MHZ to 1 GHz at a power level of 0 dBM. A Mini Cir- 
cuits 25MHz high pass filter is used to isolate the vector 
network analyzer from the discharge. After calibration, the 
complex reflection coefficient ( r )  is recorded at 801 fre- 
quency points linearly uniformly spaced between 30MHz 
and 1 GHz. To maximize accuracy, the data is collected us- 
ing the analyzer's lowest IF bandwidth. The set-points of 
power, pressure and flow rate for the GEC as well as data 
acquisition are controlled with a Macintosh Quadra 950 run- 
ning LabVIEW data acquisition and control software. All 
data is logged and written to file automatically. 

EXPERIMENT AND INITIAL RESULTS 

perturbations due to changes in power 1, pressure and chem- 
istry. Accordingly, a full factorial experiment is performed, 
as summarized in Table I. Standard statistical methods are 
then used to construct a linear regression model to predict 
the variables listed in Table I based on measured broad band 
and narrow band data, respectively. 

i 

o,~ 

r" oJ 

i- 

8~  ~md  Respo~e 

02  ~4  o~ oa  
Wm~'y~GHz  

Nsm~  Eand Re~ - , 4e  
i # ' j  

t ~ l W  In MVa 

FIGURE 2. Broad Band and Narrow Band Response for 50 
and 60 mTorr Plasma Pressures 

It is informative to consider the response of the two sens- 
ing systems to a variation in pressure. Figure 2 shows both 
the broad band and narrow band magnitude response to a 
change in pressure from 50 retort to 60 retort with power 
at a constant 60 W, and a chemistry of pure CF4 at 50 sccm 
flow rate. In the broad band signal, there is a clear and dis- 
tinct trend differentiating the two pressure conditions. Al- 
though both plasmas show absorptive peaks near 300, 600 
and 800MHz, the precise magnitude and location of these 

The goal of the experiment is to evaluate the ability of 
broad band and narrow band sensing to isolate basic plasma tPower level refers to a generator set point and not a calculated 

delivered power to the plasma. 
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peaks changes visibly with pressure. Though it remains to 
be seen whether this qualitative observation will be elicited 
in the statistical analysis, the structure of  the response using 
the broad band sensor suggests that substantial information 
about fundamental plasma physics may be embedded in the 
sensor data. The narrow band signal is also reported in Fig- 
ure 2. A log scale is used due to the wide dynamic range 
of  the signal 2. It is more difficult to discern a pattern in the 
narrow band response, but this by no means indicates that 
structure is lacking. 

TABLE II. Experimental Variables and Levels Used for 
Modeling Data Set 

Variable Level 1 
Power 60W 

Pressure 40mTorr  
CF4 flow 40sccm 
02 flow Osccm 

Level 2 
80W 

60m Torr 
50sccm 
2sccm 

EXPERIMENTAL ANALYSIS 

The experiment described in Table I results in 36 experi- 
mental points, each consisting of a specific level of the inde- 
pendent variables. For each experiment, 12 complex points 
of narrow band and 801 complex points of broad band data 
are collected. The goal of the experimental analysis is to 
generate a linear regression model from each of the sensor 
systems to the plasma state as represented by power, pres- 
sure and chemistry. It is assumed that if the same regression 
methods are used in both cases, differences in fit can be at- 
tributed to fundamental differences in observability between 
the two systems. To present a direct comparison of methods, 
no additional transformations (such as using impedance or 
standing wave ratio representations) are used. The narrow 
band data is considered as V +, V - ,  and phase. The broad 
band data is considered as I r l, and phase. 

Two statistical parameters are used in the regression. The 
first is the standard R 2 evaluation of residuals as a function 
of output, defined as 

R 2 = 1 - (y - ~)T(y _ ~) 
yTy , (1) 

where y is the zero mean variable being estimated and ff is 
the estimate. The second is cry, the variance in the model 
parameters, which is estimated 3 by 

~ ~ s 2 • I I ( z r x ) - l l l ,  (2) 

s 2 = - -  Z (y~ _ ~)2 (3) 
n 

i - - 1  

In the above, the induced 2-norm (ll" II) is used to reduce the 
covariance matrix of  model coefficients to a single parame- 
ter. 

The model variance, a~, essentially quantifies the rela- 
tionship of the conditioning of the pseudo inverse ( (xTx)  -1)  
to the residual ((yi - ~ )  2 ). It is clear that as more sensor data 

2The 6 th harmonic is above the directional coupler frequency re- 
sponse of 80MHz, slightly affecting the coupling. 

3precise conditions for the convergence of Eq. (2) to actual vari- 
ance can be found in Sen (15) or other statistics texts. 

is used to estimate y, the fit will improve. However, more 
data means poorer conditioning of (xTx) -1.  If  the negative 
effects of poor conditioning outweigh improved fit, model 
variance increases. Physically, this suggests a model with 
poor robustness. It can be expected that a model with a high 
a 2 would fit a new data set very poorly due to the extreme 
sensitivity of the model to sensor noise. 

The regression model is developed using a subset of  the 
experimental data set, referred to as the modeling set, and 
tested on the full data set. The modeling set is composed of 
the 16 extremal experiments, shown in Table II. This model- 
ing set is used for evaluating the relationship between prin- 
ciple components and a~. The fit (R 2) is then evaluated on 
the entire 36 experiment data set. This approach to evalu- 
ating model performance confounds two factors. By testing 
the model with new data, robustness is evaluated. Addition- 
ally, because the new data is at different experimental levels 
(the midpoints), the linearity of the underlying physics plays 
a major factor in fit performance. Because such a small data 
set is used for developing the model, it is expected that the fit 
to the entire 36 experiment data set may be relatively poor. 
Since the goal of this initial investigation is to compare the 
two measurement systems under similar conditions, only rel- 
ative performance is of interest. 

In order to study a~, principle component regression as 
described in (15-19) is used. Subsets of  the original mea- 
surement data are formed using an increasing number of 
principle components (PC's). A plot of  a~ as a function of 
PC's guides the selection of an optimum number of  PC's. 
Principal component regression can be directly implemented 
on the narrow band data. It is straight forward to take the sin- 
gular value decomposition of the 16 × 18 matrix composed 
of rows of experimental levels and columns of  centered and 
scaled V +, V - ,  and phase. The same direct approach is not 
computationally practical for the broad band data where sin- 
gular values of a 16 x 801 complex matrix are required. Ac- 
cordingly, a preliminary reduction by FFT is performed on 
the data. A discrete Fourier transform of the data is taken, 
and the frequency components sorted by magnitude. The 
data is then reconstructed with increasing numbers of com- 
ponents until a compromise between data reduction and fit 
is found. For our data set, using the 300 most significant 
frequency components results in an R 2 o f  the F F T  reduced 
broad band sensor data to the unprocessed sensor data o f  
0.999, and yields a tractable data set upon which to perform 
a principle component regression. 
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F IGURE 3. R 2 and cr~ as a Function of Number of Princi- 
ple Components on the 16 Experiment Modeling Data Set 

Regression models fitting the four parameters of power, 
pressure, CF4 flow and 02 flow are generated using the PC's 
of  the sensor data corresponding to the n strongest singular 
values. The procedure is performed for both broad band and 
narrow band data on the 16 experiment modeling set. Fig- 
ure 3 shows both R 2 and a 2 as a function of the number 
of  PC's used in the regression model. It should be noted 
that Eq.(2) becomes less accurate as the number of measured 
data points approaches the number of experiments. A sharp 
drop in ag serves as an indicator that the variance estimate is 
no longer accurate. In both the broad and narrow band cases, 
a~ is no longer accurate at 15 PC's and accordingly, data is 
only plotted to 14 PC's. 

Choosing an optimal number of PC's for the broadband 
data is relatively straightforward. The variance estimate, ag, 
decreases monotonically above 9 PC's. Clearly, a 14 prin- 
ciple component model is best for the broad band data. De- 
termining the optimal number of PC's in the narrow band 
case is more difficult. The variance estimate, a~, dips to a 
clear local minimum at 4 PC's. Another slightly higher local 
minimum is seen at 9 PC's. The model fit at 4 PC's is much 
poorer than that at 9 PC's. This may offset the better condi- 
tioning suggested by low a~. It makes sense to to test both 
these models against the complete 36 experiment data set. 

TABLE HI. R 2 and crg of Broad and Narrow Band Sensor 
vs Experimental Variables: Entire 36 Experiment Data Set 

Broad Band 
14 PC's 

Variable R z o'~ 
Power 0.807 3.85 

Pressure 0.885 2.46 
CF4 0.501 3.78 
02 0.997 0.0010 

Narrow Band 
9 PC's 4 PC's 

R 2 ~ R ~ ~ 
0.835 88.6 0.791 8.67 
0.657 1921 0.416 25.9 
0.303 143 0.0570 14.9 
0.539 4.05 0.602 0.269 

Table III summarizes R 2 and a~ data regression models 
using both the broad and narrow band sensor data to esti- 
mate experimental variables in the complete 36 experiment 
data set. With the exception of power, the fit with the broad 
band data is substantially better than that of the narrow band 

data. Even the fit to the power levels reflects favorably on the 
broad band sensor. Using only impedance information, the 
broad band sensor is able to determine power levels almost 
as accurately as the narrow band sensor, which has access to 
both forward and reverse voltage magnitudes. Of particular 
interest is the lower model variance achieved by broad band 
sensing. The low cr~ promises a more robust parameter es- 
timation under realistic process conditions, and will require 
additional experiments to confirm. 

The R 2 and cr~ data for 4 and 9 PC regression models us- 
ing narrow band sensor show the trade offs that appear to be 
present narrow band sensing. Results of more than doubling 
the model size for the narrow band sensor are mixed. Aver- 
age R 2 does improve from 0.466 to 0.586 but the variance 
estimate degrades by more than an order of magnitude. Ad- 
ditionally, R 2 performance is mixed. The CF4 flow estimate 
improves dramatically with more PC's, but the 02 flow es- 
timate is actually worse. Clearly, there is a tradeoff in the 
narrow band data between improved predictive ability and 
model robustness. 

FUTURE WORK 

The promise shown by this initial experiment motivates 
several areas of future work. The range of narrow band 
sensing must be extended to provide an effective compari- 
son. In this experiment, the coupler bandwidth limited data 
collection to 6 harmonics. Work at the Adolph Slaby In- 
stitute indicates that valuable information may be found at 
far higher harmonics. It appears that the main difference 
between broad and narrow band sensors is in model robust- 
ness. Accordingly, experiments should be designed to draw 
out these differences. 

Although results using a resonance probe are promising, 
the potential of an intrusive diagnostic is clearly limited. In 
order to be practical, a non-intrusive application of  broad 
band sensing is needed, as proposed in Figure 4. A combina- 
tion of  broad band combiner and coupler are used to add the 
broad band signal to the standard 13.56MHz power wave. 
The combiner has very strong directivity. As a result, power 
from the 13.56MHz power supply does not damage the an- 
alyzer. The broad band coupler is used to make a reflection 
measurement using the standard 'external test kit' mode of 
the network analyzer. 

Finally, the plasma frequency response shows very inter- 
esting characteristics. An attempt to relate these to physical 
parameters through more sophisticated plasma models might 
be informative. 

CONCLUSION 

Power, pressure, CF4 and O~ levels relevant to micro- 
electronics processing were varied using a full factorial ex- 
periment performed on a GEC reference cell. Standard RF 
sensing (referred to as 'narrow band sensing') was compared 
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FIGURE 4. Potential Non-intrusive Setup for Broad Band Sensing 

to a novel sensing technique based on resonance probes used 
in ionospheric research (referred to as 'broad band sensing'). 
Standard statistical techniques were used to regress a linear 
model against narrow band and broad band data respectively. 
A much better fit to the data was obtained using broad band 
sensing. Suggestions for further work include using more 
harmonics for the narrow band data and methods for design- 
ing a non intrusive broad band system. 
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