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ABSTRACT

An Exploration of Tropical Cyclone Simulations in NCAR’s Community
Atmosphere Model

by

Kevin A. Reed

Chair: Christiane Jablonowski

Using General Circulation Models (GCMs) for tropical cyclone studies is challenging

due to the relatively small size of the storms, the intense convection and a host of

scale interactions. However, with the advancement of computer architectures, GCMs

are becoming capable of running at high horizontal resolutions with grid spacings of

less than 60 km. As a result, high-resolution GCMs are becoming a tool of choice

to evaluate tropical cyclones in current and future climate conditions. This raises

questions concerning the fidelity of GCMs for tropical cyclone assessments. The

physical and dynamical components of GCMs need to be evaluated to assess their

reliability for tropical cyclone studies.

An idealized tropical cyclone test case for high-resolution GCMs is developed and

implemented in aqua-planet mode with constant sea surface temperatures. The initial

conditions are based on an analytic initial vortex seed that is in gradient-wind and

hydrostatic balance and intensifies over a 10-day period. The influence of the model

parameterization package on the development of the tropical cyclone is assessed. In

particular, different physics parameterization suites are investigated within the Na-
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tional Center for Atmospheric Research’s Community Atmosphere Model CAM, in-

cluding physics versions 3.1, 4 and 5. The choice of the CAM physics suite has a

significant impact on the evolution of the idealized vortex into a tropical cyclone.

In addition, a test case of intermediate complexity is introduced. Therein it is sug-

gested that a GCM dynamical core be paired with simple moist physics to test the

evolution of the test vortex. This simple-physics configuration includes important

driving mechanisms for tropical cyclones, including surface fluxes, boundary layer

diffusion and large-scale condensation. The impact of the CAM dynamical core (the

resolved fluid flow component) on the tropical cyclone intensity and size is evalu-

ated. In particular, the finite-volume, spectral element, Eulerian spectral transform

and semi-Lagrangian spectral transform dynamical cores are utilized. The simple-

physics simulations capture the dominant characteristics of tropical cyclones and are

compared to the CAM 5 full physics results for each dynamical core. The research

isolates the impact of the physical parameterizations, numerical schemes and uncer-

tainties on the evolution of the cyclone in CAM.
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CHAPTER I

Introduction: Numerical simulation of tropical

cyclones

1.1 Why do we model tropical cyclones?

Tropical cyclones are extreme atmospheric vortices that form and develop over the

warm tropical oceans, and are among the most remarkable atmospheric phenomena.

Depending on the location of formation, tropical cyclones are commonly known by

different names. Tropical cyclones are typically referred to as hurricanes in the West-

ern Hemisphere, including the North Atlantic and Eastern Pacific. Furthermore, in

the Western Pacific tropical cyclones are called typhoons. In other areas of the globe,

such as the Indian Ocean or the Southwestern Pacific they are referred to simply as

cyclones or tropical cyclones, respectively.

Tropical cyclones are among the most destructive and lethal geophysical phenom-

ena. In the United States, hurricanes are the costliest of all natural disasters (Pielke

and Landsea, 1998). According to Pielke et al. (2008) the 2004 and 2005 hurricane

seasons caused over $150 billion in damages in the United States alone. With the

growth of coastal population and property it is expected that hurricane strikes in the

future will increase damages significantly (Pielke et al., 2008). Globally, tropical cy-

clones can also be very deadly. In 1970 a single tropical cyclone that hit Bangladesh
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killed nearly half a million people (Emanuel , 2003).

Tropical cyclones are an important component of the Earth system, as they trans-

port large amounts of energy and moisture from the tropics towards the poles. How-

ever, despite their importance and notoriety as deadly and destructive phenomenon,

the physics of tropical cyclones is still not completely understood. There exists uncer-

tainty in the mechanisms of tropical cyclone formation, intensification and decay. In

addition, it remains open to question how tropical cyclone characteristics, including

intensity, location, frequency and size, will vary under the changing climate conditions

of the coming century. Continued modeling and model development provide insight

into the uncertainties that still exist in understanding the physics of tropical cyclones.

Improving our understanding through tropical cyclone modeling will help the United

States and other countries throughout the world better prepare for tropical cyclones

now and in the future.

1.2 Brief history of numerical simulation of tropical cyclones

Before discussing the techniques for numerical simulation of tropical cyclones that

are used today, a brief overview of the numerical simulation of tropical cyclones is

provided. The intent is not to provide a detailed history of tropical cyclone modeling,

but a basic timeline of significant advances in the scientific community. A more

thorough review of the earlier history of the numerical simulation of tropical cyclones

is provided by Anthes (1982) and Ooyama (1982). In addition, Smith (2000) covers

a detailed history of tropical cyclone modeling as it relates to the development and

advances in parameterized convection.

The end of the 1960’s marked a time of great advances in parameterized convection

and therefore the numerical simulation of tropical cyclones in axisymmetric models.

The successful numerical simulation of tropical cyclones starts with the work of Kuo

(1965) and Ooyama (1969) and the effective implementation of convective parame-

2



terizations. At spatial scales larger than 10 km such parameterizations are required

since the scale of convection is too small to be directly simulated in most numerical

models. The main objective of convection parameterizations is to specify the amount

of water to be condensed and, therefore, the amount of latent heat released in an

unsaturated model grid box. These early studies made use of simple axisymmetric

models that are often based on the assumption of gradient wind balance. Earlier at-

tempts to represent latent heat release explicitly in tropical cyclone simulations were

not successful. Simple axisymmetric models where developed by Yamasaki (1965a,b),

Ooyama (1969), Rosenthal (1969) and Sundqvist (1965).

While basic evolution and structure of tropical cyclones were reasonably captured

by these early simple axisymmetric models, the models are not realistic enough to

predict individual tropical cyclones in nature. As a result, models used for the sim-

ulation of tropical cyclones became more complex and sophisticated. Perhaps, the

most well known, and still commonly used axisymmetric model, is that introduced in

Rotunno and Emanuel (1987). Such a model contains more advanced microphysics,

turbulence, surface fluxes and radiation schemes.

Axisymmetric models suffer from the lack of asymmetry, large-scale storm motion,

environmental vertical wind shear and other important mechanisms that affect trop-

ical cyclone formation and development. As a result, the early 1970’s witnessed the

development and use of three-dimensional limited area models (LAMs) to simulate

tropical cyclones. Anthes et al. (1971) used a three-dimensional model to simulate

an asymmetric hurricane on a constant Coriolis force f -plane. This model integrated

a three-layer primitive equation model over a uniform grid of 30 km grid spacing in

an approximate circular region with a radius of 450 km. Such a model setup simu-

lated some of the features of observed hurricanes, including asymmetries in the storm

outflow and cloud bands. However, due to the limitation of the horizontal extent,

there was no interaction with the large-scale flow, thus limiting additional realism of
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the simulated storms. Similar studies, including Kurihara and Tuleya (1974), were

also performed on an f -plane, but with variable higher-resolution meshes with grid

spacings of between 20-100 km. Such studies resulted in an enhanced representation

of the tropical cyclone structure.

Further improvement occurred with three-dimensional models with varying Cori-

olis force on a β-plane. Such an improvement was the next logical step from f -plane

modeling studies, and an important step as the Coriolis force is vital in tropical cy-

clone development. A study by Mathur (1974) used a four-level primitive equation

numerical model with variable resolution and a larger domain (1760 km by 1760 km).

The simulated tropical cyclones developed asymmetries in the pressure, temperature

and wind fields. In addition, the model simulated cloud bands and a hurricane eye.

Over time, additional enhancements were made to the horizontal and vertical resolu-

tions, parameterizations and numerical schemes to improve the representation of the

modeled tropical cyclone, such as those seen in Madala and Piacsek (1975).

At the same time when advances were occurring with LAM approaches to simu-

lating tropical cyclones, progress was being made in the modeling of tropical cyclones

with global domain models, or general circulation models (GCMs). Simulating trop-

ical cyclones in early generation GCMs presented significant limitations as the res-

olution was coarser than the resolution of the previous mentioned LAMs and much

coarser than today’s standards which are in the 25-100 km range. Manabe et al.

(1970) was the first study to show that a low resolution (roughly 200 km) GCM

developed at the Geophysical Fluid Dynamics Laboratory (GFDL) could simulate

tropical cyclone-like vortices. The next study using a global model did not occur un-

til the 1980’s. Bengtsson et al. (1982) used the European Centre for Medium-Range

Weather Forecasts (ECMWF) operational model to identify vortices that had sim-

ilar structure to tropical cyclones. The first study to utilize a GCM to model the

climatology of tropical cyclones was produced by Broccoli and Manabe (1990). The
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study consisted of experiments at two horizontal resolutions of 500 km and 200 km. A

reasonable global climatology of storm formation was simulated when compared to ob-

served global climatology, however the regional distribution lacked skill. The Broccoli

and Manabe (1990) study was also the first to perform an experiment with increased

greenhouse gas concentrations in an attempt to quantify how tropical cyclones may

change with climate change. Once these studies demonstrated the potential of GCMs

to simulate hurricanes numerous studies followed. These are summarized in Walsh

(2008).

The numerical simulation of tropical cyclones has developed into a very diverse

research community with many scientist and modeling groups employing various mod-

els for experiments. All of the techniques used to model tropical cyclones discussed

above, including axisymmetric models, LAMs and GCMs, were initiated in the late

1960’s and early 1970’s. Over the later part of the century these techniques were im-

proved with enhanced numerics, physical parameterization, resolution and, of course,

knowledge. While some techniques evolved quicker than others, all forms of models

are still utilized in more sophisticated forms today.

1.3 Current state of numerical simulation of tropical cyclones

Today, tropical cyclone research is a large and diverse field, and tropical cyclone

modeling represents a significant component. As evident from the history of the nu-

merical simulation of tropical cyclones, there are three main types of models currently

used for hurricane research. The hierarchy of models in order of increasing complexity

are axisymmetric models, LAMs and full GCMs. Each of these model genres provides

a significant contribution to the tropical cyclone community and our understanding

of the formation, development and decay of these storms. Here, we provide detailed

descriptions of current work performed with each of the three model techniques.
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1.3.1 Axisymmetric models

Historically, axisymmetric models have played an integral role in the tropical cy-

clone community. While such models are typically of the lowest complexity and

more idealized among the classes of models used for the tropical cyclone simulations,

they offer valuable insight into fundamental storm dynamics. Similarly, axisymmetric

models are used for process studies of resolution, physical interactions and numer-

ous other aspects of tropical cyclone simulation. Axisymmetric models often utilize

the assumption that tropical cyclones, in their mature form, are in gradient wind

balance (the balance of Coriolis, centrifugal and pressure gradient forces). In addi-

tion, axisymmetric models are often initialized using a weak, balanced vortex that

develops into a tropical cyclone over the course of a few simulation days. In general,

these models are run at resolutions on the order of kilometers or smaller, and use

prescribed boundary conditions as well as prescribed sea surface temperatures (SST).

Examples of axisymmetric modeling studies are Rotunno and Emanuel (1987), Nolan

et al. (2001), Persing and Montgomery (2003), Bryan and Rotunno (2009a,b).

1.3.2 Limited-area models (LAM)

Limited-area models are commonly used for the simulation of tropical cyclones.

The three-dimensionality of LAMs allows for more realistic simulations of tropical

cyclones as they permit storm motion, large-scale flow interaction and asymmetries.

LAMs require that the domain boundaries be forced by either larger domain models,

observational data or idealized conditions. The application of LAMs for tropical

cyclone modeling is two fold and includes both short-term, deterministic simulations

and longer-term climate simulations.
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1.3.2.1 Deterministic studies

Limited-area models such as the non-hydrostatic Weather Research and Forecast-

ing Model (WRF, Skamarock et al. (2008)) are used operationally to predict the

intensity and track of developing tropical cyclones during Atlantic hurricane and Pa-

cific typhoon seasons. Similarly, limited-area models used for tropical cyclone stud-

ies are the Pennsylvania State University-NCAR Mesoscale Model (MM5, Dudhia

(1993)) and the GFDL Hurricane Prediction System (Kurihara et al., 1998). In ad-

dition, LAMs are often utilized to investigate the characteristics, including strength,

development, track and decay, of individual cyclones retrospectively. In these con-

figurations the LAM is typically used at 1-10 km-spacing resolutions over a period

of a few days. Both LAM setups initiate the simulation with data-assimilated initial

fields. At times these initial fields are modified to enhance the tropical cyclone’s ini-

tial representation by including a bogus vortex (e.g. see Kwon and Cheong (2010)

and Wang et al. (2008)). In addition to boundary conditions, LAMs are also driven

by prescribed SSTs. Typically the model results are compared to observations as a

measure of realism and skill. Recent examples of such LAM studies are Nolan et al.

(2009), Wang and Xu (2010) and Abarca and Corbosiero (2011).

Limited-area models are also utilized for idealized studies of tropical cyclones. In

these assessments LAMs, like WRF, are configured with artificial (i.e. simplified)

initial fields and boundary conditions. The idealized approaches are useful for pro-

cess studies that isolate dynamical features and environmental impacts (such as the

influence of the Coriolis force, vertical wind shear or large-scale flow). In addition,

the idealized studies are used to test enhancements in physical parameterization, grid

resolution and dynamics-physics coupling. Therefore, the process study approaches

used in idealized assessments improve the understanding of the triggers and evolution

of tropical cyclones, as well as aid in the advancement of limited-area models. Ideal-

ized studies recently performed with WRF include, but are not limited to, those by
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Nolan (2007), Nolan et al. (2007), Nolan and Rappin (2008) and Hill and Lackmann

(2009a,b).

1.3.2.2 Climatology studies

In addition to deterministic simulations, limited-area models have also been used

for the simulation of longer-term decadal projections of tropical cyclone statistics,

such as regions of formation, tracks and intensities, in a changing climate. These

studies often use coarser grid spacings on the order of 20 km when compared to

the deterministic studies, mainly a result of computation constraints. In climatology

assessments the lower boundary conditions are forced by climatological SSTs with

seasonal variations. The climatological SSTs are overlaid by a prescribed trend of

increasing SSTs for climate change studies, in addition to trends in greenhouse gases

such as carbon dioxide. Examples of experiments that use limited-area models with

prescribed SSTs to investigate cyclone statistics for the North Atlantic are Knutson

et al. (2008) and Bender et al. (2010). For climatology studies, the large-scale at-

mospheric conditions at the domain boundary, such as temperature, wind speed and

water vapor, are often derived from climatologies of a low resolution coupled GCM or

from reanalysis data. Additional studies such as Knutson et al. (2001), Knutson and

Tuleya (2004) and Walsh et al. (2004) utilize coupled-atmosphere-ocean limited-area

model simulations.

1.3.3 General circulation models (GCM)

While the use of limited-area models to simulate tropical cyclones is well estab-

lished, the adaptation of GCMs for the use of simulating tropical cyclones has been

limited by horizontal and vertical resolution and computational demand. GCMs have

become a popular choice for hurricane studies because they eliminate the need for the

forced domain boundaries required of limited-area models. Such domain boundaries
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are often forced with one-way interaction and, as a result, the forcing has a strong

impact on the climatological and atmospheric state within the limited-area model.

This forcing raises credibility concerns of the long-term tropical cyclone statistics and

climate within these models. In addition, advancements in computer architectures

and high-resolution GCMs over the past decade have started to alleviate resolution

restrictions. As a result, high-resolution GCMs, with grid spacings in the 10-60 km

range, are becoming a tool of choice to evaluate tropical cyclones in current and future

climate conditions. The majority of high-resolution GCM model simulations of trop-

ical cyclones have been performed over the past five years, such as the results in this

thesis. However, even high-resolution GCMs still face many challenges, including the

relatively small size of the tropical storms, the representation of the intense convection

and the interaction of large-scale and small-scale processes. Similar to limited-area

approaches, GCM studies can also take two forms. There are the shorter-term deter-

ministic or seasonal experiments and longer-term climate experiments.

1.3.3.1 Deterministic and Seasonal studies

Some of the earliest short-term hydrostatic hurricane simulations were conducted

with the National Aeronautics and Space Administration (NASA) GCM at grid spac-

ings of 28 km and 14 km near the equator by Atlas et al. (2005), Shen et al. (2006a)

and Shen et al. (2006b). The simulations demonstrated remarkable skill in capturing

the individual tropical cyclone track and, less so, intensity during selected hurricane

seasons. A more recent study by Chen and Lin (2011), which used the GFDL High-

Resolution Atmospheric Model (HiRAM) at resolutions of around 25 km, found a

correlation of 0.96 between the observed and model-predicted hurricane counts for

the 2000-2010 Atlantic hurricane seasons. These studies started to probe the lim-

its of the hydrostatic regime, which removes the acceleration of the vertical velocity

from the system, in GCMs at these resolutions. As grid spacings approach 10 km,

9



non-hydrostatic GCM configurations are required as motions at this scale can be sig-

nificantly influenced by large vertical velocities, and their accelerations. GCMs, such

as the Nonhydrostatic ICosahedral Atmospheric Model (NICAM), have been tested

with cloud-permitting resolutions of roughly 3.5 km (Satoh et al., 2005; Miura et al.,

2007; Fudeyasu et al., 2008). These experiments have been simulated on the Japanese

Earth Simulator, a high-performance computing platform dedicated to the Earth Sci-

ences. Most recently, Fudeyasu et al. (2010a) and Fudeyasu et al. (2010b) analyzed

the multi-scale interactions in the life cycle of a tropical cyclone with NICAM at

resolutions of about 7 km.

1.3.3.2 Climatology studies

At slightly coarser resolutions (between 20-60 km) GCMs have become popular

for longer-term (10-30 year) climate assessments that investigate the impact of cli-

mate change on tropical cyclone statistics. In addition, these studies compare cyclone

statistics of simulations of the last two to three decades to observations in order to

understand how well GCMs perform at simulating the climatology of tropical cy-

clones. For climate change experiments the impact of increased carbon dioxide (and

other greenhouse gases) and/or increased, prescribed SSTs is investigated. Exam-

ples of such studies include Yoshimura and Sugi (2005), Oouchi et al. (2006), Zhao

et al. (2009), Sugi et al. (2009), Zhao and Held (2010), Yamada et al. (2010), Wehner

et al. (2010), Murakami and Sugi (2010) and Held and Zhao (2011). The tropical cy-

clone statistics in these studies have led to varying and partly conflicting conclusions.

Overall, the trends suggest that tropical cyclones may become more intense in the

simulated warmer climate of the GCMs, while the changes in storm frequency remains

uncertain. There is concern that GCMs forced by prescribed SSTs do not allow for

the oceans to respond to the forcing of the tropical cyclones themselves as argued by

Emanuel (2010). This issue is eliminated by using coupled atmosphere-ocean GCM
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simulations as demonstrated in Gualdi et al. (2008) and Scoccimarro et al. (2011).

Recently, downscaling techniques have been developed to deduce tropical cyclone

activity from GCMs and global reanalyses, and have shown good agreement with

observations (Emanuel , 2010; Emanuel et al., 2010)

There have also been attempts to complete multi-model ensemble assessments

which investigate the impact of climate change on tropical cyclones using GCMs. On-

going assessments have been a part of the Intergovernmental Panel on Climate Change

(IPCC) reports that highlight the potential of recent GCMs to model tropical cyclones

(Randall et al., 2007), as well as the World Meteorological Organization (WMO)

through the International Workshops on Tropical Cyclones (http://www.wmo.int/

pages/prog/arep/wwrp/tmr/IWTC-VII.html). In January 2011, the United States

Climate Variability and Predictability Research Program (CLIVAR) initiated a Hur-

ricane Working Group to improve understanding of interannual variability and the

impact of a warming climate on tropical activity (see: http://www.usclivar.org/

hurricanewg.php). Such a working group is a novel approach that combines GCM

results for specified experiments from over twelve different GCM modeling projects

around the world. The Hurricane Working Group is an example of future multi-model

ensemble approaches using high-resolution GCMs that will lead to a better under-

standing of tropical cyclones and how the storms might change under a changing

climate.

1.4 Future modeling trends

While much progress has been made over the past 50 years in the modeling of

tropical cyclones, there are still significant opportunities for improvement. This is

especially true of GCM studies, where there are still large deficiencies in vertical

and horizontal resolution, physical parameterizations, etc. Therefore, this discussion

focuses on potential enhancements to GCMs that may improve the representation of
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tropical cyclones both in deterministic and climatology assessments. Note that GCMs

generally consist of a dynamical core, which incorporate the numerical schemes used

for the resolved fluid flow, and the physical parameterizations of the sub-grid scale,

unresolved dynamical features. Here, we provide descriptions of the future trends and

their relation to tropical cyclone modeling.

1.4.1 Scalable quasi-uniform meshes

Advances in computer architectures have led to the need for models, mainly

GCMs, to scale to tens of thousands of processors, if not hundreds of thousands.

One technique to improve the scalability of models is to replace the typical latitude-

longitude mesh with quasi-uniform meshes based on icosahedral (Sadourny et al.,

1968; Williamson, 1968) or cubed-sphere grids (Sadourny , 1972). Such meshes elimi-

nate the so-called ”pole problem” which cause computational inefficiency due to small

physical grid spacings in the pole regions. The use of quasi-uniform meshes allows

for GCMs to be run at finer horizontal resolutions, potentially improving the ability

of such models to represent tropical cyclone structure and evolution. It is important

to note that at horizontal resolutions of less than 10 km, GCMs need to utilize the

non-hydrostatic equations as the hydrostatic approximation is no longer valid. Ex-

amples of GCMs that utilize icosahedral, or geodesic, meshes are the NICAM model

(Tomita and Satoh, 2004), which has shown the ability to simulate tropical cyclones,

and the Icosahedral Non-hydrostatic (ICON) GCM (Wan, 2009). The GFDL finite–

volume cubed-sphere model (Putman and Lin, 2007, 2009) has been used to conduct

tropical cyclone climate change experiments (Zhao et al., 2009). This thesis will also

investigate the capability of the next-generation cubed-sphere spectral element (SE)

model (Fournier et al., 2004; Thomas and Loft , 2005; Taylor et al., 2007, 2008; Taylor

and Fournier , 2010; Taylor , 2011) available in NCAR’s CAM 5, to model tropical

cyclones.
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1.4.2 Mesh refinement

In addition to advances in quasi-uniform meshes, progress has also been made

in the area of mesh refinement within GCMs. Mesh refinement techniques allow for

improved resolution in limited regions of the global domain. In addition, the areas

of mesh refinement can be tailored to the research problem and, therefore, offers an

attractive approach to simulating tropical cyclones in GCMs. These can reduce the

errors of fine-scale features, such a hurricanes, that result from insufficient resolution

and reduce the computational burden of small-scale events. There are two types of

mesh refinement used in models. Static mesh refinement refers to the technique in

which the area with improved resolution does not change in time. Dynamic mesh

refinement, or adaptive mesh refinement (AMR), allows the fine-resolution grid to

change during the simulation. The potential advantage of the use of mesh refinement

for regional atmospheric modeling has been discussed for decades (see Fox-Rabinovitz

et al. (1997) for an overview). Recently, mesh refinement techniques have been in-

cluded operationally in GCMs. An example of such an approach is Jablonowski et al.

(2009). Similarly, GCMs in current development support mesh refinement such as

the Model for Prediction Across Scales (MPAS) (Skamarock et al., 2010) and the SE

model available in NCAR’s CAM 5, discussed in Section 1.4.1.

1.4.3 Scale-aware physical parameterizations

As the mesh of GCMs advances so must the parameterizations of the sub-grid

scale processes, which include convection, clouds, radiation, turbulence, etc. As the

model resolution increases the sub-grid scale processes that need to be parameterized

for weather and climate simulation also change. In addition, variable resolution mod-

els, such as those that use mesh refinement, provide a unique problem in that the

scales vary throughout the model domain. As a result, there is a need for scale-aware

physical parameterizations to be used in future models. The need for unified param-

13



eterizations that are valid at all temporal and spatial resolutions is now currently

being discussed in the scientific and GCM community (Arakawa et al., 2011). This

is particularly important for tropical cyclone simulations as the development of these

storms depends on physical processes that need to be parameterized in such models.

The development of scale-aware parameterizations is a new and developing research

field, and only a small amount of work has been performed (Chen et al., 2011). The

long-term success of high-resolution and variable-resolution GCMs will depend upon

the development of new, scale-aware parameterizations.

1.5 Overview of thesis

The goal of this thesis is to test the ability of NCAR’s Community Atmosphere

Model CAM in varying configurations to simulate tropical cyclones at high resolu-

tions. A novel technique is used to initiate the GCM for a series of process studies

that test the fidelity of the model’s numerical schemes, physical parameterizations and

horizontal resolution for the simulation of tropical cyclones. The thesis is organized

as follows.

Chapter II discusses the design of idealized tropical cyclone experiments in GCMs.

The evolution of an initially weak, warm-core vortex is investigated over a 10-day time

period with varying initial conditions that include variations of the maximum wind

speed and radius of maximum wind. The initialization of the vortex is built upon

prescribed 3D moisture, pressure, temperature and velocity fields that are embedded

in tropical environmental conditions. The initial fields are in exact hydrostatic and

gradient-wind balance in an axisymmetric form. The formulation is then generalized

to provide analytic initial conditions for an approximately-balanced vortex in GCMs

with height-based vertical coordinates. An extension for global models with pressure-

based vertical coordinates is presented. The analytic initialization technique can

easily be implemented on any GCM computational grid.
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The characteristics of the idealized tropical cyclone experiments are illustrated

in high-resolution model simulations with CAM version 3.1. The finite–volume dy-

namical core in CAM 3.1 with 26 vertical levels is used, and utilizes an aqua-planet

configuration with constant sea surface temperatures of 29◦C. The impact of varying

initial conditions and horizontal resolutions on the evolution of the tropical cyclone-

like vortex is investigated. Identical physical parameterizations with a constant pa-

rameter set are used at all horizontal resolutions. It is suggested that the vortex

initialization technique can be used as an idealized tool to study the impact of vary-

ing resolutions, physical parameterizations and numerical schemes on the simulation

and representation of tropical cyclone-like vortices in global atmospheric models.

The impact of the physical parameterization suite on the evolution of an idealized

tropical cyclone within CAM is explored in Chapter III. The CAM versions 3.1 and

4 are used to study the development of the idealized vortex introduced in Chapter II.

The main distinction between CAM 3.1 and CAM 4 lies within the physical param-

eterization of deep convection. CAM 4 includes a dilute plume Convective Available

Potential Energy (CAPE) calculation and Convective Momentum Transport (CMT).

The finite–volume dynamical core with 26 vertical levels in aqua-planet mode is used

at horizontal grid spacings of 1.0◦, 0.5◦ and 0.25◦.

Chapter IV analyzes the impact of the initial-data, parameter and structural

model uncertainty on the simulation of the idealized vortex in CAM. A total of

78 ensemble simulations are performed at horizontal grid spacings of 1.0◦, 0.5◦ and

0.25◦ using two versions of the model, CAM 4 and CAM 5. The ensemble members

represent simulations with random small-amplitude perturbations of the initial con-

ditions, small shifts in the longitudinal position of the initial vortex and run with

slightly altered model parameters. The main distinction between CAM 4 and CAM 5

lies within the physical parameterization suite, and the simulations using both CAM

versions at the varying resolutions assess the structural model uncertainty.
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The ability of the NCAR’s CAM 5 with the spectral element (SE) dynamical core

to simulate tropical cyclones is investigated in Chapter V. CAM 5 SE successfully

simulates tropical cyclones from the initial idealized vortex at the grid spacings of

roughly 111 km, 55 km and 28 km near the equator. The sensitivity to these resolu-

tions and initial uncertainty are tested. Additional simulations test the behavior of

the physics parameterizations with small time steps.

Chapter VI introduces a moist, deterministic test case of intermediate complexity

for atmospheric general circulation models (AGCMs). We suggest pairing an AGCM

dynamical core with simple physical parameterizations to test the evolution of a

single, idealized, initially weak vortex into a tropical cyclone. The initial conditions

are based on those introduced in Chapter II. The suggested “simple-physics” package

consists of parameterizations of bulk aerodynamic surface fluxes for moisture, sensible

heat and momentum, boundary layer diffusion, and large-scale condensation. Such

a configuration includes the important driving mechanisms for tropical cyclones, and

leads to a rapid intensification of the initial vortex over a forecast period of ten days.

The simple-physics test paradigm is not limited to tropical cyclones, and can be

universally applied to other flow fields. The physical parameterizations are described

in detail to foster model intercomparisons. The characteristics of the intermediate-

complexity test case are demonstrated with the help of four hydrostatic dynamical

cores that are part of the CAM 5 developed at the National Center for Atmospheric

Research (NCAR). In particular, these are the finite-volume, spectral element, and

spectral transform Eulerian and semi-Lagrangian dynamical cores that are coupled

to the simple-physics suite.

The thesis ends with a summary of the major accomplishments in Chapter VII.

In addition, there is a discussion of potential future research projects.
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CHAPTER II

An analytic vortex initialization technique for

idealized tropical cyclone studies in AGCMs

2.1 Introduction

Numerical modeling of tropical cyclones in general circulation models (GCMs)

presents several challenges, including the relatively small size of the storms, intense

convection and the interaction of large-scale and small-scale processes. A typical

tropical cyclone has a radius of maximum wind (RMW) on the order of 10–100 km

(Emanuel , 2003), which is mostly unresolved at typical climate model resolutions of

about 100–200 km. Despite this limitation, early GCM studies since the 80’s and

early 90’s have succeeded in simulating tropical low pressure systems that have many

tropical cyclone-like characteristics, such as a warm-core structure and realistic re-

gions of formation. These findings are summarized in Walsh (2008) who also provides

an overview of the current state-of-the-art of tropical cyclone modeling with climate

models.

Tropical cyclone modeling in GCMs is a lively research field since modern com-

puting architectures now allow very high horizontal resolutions that even approach

the transition to non-hydrostatic scales. In particular, over the last five years nu-

merous studies have discussed the generation and development of tropical cyclones
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with a variety of high-resolution GCMs. For example, Atlas et al. (2005) and Shen

et al. (2006a,b) demonstrated the ability of NASA’s hydrostatic finite-volume GCM to

simulate tropical cyclones successfully at horizontal resolutions of 0.25◦ and 0.125◦,

or 28 km and 14 km in equatorial regions, respectively. Another example is the

study by Oouchi et al. (2006) who used a 20 km high-resolution global atmospheric

model developed by the Meteorological Research Institute and Japan Meteorologi-

cal Agency (MRI/JMA). They simulated the frequency, distribution and intensity of

tropical cyclones in the current climate, and despite some shortcomings the model

was successful in reproducing the overall geographical distribution and frequency of

tropical storms. However, similar to Shen et al. (2006b), Oouchi et al. (2006) had

difficulty simulating the maximum intensity, suggesting that even higher resolutions

may be required to simulate both tropical cyclone tracks and intensity accurately.

Other recent investigations include the studies by Bengtsson et al. (2007) and Zhao

et al. (2009), who evaluated tropical cyclone statistics in the Max-Planck Institute for

Meteorology ECHAM-5 model at the spectral resolution T319 (approx. 42 km) and

in the Atmospheric Model AM2.1 by the Geophysical Fluid Dynamics Laboratory on

a 0.5◦ grid, respectively. The research shows that GCMs have developed an increas-

ingly sophisticated ability to simulate tropical cyclones. This is further supported

by the tropical cyclone assessments in the latest Intergovernmental Panel on Climate

Change (IPCC) report that highlights the potential of recent GCMs to model tropical

cyclones (Randall et al., 2007). Most recently, global cloud resolving models, such as

the Nonhydrostatic ICosahedral Atmospheric Model (NICAM), have shown enhanced

skill in the simulation of real and projected future tropical cyclone activity (Fudeyasu

et al., 2008; Yamada et al., 2010).

A number of recent studies have used simplified models to understand the factors

that influence tropical cyclogenesis and rapid intensification. For example, Nolan

(2007) used the Weather Research and Forecast Model (WRF) developed at the
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National Center for Atmospheric Research (NCAR) at a grid spacing of 6 km with a

2 km nested grid to investigate the development and structure of tropical cyclones on

a constant f -plane. The model simulations started from prescribed initial conditions

that favor cyclogenesis. In particular, the initial conditions were based on a tropical

sounding with no mean wind and no wind shear, and the sea surface temperature

(SST) was held constant at 29◦C. In addition, Nolan et al. (2007) and Nolan and

Rappin (2008) used WRF at high-resolutions (4 km) to investigate the impact of

environmental variables, such as the SST, Coriolis parameter, mean surface wind and

wind shear on the evolution and intensification of a pre-existing, weak, warm-core

vortex into a tropical cyclone on an f -plane. Similarly, Hill and Lackmann (2009a)

studied the development of an initial vortex in hydrostatic and gradient-wind balance

in a warm moist environment to investigate the impact of the grid spacing, turbulence

parameterizations and surface layer fluxes in WRF. Such investigations have been very

successful in simulating the development from an initially-weak vortex to a hurricane-

strength tropical cyclone, and shed light on cyclogenesis processes and the cyclone

structure. The findings suggest that the lessons learned in idealized simulations are

also relevant and applicable to real conditions. The idealized simulations are thereby

a modeling tool that allow for further studies with respect to the horizontal and

vertical model resolutions, physics parameterizations and even the choice of the GCM

dynamical core.

Inspired by the success of tropical cyclone simulations in regional models like

WRF, we show that similar evolutions of an initially weak vortex into a tropical

cyclone-like vortex can also be simulated in high-resolution GCMs that employ grid

spacings of 0.5◦ and finer. This paper describes the design of the suggested initial

conditions, the chosen aqua-planet setup of the GCM with constant SSTs and sen-

sitivity tests. The first goal of this paper is to introduce a set of analytic initial

conditions to initialize a weak, warm-core vortex in an aqua-planet configuration of
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NCAR’s Community Atmosphere Model CAM 3.1 at high horizontal resolutions. The

second goal is to exemplify the use of the analytic initial conditions by exploring the

sensitivity of GCM simulations to varying initial conditions that include variations of

the maximum wind speed and radius of maximum wind. From such sensitivity tests

a control case is determined that simulates the development of the initial vortex into

an intense tropical cyclone-like vortex. The control case can then be used to explore

the model sensitivity to horizontal resolution. In general, the hope is that increased

resolutions in GCMs in combination with adequate physical parameterizations will

improve future climate simulations to a point that they can be reliably used to study

the impact of changing climatic conditions on tropical cyclone statistics.

The paper is organized as follows. Section 2.2 discusses the design of the analytic

initial conditions for the idealized tropical cyclone experiments. The initial setup

comprises tropical environmental conditions with an embedded vortex in hydrostatic

and axisymmetric gradient-wind balance. Section 2.3 provides a brief description of

the NCAR model CAM 3.1. Section 2.4 reviews the results of the simulations in

aqua-planet mode with different initial conditions for two different model resolutions

of 0.5◦ and 0.25◦. The identified control case is then used in Section 2.5 to assess the

evolution of the highly-energetic idealized cyclone at the four horizontal resolutions

1.0◦, 0.5◦, 0.25◦ and 0.125◦. This includes a discussion of the simulated convective

and large-scale precipitation, moisture, temperature and vertical velocity fields. The

conclusions and summary are provided in Section 2.6, as well as an outline of future

work.

2.2 Idealized initial conditions

The first goal is to define an analytic set of idealized initial conditions that fa-

vor the development of tropical cyclone-like vortices in GCMs over the course of ten

simulation days. Our initialization technique differs from traditional bogussing tech-
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niques, as for example described in Leslie and Holland (1995) or Wang et al. (2008),

since we prescribe analytic functions for the initial data that can readily be evaluated

on any computational grid. The section is organized as follows. First, the 1D vertical

profiles of the background temperature, moisture and pressure conditions are intro-

duced. Second, we use an axisymmetric approach to define a vortex in hydrostatic

and gradient-wind balance. Third, we project the axisymmetric conditions onto the

spherical domain for height-based vertical coordinate systems, and fourth, we gen-

eralize the formulation for pressure-based vertical coordinates that are most often

used in GCMs today. The latter part involves simple fixed-point iterations that can

also be applied to isentropic vertical coordinates (see Appendix of Jablonowski and

Williamson (2006a)). All parameters and physical constants used in the derivation

are listed in Table 2.1.

2.2.1 1D vertical profiles for the background conditions

The first step is to provide analytic background moisture and virtual temperature

profiles that fit the observed tropical soundings by Jordan (1958). The analytic form

of the background specific humidity profile q̄(z) as a function of height z is specified

as

q̄(z) = q0 exp
(

− z
zq1

)

exp

(

−
(

z
zq2

)2
)

for 0 ≤ z ≤ zt,

q̄(z) = qt for zt < z,

(2.1)

where zt = 15 km approximates the tropopause height as seen in the Jordan (1958)

sounding, q0 is the specific humidity at the surface (z = 0 m), which is taken to be 21

g kg−1, and qt is the specific humidity in the upper atmosphere set to a constant value

of 10−8 g kg−1. The specific humidity q0 was chosen to match the value of the relative

humidity at the surface from the Jordan (1958) sounding, using a surface temperature

of T0 = 302.15 K or 29◦C. It ensures that the surface temperature matches the SST

of 302.15 K. The constant zq1 determines the rate of decrease of the specific humidity
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Table 2.1: List of parameters and physical constants. The values that are varied in
this study are ∆p, rp and q0.

Parameter Description Control Value
a Radius of Earth 6.37122 × 106 m
Ω Rotational speed of Earth 7.292115 × 10−5 s−1

Rd Gas constant for dry air 287.04 J kg−1 K−1

g Gravity 9.80616 m s−2

zt Tropopause height 15000 m
q0 Specific humidity at the surface 21 g kg−1

qt Specific humidity of upper atmosphere 10−8 g kg−1

zq1 Constant for specific humidity profile 3000 m
zq2 Constant for specific humidity profile 8000 m
T0 Surface temperature and sea surface temperature 302.15 K
Tv0 Background virtual temperature at the surface T0(1 + 0.608 q0)
Tvt Virtual temperature in upper atmosphere Tv0 − Γzt

Γ Virtual temperature lapse rate 0.007 K m−1

p0 Background surface pressure 1015 hPa
pt Pressure at the tropopause height zt See Eq. (2.5)
∆p Surface pressure difference between the

background and center 11.15 hPa
rp Constant for pressure fit 282 km
zp Constant for pressure fit 7000 m
ϕc Center latitude of initial vortex 10◦N
λc Center longitude of the initial vortex 180◦E
fc Coriolis parameter 2Ω sin(ϕc)
ǫ Small constant to avoid division by zero 10−25

ε Convergence limit for fixed-point iterations 2 × 10−13
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with height and is set to 3000 m. In addition, the constant zq2 is set to 8000 m to

quickly nudge the specific humidity profile towards zero in the higher troposphere.

The analytic background virtual temperature sounding T̄v(z) is split into two

different representations for the lower and upper atmosphere. The virtual temperature

profile is given by

T̄v(z) = Tv0 − Γz for 0 ≤ z ≤ zt,

T̄v(z) = Tvt for zt < z,
(2.2)

with the virtual temperature at the surface Tv0 = T0(1 + 0.608 q0) (approximately

306 K). The virtual temperature lapse rate Γ is set to 0.007 K m−1. It approximates

the observed sounding from Jordan (1958) and is similar to the average lapse rate

in the troposphere. Such a lapse rate provides conditionally unstable conditions in

the troposphere. For simplicity, the virtual temperature in the upper atmosphere is

set to the constant Tvt = Tv0 − Γzt (approximately 201 K), which equals the virtual

temperature at the tropopause height. As a result, the background temperature

profile T̄ (z) is

T̄ (z) =
T̄v(z)

1 + 0.608q̄(z)
. (2.3)

The analytic background vertical profiles of the temperature, specific humidity and

relative humidity are depicted in Fig. 2.1, along with a comparison to the soundings

of Jordan (1958). The specific humidity values correspond to relative humidities of

about 80% at lower levels and prescribe a warm and moist environment.

The background pressure profile p̄(z) is computed using the hydrostatic equation

and ideal gas law. Note that the virtual temperature must be used in this calculation.

As before, the background pressure profile has different representations in the lower
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Figure 2.1: Comparison of the analytic vertical profiles to the observed Jordan (1958)
mean hurricane season soundings of (a) temperature, (b) specific humidity
and (c) relative humidity.
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and upper atmosphere

p̄(z) = p0

(

Tv0−Γz
Tv0

)
g

RdΓ

for 0 ≤ z ≤ zt,

p̄(z) = pt exp
(

−
(

g(z−zt)
RdTvt

))

for zt < z,
(2.4)

where p0 = 1015 hPa is the background surface pressure, Rd = 287.04 J kg−1 K−1 is

the ideal gas constant for dry air and g = 9.80616 m s−2 is the gravity. The pressure

at the tropopause level zt is continuous and given by

pt = p0

(

Tvt

Tv0

)
g

RdΓ

, (2.5)

which is approximately 130.5 hPa.

2.2.2 2D axisymmetric vortex

The formulation of the 2D axisymmetric pressure field is inspired by an offline

axisymmetric model, originally described in Nolan et al. (2001) and Nolan (2007).

Here, we fit analytic functions to the pressure field from a similar offline model, which

allows us to derive all other fields analytically. The fitted pressure equation p(r, z)

is comprised of a background pressure profile p̄(z) (Eq. (2.4)) plus a 2D pressure

perturbation p′(r, z) where r symbolizes the radial distance (or radius) to the center

of the prescribed vortex. The chosen center position is further explained in Section

2.2.3 and also listed in Table 2.1. The pressure is expressed as

p(r, z) = p̄(z) + p′(r, z) (2.6)
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with

p′(r, z) = −∆p exp

(

−
(

r
rp

)3/2
)

exp

(

−
(

z
zp

)2
)

(

Tv0−Γz
Tv0

)
g

RdΓ
for 0 ≤ z ≤ zt,

p′(r, z) = 0 for zt < z.

(2.7)

The pressure perturbation depends on the pressure difference ∆p between the back-

ground surface pressure p0 and the pressure at the center of the initial vortex, and is

chosen to decay exponentially in radius and height. rp determines the pressure change

in the radial direction and zp = 7 km precribes how fast the pressure difference de-

cays in height within the vortex. The pressure perturbation becomes negligible in the

upper atmosphere and is set to zero above zt. Both ∆p and rp determine the initial

maximum wind and the initial RMW. The values are specified in Section 2.4 for a

variety of initial conditions.

Using Eqs. (2.4), (2.6) and (2.7) we can represent the axisymmetric pressure field

as

p(r, z) =

[

p0 − ∆p exp

(

−
(

r
rp

)3/2
)

exp

(

−
(

z
zp

)2
)]

(

Tv0−Γz
Tv0

)
g

RdΓ
for 0 ≤ z ≤ zt,

p(r, z) = pt exp
(

−
(

g(z−zt)
RdTvt

))

for zt < z.

(2.8)

In the limit of large r the expression approaches the background pressure profile p̄(z)

as expected. The surface pressure ps(r) is computed by setting z = 0 m in Eq. (2.8),

which gives

ps(r) = p0 − ∆p exp

(

−

(

r

rp

)3/2
)

. (2.9)

Such a representation of the surface pressure is similar to that derived for mature

hurricanes by Holland (1980). It describes an idealized vortex with a pressure decrease

of ∆p in its center.
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Next, we calculate an analytic function for the axisymmetric virtual temperature

Tv(r, z) using the hydrostatic equation and ideal gas law

Tv(r, z) = −
gp(r, z)

Rd
∂p(r,z)

∂z

, (2.10)

which leads to the expression

Tv(r, z) = (Tv0 − Γz)

[

1 + 2Rd(Tv0−Γz)z

gz2
p

»

1−
p0
∆p

exp

„

“

r
rp

”3/2
«

exp

„

“

z
zp

”2
«–

]−1

for 0 ≤ z ≤ zt,

Tv(r, z) = Tvt for zt < z .

(2.11)

It describes the warm core structure of the initial vortex. The expression for the lower

troposphere below zt approaches the background temperature profile (Eq. (2.2)) in

the limit of large r, as expected.

The axisymmetric specific humidity q(r, z) is set to the background profile every-

where

q(r, z) = q̄(z). (2.12)

Therefore, the virtual temperature can simply be converted to the temperature T (r, z),

resulting in the following expression

T (r, z) = Tv0−Γz
1+0.608q̄(z)

[

1 + 2Rd(Tv0−Γz)z

gz2
p

»

1−
p0
∆p

exp

„

“

r
rp

”3/2
«

exp

„

“

z
zp

”2
«–

]−1

for 0 ≤ z ≤ zt,

T (r, z) = Tvt for zt < z.

(2.13)

Due to the small specific humidity value in the upper atmosphere (10−8 g kg−1 for

z > zt) the virtual temperature equals the temperature to a very good approxima-

tion in this region. Eq. (2.13) can also be expressed in the form of the background
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temperature T̄ (z) (Eq. (2.3)) plus a temperature perturbation T ′(r, z)

T (r, z) = T̄ (z) + T ′(r, z). (2.14)

Then the temperature perturbation is

T ′(r, z) = Tv0−Γz
1+0.608q̄(z)

−2Rd(Tv0−Γz)z

2Rd(Tv0−Γz)z+gz2
p

»

1−
p0
∆p

exp

„

“

r
rp

”3/2
«

exp

„

“

z
zp

”2
«– for 0 ≤ z ≤ zt,

T ′(r, z) = 0 for zt < z.

(2.15)

In the limit of large r the temperature perturbation goes to zero.

Figure 2.2 shows the vertical temperature profile of the environmental conditions

versus the temperature profile of an insulated parcel of air that is hypothetically lifted

from the surface. The profiles are shown both for an environmental (unperturbed)

background position and for the center of the vortex. The parcel first follows the dry

adiabatic lapse rate. Once the parcel becomes saturated it cools at the moist adiabatic

lapse rate and becomes buoyant. Therefore, the initial conditions are unstable for

saturated air. The lifting condensation level (LCL) for the background environment

is about 380 m and for the center of the vortex is about 400 m.

Finally, the tangential velocity field vT (r, z) of the axisymmetric vortex is defined

by utilizing the gradient-wind balance, which depends on the pressure (Eq. (2.8)) and

the virtual temperature (Eq. (2.11)). The tangential velocity is given by

vT (r, z) = −
fcr

2
+

√

f 2
c r2

4
+

Rd Tv(r, z) r

p(r, z)

∂p(r, z)

∂r
, (2.16)

where fc = 2Ω sin(ϕc) is the Coriolis parameter at the constant latitude ϕc and

Ω = 7.292115 × 10−5 s−1 is the rotational speed of the Earth. We set ϕc = π/18 (or

10◦N), which is also the center latitude of the vortex for all experiments. Substituting
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Figure 2.2: Environmental and air parcel temperature profiles for (a) background
conditions and (b) in the center of the vortex. The parcel is lifted from
the surface.

Tv(r, z) and p(r, z) into Eq. (2.16) gives

vT (r, z) = −fcr
2

+

√

√

√

√

f2
c r2

4
−

3
2

“

r
rp

”3/2
(Tv0−Γz)Rd

1+
2Rd(Tv0−Γz)z

gz2
p

−
p0
∆p

exp

„

“

r
rp

”3/2
«

exp

„

“

z
zp

”2
« for 0 ≤ z ≤ zt,

vT (r, z) = 0 for zt < z.

(2.17)

The tangential wind is zero in the upper atmosphere since the pressure no longer

depends on the radial distance r above zt. Here, it is evident that the initial maximum

wind speed v0 = max |vT | and RMW are dependent on many different parameters,

but the only free parameters are ∆p and rp.
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2.2.3 3D spherical representation with height-based vertical coordinate

To initialize a global model with the idealized vortex, the axisymmetric fields need

to be defined on the GCM grid. Here, we use spherical coordinates where λ and ϕ

denote the longitudinal and latitudinal positions, respectively. The vertical coordinate

is represented by the height above the surface. A coordinate transformation to other

representations, such as Cartesian coordinates, is straightforward. We introduce the

spherical grid by redefining r to be the great circle distance to the center of the vortex.

The great circle distance is given by

r = a arccos (sin ϕc sin ϕ + cos ϕc cos ϕ cos (λ − λc)), (2.18)

where a = 6.37122×106 m symbolizes the radius of the earth. The vortex is centered

at (λc, ϕc) = (π, π/18), which corresponds to the position 180◦E and 10◦N.

The great circle distance replaces r in the equations for the surface pressure

(Eq. (2.9)), specific humidity (Eq. (2.12)), temperature (Eq. (2.13)) and the tangential

velocity (Eq. (2.17)). The surface geopotential Φs is set to zero. If non-hydrostatic

model formulations are employed the vertical velocity needs to be set to zero. As men-

tioned before, the surface temperature in the background environment is identical to

the prescribed SSTs of 29◦C.

As a last step, the tangential velocity Eq. (2.17) needs to be split into its zonal

and meridional wind components u(λ, ϕ, z) and v(λ, ϕ, z) in spherical coordinates.

Similar to Nair and Jablonowski (2008) this is done via the expressions

d1 = sin ϕc cos ϕ − cos ϕc sin ϕ cos(λ − λc) (2.19)

d2 = cos ϕc sin(λ − λc) (2.20)

d = max
(

ǫ,
√

d1
2 + d2

2
)

, (2.21)
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which are utilized in the projections

u(λ, ϕ, z) =
vT [r(λ, ϕ), z] d1

d
(2.22)

v(λ, ϕ, z) =
vT [r(λ, ϕ), z] d2

d
. (2.23)

A small ǫ = 10−25 value avoids divisions by zero. The analytic initial conditions can

easily be computed on any GCM grid provided the positions (λ, ϕ, z) are known. The

vortex is well-balanced on the spherical grid, but not in exact balance due to the

use of the axisymmetric approach with constant Coriolis parameter. However, the

balance is sufficient to foster the evolution of the pre-existing, low-level vortex into

an intense tropical cyclone-like vortex over a forecast period of ten days. It provides

a suitable basis for the studies of horizontal resolutions as discussed in Sections 2.4

and 2.5.

2.2.4 3D spherical representation with pressure-based vertical coordinate

For GCMs that are built upon pressure-based vertical coordinates, such as the σ-

coordinate (Phillips , 1957) or the hybrid σ-pressure so-called η-coordinate (Simmons

and Burridge, 1981), the analytic initial conditions can be converted into the pressure-

based systems. The conversion is analytic for the background conditions and in the

upper atmosphere above zt but requires straightforward fixed-point iterations in the

vortex-covered region. Given the background pressure profile (Eq. (2.4)) where p0 is

now generalized to be ps, the conversion between pressure p and height z is given by

z = Tv0

Γ

(

1 −
(

p
ps

)

RdΓ

g

)

for ps ≥ p ≥ pt,

z = zt + RdTvt

g
ln
(

pt

p

)

for pt > p.

(2.24)

The pressure p denotes the vertical pressure position of a GCM grid point, which can

be computed via the known surface pressure (Eq. (2.9)) for σ- or η-coordinates. The
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corresponding z-value can now be plugged into the equations for the specific humidity,

temperature and horizontal velocities according to Eqs. (2.12), (2.13), (2.22) and

(2.23).

Note again that this analytic conversion is not accurate within the vortex due to

the pressure perturbation and warm-core structure. Within the vortex the z-value at

each model level needs to be computed iteratively via Newton’s method

zn+1 = zn −
F (λ, ϕ, zn)

∂F/∂z(λ, ϕ, zn)
. (2.25)

The superscript n = 0, 1, 2, 3,... indicates the iteration count. The function F is

determined by

F (λ, ϕ, z) = pmodel − p(λ, ϕ, z). (2.26)

pmodel is the pressure of the GCM grid point at a given longitude λ, latitude ϕ and

model level, and p(λ, ϕ, z) represents Eq. (2.8) evaluated with the great circle distance

r. Therefore, ∂F/∂z is defined by

∂F (λ, ϕ, z)

∂z
= −

∂p(λ, ϕ, z)

∂z
, (2.27)

which can be computed analytically from Eq. (2.8). The analytic form of ∂p/∂z in

terms of the great circle distance r is

∂p(r, z)

∂z
=

2∆p z

z2
p

exp

(

−

(

r

rp

)3/2
)

exp

(

−

(

z

zp

)2
)

(

Tv0 − Γz

Tv0

)
g

RdΓ

(2.28)

−
g

RdTv0

[

p0 − ∆p exp

(

−

(

r

rp

)3/2
)

exp

(

−

(

z

zp

)2
)]

(

Tv0 − Γz

Tv0

)
g

RdΓ
−1

.

Eq. (2.25) is iterated until it converges to |zn+1 − zn|/|zn+1| < ε where ε is set to 2

× 10−13 (close to machine precision for double precision arithmetic). We recommend
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starting the iterations with the start value z0 equal to z given in Eq. (2.24). Typically,

the computations converge within the ε precision in under ten iterations. We apply the

iterative technique below zt (equivalent to pmodel > pt) within a great circle distance of

r ≤ 1000 km from the vortex center. It represents the distance at which the pressure

(Eq. (2.7)) and temperature (Eq. (2.15)) perturbations become negligible.

It is possible to initialize the GCM without the iterative method using the back-

ground pressure to height conversion (Eq. (2.24)), but this intoduces inaccuracies in

the initial temperature and wind fields within the troposphere. We strongly recom-

mend the iterative procedure to foster model intercomparisons between models with

height-based and pressure-based vertical coordinates. As demonstrated in Section

2.4, the evolution of the vortex is sensitive to the initial conditions.

2.2.5 Characteristics of the initial conditions

Figure 2.3 shows the horizontal cross sections of the initial wind speed at a height

of 100 m, the surface pressure and the temperature at 4.35 km. The latter corresponds

to the altitude of the maximum (warm-core) temperature perturbation, which is about

3 K. The vortex is computed with the parameters rp = 282 km and ∆p = 11.15 hPa,

which leads to a maximum wind speed of v0 of 20 m s−1 and an RMW of 250 km.

The surface pressure is lowest in the center of the storm with a central pressure of

1003.85 hPa. In addition, the wind is greatest at the RMW and decreases rapidly in

magnitude towards the center of the vortex, where the wind is zero. The wind field

also decreases at radii larger than RMW and approaches the zero background flow at

an approximate distance of about 1200 km from the center.

Figure 2.4 shows longitude-height cross sections of the magnitude of the wind, the

pressure perturbation, the temperature perturbation, potential virtual temperature,

square of the moist Brunt-Väisälä frequency and the relative vorticity through the

center latitude of the vortex. From the vertical cross section of the wind, we see that
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Figure 2.3: Horizontal cross sections of the (a) initial wind speed at a height of 100
m, (b) surface pressure and (c) temperature at a height of 4.35 km. The
maximum wind speed is 20 m s−1 with an RMW of 250 km.

the wind is greatest at the surface and decays with height. The pressure perturbation

is greatest at the surface and center of the vortex and decays with height and radius

from the center, as expected from Eq. (2.7). The cross section of the temperature

perturbation reiterates that the maximum perturbation occurs at a height of 4.35

km and decreases in magnitude radially and vertically, both below and above the

maximum. The plot of the potential virtual temperature and the square of the moist

Brunt-Väisälä both show that the initial vortex is stable to unsaturated air, but as

indicated earlier in Fig. 2.2 is conditionally unstable with a lifting condensation level
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between 380 and 400 m throughout the vortex. The vorticity cross section displays

that the maximum vorticity occurs at the center and decays radially and vertically

until it reaches a minimum approximately 5◦ west and east of the center.

The maximum potential intensity (MPI) based on the theory of Emanuel (1986) is

approximately 66 m s−1 for this environmental sounding. The MPI is calculated using

the surface temperature of 29◦C, or 302.15 K, assuming that the outflow temperature

is equal to the tropopause temperature of 201 K, and that the ambient boundary

layer relative humidity is 80 %. In addition, the ratio of the boundary layer exchange

coefficients Ck/CD is taken to be 1, r0 = 1200 km, pa = 1015 hPa and f = 2Ω sin(ϕc)

(for definitions of these variables see Emanuel (1986)). During the simulation the ratio

Ck/CD fluctuates. Therefore, our assumption that Ck/CD is 1 is an approximation

that contributes uncertainty to the MPI estimate.

Figure 2.4: Initial longitude-height cross sections of the (a) wind speed, (b) pressure
perturbation p′, (c) temperature perturbation T ′, (d) potential virtual
temperature, (e) square of the moist Brunt-Väisälä frequency and (f) the
relative vorticity though the center latitude of the vortex at 10◦N. The
maximum wind speed is 20 m s−1 with an RMW of 250 km.
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2.3 CAM 3.1 model description

We test and evaluate the effects of the initial conditions in idealized tropical cy-

clone simulations with the hydrostatic GCM CAM 3.1 (Collins et al., 2004, 2006).

CAM is part of NCAR’s Community Climate System Model (CCSM) that is rou-

tinely used for climate change projections. We utilize a CAM 3.1 configuration with

the mass-conservative finite-volume (FV) dynamical core in flux-form (Lin, 2004)

that is built upon a 2D shallow water approach in the horizontal plane. The vertical

discretization follows a “Lagrangian control-volume” principle, which is based on a

terrain-following “floating” Lagrangian coordinate system and a fixed “Eulerian” ref-

erence frame. In particular, the vertically-stacked finite volumes are allowed to float

for a duration of several (in our simulations 10) short dynamics time steps before they

are mapped back monotonically and conservatively to a fixed hybrid reference sys-

tem. The physics parameterizations are called immediately after the vertical remap-

ping step. The advection algorithm makes use of the monotonic Piecewise Parabolic

Method (PPM) with an explicit time-stepping scheme. A regular latitude-longitude

computational mesh is selected that includes both pole points. The prognostic vari-

ables are staggered as in the Arakawa-D grid. An almost identical FV dynamical

core with different physics parameterizations and SSTs was also used in the tropical

cyclone studies by Atlas et al. (2005), Shen et al. (2006a) and Zhao et al. (2009).

CAM 3.1 is run with the identical (∆λ, ∆ϕ) horizontal grid spacings of 1.0◦, 0.5◦,

0.25◦ and 0.125◦ and 26 vertical η-levels (L26). The hybrid coefficients for the stan-

dard CAM 3.1 vertical levels are documented in Jablonowski and Williamson (2006b).

The four horizontal resolutions correspond to grid spacings of about 110 km, 55 km,

28 km and 14 km in the equatorial region. The dynamics time steps at these four

resolutions are 180 s, 90 s, 45 s and 22.5 s, respectively. The model is run with

the full CAM 3.1 physics parameterization suite and utilizes the aqua-planet setup as

proposed by Neale and Hoskins (2000), but with constant sea surface temperatures of
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29◦C. These isothermal SSTs prescribe very warm ocean conditions and avoid latitu-

dinal gradients in the initial background surface pressure or atmospheric temperature

fields. The only external forcing is the distribution of the insolation at the top of

the atmosphere. In particular, the solar irradiance is set to equinox conditions with

a solar constant of 1365 W m−2. In addition, the distributions of atmospheric con-

stituents, such as ozone, carbon dioxide, methane and nitrous oxide are prescribed.

The ozone distribution is zonally symmetric. The geophysical constants, including

the earth’s rotation rate, the gravitational acceleration and gas constants follow the

suggestions by Neale and Hoskins (2000).

The CAM 3.1 physics suite is described in detail in Collins et al. (2004). It incor-

porates the Zhang and McFarlane (1995) deep convective parameterization, shallow

moist convection and dry adiabatic adjustment, cloud microphysics, orographic grav-

ity wave drag, the radiative effects of aerosols and parameterizations of shortwave and

longwave radiation. In addition, the bulk exchange formulations for surface fluxes are

based on the Monin-Obukhov similarity theory, and the vertical diffusion and bound-

ary layer processes with turbulent mixing depend on static stability indicators.

2.4 Sensitivity of the cyclone to initial conditions

In this section we provide a series of sensitivity tests to varying initial conditions,

including the initial maximum wind speed and the RMW. For this study the RMW

is assessed as the great circle distance between the wind maximum to the location of

the vortex center as determined by the surface pressure minimum. Using the location

of the surface pressure minimum as the vortex center can lead to errors of up to a

half-grid spacing in the estimated RMW, which should be kept in mind during the

analysis. In addition, we supply sensitivity tests to a different initial moisture profile

and to small changes in the initial velocity and temperature fields. The aqua-planet

tests are run for ten days at both 0.5◦ and 0.25◦ horizontal resolutions. The results
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inform us about a configuration that triggers an intense tropical cyclone-like vortex

from an initial vortex seed. A selected configuration is then used as the control case

for further convergence studies in Section 2.5.

2.4.1 0.5◦ resolution sensitivity to initial size and strength

The first analysis assesses variance of the initial maximum wind speed while keep-

ing the initial RMW constant at 250 km. Maximum wind speeds v0 are 15 m s−1, 20

m s−1, 25 m s−1 and 30 m s−1, which are derived from the prescribed rp and ∆p values

discussed in Section 2.2. The corresponding rp and ∆p values for the four wind values

are listed in Table 2.2. Figure 2.5 shows the time evolution of the minimum surface

pressure, maximum wind speed and radius of maximum wind at 100 m for the four

initial setups. The wind speed is linearly interpolated to this height level using the

wind speeds and heights of the two surrounding model levels. The lowermost model

level always lies below 100 m, which avoids extrapolation.

Table 2.2: Corresponding rp and ∆p constants for sensitivity tests with varying initial
maximum wind speed and RMW.

Constant RMW = 250 km
v0 (m s−1) rp (km) ∆p (hPa)

15 290 6.84
20 282 11.15
25 276 16.46
30 273 22.80

Constant v0 = 20 m s−1

RMW (km) rp (km) ∆p (hPa)
150 162 9.99
200 221 10.56
250 282 11.15
300 345 11.74

Figure 2.5 reveals that the initial vortex does not intensify immediately. The time

it takes for the initial vortex to intensify seems to be dependent upon the initial

intensity. The weakening shortly after the initialization is most likely due to the spin
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Figure 2.5: Time evolution of the (a) minimum surface pressure, (b) maximum wind
speed at 100 m and (c) radius of maximum wind at 100 m with varying
initial maximum tangential wind speed and constant initial RMW of 250
km. The grid spacing is 0.5◦.
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down of the vortex due to surface friction and the need for the development of a

secondary circulation. The secondary circulation is absent in the initial conditions

and takes some time to spin up. In addition, the vortex is not in perfect balance

on the spherical grid as mentioned earlier. Both the surface pressure and maximum

wind speed plots show that for the two strongest initial conditions, v0 = 30 m s−1

and v0 = 25 m s−1, there is an initial weakening of the vortex for the first day and

first two days, respectively, after which point the vortex begins to intensify. For the

v0 = 20 m s−1 case we also see a slight weakening of the initial vortex, but although

the vortex starts to intensify at day 2, it does not intensify significantly until day 6.

The results suggest that there is a threshold value of the initial strength of the

vortex v0 between 15 m s−1 and 20 m s−1, below which development does not occur.

This is evidenced by the v0 = 15 m s−1 case, which never intensifies significantly

within 10 days. In addition, further tests (not shown) reveal that an initial vortex

with v0 = 15 m s−1 never develops significantly for any initial RMW=150–300 km.

The second group of tests explores varying initial values of the RMW from 150 km

to 300 km in increments of 50 km, while holding the initial maximum wind speed at

a constant 20 m s−1. In order to keep the maximum wind speed constant at different

RMW both rp and ∆p have to be adjusted. The values are listed in Table 2.2. Note

again that the discrete grid spacing in CAM 3.1 causes the initial RMW in the model

to slightly deviate from the theoretical values.

The results in Fig. 2.6 show that the vortex intensity initially decreases for a day,

at which point the three cases with the largest initial RMW (200-300 km) start to

intensify. By day 2, the vortex for these three cases has intensified and begins a rapid

intensification phase at day 6. The two largest RMW cases become the strongest,

with the 250 km case showing maximum 100 m wind speeds of about 48 m s−1 at

day 10. While the third case (RMW=200 km) intensifies, it does not become as

strong as the other two cases after 10 days. For the fourth case, RMW=150 km, the
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Figure 2.6: Time evolution of the (a) minimum surface pressure, (b) maximum wind
speed at 100 m and (c) radius of maximum wind at 100 m with varying
initial RMW and constant initial maximum tangential wind of 20 m s−1.
The grid spacing is 0.5◦
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initial vortex weakens for two days and remains rather constant in intensity until day

6. It thereafter begins to slightly intensify, but it does not actually pass its initial

maximum wind speed of 20 m s−1 during the 10-day simulation.

When the initial vortex is weak, it apparently needs to be of an initial RMW

equal to or greater than roughly 200 km in order to intensify. Further experiments

at 0.5◦ (not shown) give evidence that an initial vortex can intensify when the initial

RMW is less than 200 km, but to do so requires that v0 be substantially greater

than 20 m s−1 (≈ 30 m s−1, which is nearly hurricane strength). The fact that

the 0.5◦ simulation can support 100 km vortices by day 10 demonstrates that the

reason why smaller initial vortices fail to develop may not be simply an issue of

inadequate horizontal resolution. However, further tests (described later) show that

the RMW=150 km case does develop at 0.25◦ resolution, so the failure mechanism is at

least indirectly related to model resolution. Possible failure mechanisms here include

the initial structure of the vortex (e.g., imbalance) and the nature of convection at

lower horizontal resolutions. However, an in-depth investigation of these factors is

not the focus of this study.

These results seem to contrast somewhat with those of Rotunno and Emanuel

(1987) and Emanuel (1989). For example, Rotunno and Emanuel (1987) found that

larger initial vortices struggle to develop. We find that an additional vortex simulation

with an initial RMW of 500 km (not shown) is only slightly weaker by day 10 than

those with smaller initial RMW. However, there is no clear relationship between the

initial RMW and the later strength for the smaller initial vortices in Fig. 2.6 (omitting

the RMW=150 km case which does not develop). In addition, the somewhat weaker

evolution for the initial RMW=200 km case might reflect the fact that the vortex lies

in the transition region wherein the structure of the smaller initial vortices cannot

be supported by the model. Emanuel (1989) also found that the length scale of

the mature vortex depends on that of the initial vortex. In contrast, we find that
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there is no relationship between the initial and final RMW. Furthermore, we find that

varying the initial RMW has less of an impact on the final RMW variability than

does varying the initial maximum wind speed v0 (Fig. 2.5). A better understanding of

how our results compare with those two studies would require additional simulations

that are beyond the scope of this study. Nonetheless, any differences from Rotunno

and Emanuel (1987) and Emanuel (1989) are seen as a result of a differing initial

vortex structure and the use of a different model with varying model resolution and

model physics.

Figure 2.7: Snapshots of the tropical cyclone-like vortex at day 0 (left), 5 (middle)
and day 10 (right) at the resolution 0.5◦ L26. Top row (a-c): horizontal
cross section of the wind speed at a height of 100 m. Bottom row (d-
f): longitude-height cross section of the wind speed through the center
latitude of the vortex as a function of the radius from the vortex center.
The initial maximum wind is 20 m s−1 with an RMW of 250 km. The
center position is (167.5◦E, 27.5◦N) at day 10.

From the sensitivity studies of the varying initial conditions we choose a control

case for further analysis. The control case produces the strongest storm from a weak

initial vortex. We choose the case with v0 = 20 m s−1 and RMW= 250 km as our

control case, which corresponds to rp = 282 km and ∆p = 11.15 hPa. Figure 2.7

shows the intensification of the wind speed for the control case, with specific snap-

shots at days 0, 5 and 10. The top row of Fig. 2.7 displays the horizontal cross

43



section of the magnitude of the wind at 100 m. The bottom row of Fig. 2.7 shows

the longitude-height cross section of the magnitude of the wind through the center

latitude of the vortex. The time series displays the intensification of the vortex from

an initial surface vortex to a tropical cyclone-like vortex. We also see strong vertical

development, especially near the RMW. During the entire simulation the cyclone ex-

periences beta-drift towards the north-west (Holland , 1983). There is also somewhat

of a resemblance of a calm eye that forms as the vortex intensifies. However, due to

resolution constraints the eye is not completely defined. The cyclone is a warm-core

vortex (not shown).

2.4.2 0.25◦ resolution sensitivity to initial size and strength

We repeat the sensitivity tests at a higher horizontal resolution of 0.25◦, or about

28 km, to assess the robustness of the sensitivity analysis and the control case. Again,

we review the sensitivity to the varying initial maximum wind speeds with a constant

RMW of 250 km presented in Table 2.2. Similar to the 0.5◦ tests depicted in Fig. 2.5,

Fig. 2.8 shows that at first the intensity weakens, and the initially stronger vortices

rebound from this weakening more quickly and strongly. Rapid intensification occurs

after one day for the strongest case, v0 = 30 m s−1, and at days 2 and 3 for the

v0 = 25 m s−1 and v0 = 20 m s−1 cases, respectively. The v0 = 15 m s−1 case

intensifies substantially more within the ten day simulation (but the intensity is still

less than the other 3 cases) at the 0.25◦ resolution than that at the 0.5◦ resolution,

reaching an intensity of over 2.5 times that of the lower resolution. This suggests

that the threshold intensity needed to foster development and rapid intensification is

resolution dependent.

All three plots in Fig. 2.8 show that the vortices develop into more intense and

more compact cyclones at the higher resolution, with the maximum wind speed at 100

m approaching a value of 62 m s−1 for the strongest three cases. Such a storm would
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Figure 2.8: Same as Fig. 2.5, but for the 0.25◦ resolution.
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correspond to a category-4 hurricane on the Saffir-Simpson scale. Additionally, the

RMW for each case seems to converge towards a value in between roughly 50 and 80

km at day 10 for all cases, which is smaller than the RMW range at the 0.5◦ resolution.

Similar resolution dependencies are also discussed in Bengtsson et al. (2007) and Hill

and Lackmann (2009a).

The second set of tests at the 0.25◦ resolution is an examination of the sensitivity

to varying initial RMW with a constant maximum wind speed of v0 = 20 m s−1. The

associated rp and ∆p values are again listed in Table 2.2. The results are very similar

to those with the 0.5◦ grid spacing. Initially, the intensity of all vortices weakens for

two days and then increase as seen in Fig. 2.9. However, the vortices begin rapid

intensification by day 3, which is three days earlier than for the 0.5◦ tests (Fig. 2.6).

By day 10 the maximum 100 m wind speed approaches 62 m s−1 for the two cases

with the largest RMW. In addition, the case with an initial RMW of 150 km develops

substantially more at 0.25◦ than at 0.5◦ resolution, indicating that a vortex with a

smaller RMW more readily develops when the model resolution is higher.

The RMW plot in Fig. 2.9 shows that as the vortex develops the RMW ranges

between 50 and 100 km in all cases. They have a smaller RMW at day 10 as compared

to the 0.5◦ resolution runs. Similar to the 0.5◦ resolution runs, varying the initial

maximum wind speed has more of an effect on the subsequent RMW variability than

does varying the initial RMW. Given a suitable initial size the initial maximum wind

speed v0 of the cyclone seems to be the decisive factor that determines the potential

for development and rapid intensification.

The analysis suggests that the control case described above will suffice in the

simulation of the growth of the initial vortex into a tropical cyclone for both the 0.25◦

and 0.5◦ simulations. Figure 2.10 is the same as Fig. 2.7, but for 0.25◦ resolution.

It displays snapshots of the wind speed for the control case in both a horizontal and

vertical cross section at day 0, 5 and 10. At the higher resolution the cyclone becomes
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Figure 2.9: Same as Fig. 2.6, but for the 0.25◦ resolution.
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Figure 2.10: Same as Fig. 2.7, but for the 0.25◦ resolution. The center position is
(165.25◦E, 28.75◦N) at day 10.

substantially (about 14 m s−1) stronger by day 10. The day-5 snapshot also shows

that the storm has intensified quicker than the 0.5◦ resolution case (Fig. 2.7). In

addition, there is more significant vertical development, with a noticeable slant of the

eyewall, and the storm is more compact as indicated by a smaller RMW.

2.4.3 0.25◦ resolution sensitivity to small changes in the initial fields

The model sensitivity to tiny changes in the initial temperature and velocity fields

within the vortex is tested. This is done by changing the value ε to which the

iterations in Eq. (2.25) converge. This produces very small changes in the height and

therefore initial fields within the vortex. The model is run for three values of ε that

are 2 × 10−13, 2 × 10−12 and 2 × 10−11. These small changes in ε result in maximum

absolute differences in the zonal and meridional velocity fields of about 1 × 10−13

m s−1 and in the temperature field of about 1 × 10−12 K. Figure 2.11 displays the

time evolution of the minimum surface pressure, maximum wind speed and radius of

maximum wind at 100 m for the three different values of ε using the control specific

humidity at the surface (q0 = 21 g kg−1). It is evident that even very small changes

in the model initialization can cause some small but notable variations in the storm’s
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Figure 2.11: Time evolution of the (a) minimum surface pressure, (b) maximum wind
speed at 100 m and (c) radius of maximum wind at 100 m with slight
changes to the initial fields as indicated by the convergence limit for the
fixed-point iterations ε. The specific humidity at the surface is set to
q0 =21 g kg−1 except in the case with q0 =18.5 g kg−1. The grid spacing
is 0.25◦.
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intensity and size during the 10-day simulation. This indicates that there might be a

predictability limit after which the solutions have greater uncertainty. Such a limit of

predictability due to minute changes in initial conditions is also observed in Zhang and

Sippel (2009) using a mesoscale model and the study implies that the predictability

of tropical cyclones in models is restrained at all time scales.

2.4.4 0.25◦ resolution sensitivity to the moisture profile

We also test the sensitivity to the low-level moisture. In Eq. (2.1) we set the

specific humidity at the surface q0 to 21 g kg−1 according to the Jordan (1958) rel-

ative humidity profile with the surface temperature of 29◦C. However, q0 could also

be set to the specific humidity value of the Jordan (1958) sounding at the surface,

which is 18.5 g kg−1. This would cause a change in the initial moisture profile and

therefore the initial temperature profile. It is informative to evaluate the sensitivity

of the model simulations to such variations of the initial conditions as shown by the

fourth experiment in Fig. 2.11. The time evolution of the minimum surface pressure,

maximum wind speed and radius of maximum wind at 100 m can be compared for

the two cases with ε = 2 × 10−13 that utilize the default setting q0 = 21 g kg−1 and

the new value of 18.5 g kg−1. It is apparent that the change in the initial profiles

causes only small changes, on par with those discussed earlier in Section 2.4.3. The

q0 = 18.5 g kg−1 case with decreased low-level moisture results in a slightly weaker

storm at day 10, but the variation lies within the uncertainty range discussed above.

This small sensitivity to the initial moisture profiles could be due to the use of a

relatively coarse model resolution and the specifics in the CAM 3.1 model physics, in

particular in the convection parameterization.
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2.5 Horizontal resolution convergence test

The previous section identified the control case with v0 = 20 m s−1 and RMW=

250 (rp = 282 km, ∆p = 11.15 hPa). We now initialize this vortex at the wide range

of horizontal resolutions (1.0◦, 0.5◦, 0.25◦ and 0.125◦) with 26 levels to gain insight

into the physical characteristics of the idealized cyclone. All simulations are run

with identical physical parameterizations without re-tuning the physics parameter

set. The adjustable parameters have been derived for CAM 3.1 climate simulations

with the Eulerian spectral transform dynamical core at the T85L26 resolution (see

Collins et al. (2004)). We use these defaults to match the CAM 3.1 aqua-planet

setups assessed in Williamson (2008a,b). We do not change the vertical resolution

since the CAM 3.1 physics parameterization suite is known to be sensitive to the

placement of the levels.

Figure 2.12 presents the time evolution of the minimum surface pressure, maxi-

mum wind speed at 100 m and the position of the storm centers at all four horizontal

resolutions. The storm centers are determined by the grid point locations of the min-

imum surface pressure. The filled circles in Fig. 2.12(c) denote the daily positions

over the 10-day simulation period.

As the horizontal resolution increases the vortex becomes more intense by day 10.

The maximum 100 m wind at day 10 is 48.7 m s−1, 63.0 m s−1 and 72.4 m s−1 for the

horizontal resolutions of 0.5◦, 0.25◦ and 0.125◦, respectively. Note that the absolute

maximum wind occurs at approximate heights of 1–1.5 km, where wind speeds are

about 6–11 m s−1 greater than those at the height of 100 m. The storms simulated

at the higher resolutions also intensify earlier during the simulation, as seen in the

minimum surface pressure and maximum wind speed plots. This is evidenced by the

fact that after the initial weakening it takes the vortex 132, 84 and 72 hours at 0.5◦,

0.25◦ and 0.125◦, respectively, to surpass the initial maximum wind speed of 20 m

s−1. In the 1.0◦ simulation the storm never becomes as strong as the initial vortex.
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Figure 2.12: Time evolution of the (a) minimum surface pressure, (b) maximum wind
speed at 100 m and (c) the location of the storm center for simulations at
four horizontal resolutions ranging from 1.0◦ to 0.125◦. The filled circles
in (c) denote the daily positions of the center over the 10-day simulation
period.
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There is no sign of convergence in intensity at the highest resolutions, which might

suggest that even higher resolutions are desirable.

In addition, Fig. 2.12(c) shows that the horizontal resolution impacts the storm

track and location of the storm center. The spread in the positions increases no-

tably after day 8. However, the center positions do not change systematically with

resolution.

Figure 2.13: Same as Fig. 2.7, but for the 0.125◦ resolution. The center position is
(167.125◦E, 29.75◦N) at day 10.

When simulated at 0.125◦ (Fig. 2.13), the cyclone is stronger and more compact

than the storms at both 0.5◦ (Fig. 2.7) and 0.25◦ (Fig. 2.10) simulations. Similar

results were also found by Bengtsson et al. (2007). The 0.125◦ cyclone has a distinct

slanted eyewall-like structure and relatively calm eye at day 10. The 100 m maximum

wind speed at day 10 of 72.4 m s−1 is equivalent to a category-5 hurricane on the

Saffir-Simpson scale.

It is interesting to note that this intensity is larger than the estimated Emanuel’s

MPI of about 66 m s−1, which could be related to inadequate physics parameteriza-

tions at these high resolutions. As mentioned before, no tuning of the physics pa-

rameterizations, such as the convection and boundary layer parameterizations, were

made. It is possible that this allows for storms that are too intense. However, further
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investigations of the physics parameterizations are beyond the scope of this investi-

gation and will be a subject of future work. Simpler axisymmetric hurricane models

and full-physics 3D models have also been documented to produce storms that ex-

ceed Emanuel’s MPI. This is discussed in Persing and Montgomery (2003), Bryan

and Rotunno (2009a) and Wang and Xu (2010).

Figure 2.14: Precipitation rate in mm per hour at day 10 for large-scale precipi-
tation (left), convective precipitation (middle) and total precipitation
(right) for 0.5◦ (a-c), 0.25◦ (d-f) and 0.125◦ (g-i) simulations. At day
10 the storm is centered at (167.5◦E, 27.5◦N), (165.25◦E, 28.75◦N) and
(167.125◦E, 29.75◦N) for the 0.5◦, 0.25◦ and 0.125◦ simulations, respec-
tively.

Figure 2.14 displays the precipitation rate for large-scale, convective and the total

precipitation at day 10 for the 0.5◦, 0.25◦ and 0.125◦ simulations. It can be seen

that as the horizontal resolution increases from 0.5◦ to 0.125◦ the precipitation fields

show rainband-like features spiraling out from the storms center that become increas-

ingly resolved. These rainband-like features are apparent in both the large-scale and

convective precipitation fields.

54



Figure 2.14 also shows that for all simulations the large-scale precipitation con-

tributes the majority to the total precipitation near the central core of the storm.

Even though Fig. 2.13 shows a relatively calm eye there is still precipitation in the

eye at the 0.125◦ resolution. The most intense total precipitation rate for the 0.125◦

simulation is near the center of the storm and has a maximum value of about 88.22

mm hr−1 which represents a 6-hour average. This rather extreme peak precipita-

tion rate only covers a very small region, but could provide another hint that the

physics parameterizations might need re-tuning at these high resolutions with hurri-

cane strength winds.

Table 2.3: Maximum 6-hour average rainfall rates of total, convective and large-scale
precipitation at days 5 and 10 for the 0.5◦, 0.25◦ and 0.125◦ simulations in
mm hr−1.

Day 5
Total Convective Large-scale

0.5◦ 3.99 2.77 1.66
0.25◦ 31.47 5.54 25.93
0.125◦ 47.74 2.68 46.66

Day 10
Total Convective Large-scale

0.5◦ 36.96 10.88 26.32
0.25◦ 58.57 10.42 48.15
0.125◦ 88.22 8.90 79.32

Table 2.3 lists the maximum large-scale, convective and total precipitation rates

at day 5 and 10 for the 0.5◦, 0.25◦ and 0.125◦ simulations. As the resolution increases

the maximum 6-hour average total and large-scale precipitation rates increase, while

the maximum convective precipitation rate decreases mainly in the core of the storm.

These results are similar to other aqua-planet studies that address the convergence

with resolution aspects of global precipitation (Williamson, 2008a) and equatorial

precipitation fields (Lorant and Royer , 2001).

As a last point we assess the realism of highest resolution (0.125◦) simulation
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Figure 2.15: Snapshots of the 0.125◦ simulation at days 0 (left), 5 (middle) and 10
(right). The temperature (a-c), relative humidity (d-f) and vertical
pressure velocity (g-h) are displayed as longitude-height cross sections
through the center latitude (29.75◦N) of the vortex as a function of the
radius from its center.

used in the convergence study. Figure 2.15 displays vertical cross sections through

the center latitude of the vortex as a function of the radius from the center of the

vortex for the temperature, relative humidity and vertical pressure velocity at days

0, 5 and 10 for the 0.125◦ simulation. The top row shows the evolution of the warm

core. At day 0 there is only a slight perturbation representing the warm core, and by

day 5 and 10 the perturbation has become more defined.

The middle row of Fig. 2.15 shows the relative humidity. At day 0 the maximum is

located at the surface as prescribed in the initial conditions. By day 5 the troposphere

near the center of the storm has moistened, reaching saturation in some locations.

By day 10 the atmosphere has moistened even more, especially near the eyewall
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at the radius of about 50 km, with high relative humidities reaching high into the

troposphere. In addition, the day-10 relative humidity field is rather symmetric about

the center of the storm, indicating an organized, intense storm. Another indication

of an organized storm is the relative humidity minimum located at the center of the

storm just below the tropopause. The large values of the relative humidity at the

center of the storm in the lower and middle troposphere are linked to the precipitation

that is seen at the center (Fig. 2.14). At day 10 the relative humidity field also shows

hints of spiral rainbands with areas of maximum relative humidity that extend into

the vertical at a radius slightly larger than 200 km.

The vertical pressure velocity fields (bottom row of Fig. 2.15) confirm the evolution

of the intense organized storm by day 10, with a maximum value of about -15.72 Pa

s−1 near the RMW as expected with intense updrafts in the eyewall. At day 10, there

is also a distinct downdraft region slightly (25 km) west of the storm center positioned

at (28.75◦N, 165.25◦E). The downdrafts reach from the surface to a height of about

9 km. Note that initially (day 0) the pressure velocity is zero and therefore omitted

in the figure.

Three conclusions can be drawn from the convergence study. First, the vortex seed

as specified in the control case develops into a strong tropical cyclone-like storm at all

resolutions except at the coarsest 1◦ grid spacing. Second, the physical characteristics

of the idealized storms have many realistic features, especially the highest resolution

(0.125◦) simulation. Third, the model simulations do not converge in intensity in

the range of horizontal resolutions between 110 and 14 km. The latter aspect needs

further investigation. Overall, the results suggest that the analytic functions represent

a robust initialization technique to study idealized cyclones in GCMs.
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2.6 Summary and conclusions

The paper introduces an analytic initialization technique for idealized tropical

cyclone experiments in atmospheric general circulation models. The initial axisym-

metric vortex is in hydrostatic and gradient-wind balance and provides favorable

conditions for rapid intensifications over a simulation period of 10 days. The ini-

tial data set triggers the evolution of a single, weak warm-core vortex into a much

stronger tropical cylone-like storm. This has been demonstrated in high-resolution

simulations with the Community Atmosphere Model CAM 3.1. The simulations were

conducted in an aqua-planet configuration with constant SSTs of 29◦C. 10-day model

simulations with grid spacings of 1.0◦, 0.5◦, 0.25◦ and 0.125◦ and 26 vertical levels

were shown.

Several sensitivity studies were presented that highlighted the effects of varying

initial conditions. In particular, the role of the maximum initial wind speed and ra-

dius of maximum wind has been investigated. We showed that the initial vortex must

satisfy certain threshold conditions to support the intensification of the pre-existing

vortex. We found that the prescribed vortices with a maximum initial wind speed

of 15 m s−1 did not develop into strong tropical storms in both the 0.5◦ and 0.25◦

simulations during the 10-day assessment period. A suitable vortex must therefore

exhibit a maximum initial wind speed that is stronger than this threshold, approxi-

mately 20 m s−1, for the described analytic initialization technique. In addition, the

initial RMW needs to be at least 200–250 km wide to foster the intensification of

the pre-existing storm that is initially weak (v0 =20 m s−1). However, the model

can support storms with RMW of 100 km and this initial RMW threshold of 200–

250 km is possibly related to the initial structure of the vortex and the behavior of

the model physics. These thresholds do vary with model resolution. In general, the

high-resolution experiments with 0.25◦ grid spacing lead to more intense and compact

storms than the lower resolution (0.5◦) simulations.

58



A favorable initial configuration was picked as a candidate to study the impact

of horizontal resolution on the evolution of the tropical cyclone-like vortices. This

control case has an RMW of about 250 km and a 20 m s−1 maximum initial wind

speed and is used as the basis for a second group of sensitivity tests in which the

horizontal resolution is recursively halved from 1.0◦ to 0.125◦. As the resolution

increases the initial vortex produces storms that are more intense and compact. The

storm simulated at the finest 0.125◦ resolution even exceeds Emanuel’s maximum

potential intensity limit of about 66 m s−1. This gives an indication that the physics

suite might need to be modified at high resolutions. At the highest resolution the

model starts to resolve rainband-like structures as seen from the precipitation and

relative humidity fields. In addition, we see regions of intense updrafts near the

RMW. However, despite the relatively calm eye (in terms of wind speed) there is still

precipitation and large relative humidity values within the eye. Again, this might

indicate potential inadequacies within the physics package at high resolutions or for

intense hurricane conditions. It also could indicate that even higher resolutions are

necessary, both in the horizontal and, equally important, vertical directions.

In future work, we will use these idealized initial conditions to assess different

types of physics parameterizations and their impact on tropical cyclone development

in GCMs. In addition, we plan to assess the impact of different dynamical cores on

the evolution of idealized cyclones.

59



CHAPTER III

Impact of physical parameterizations on idealized

tropical cyclones in the Community Atmosphere

Model

3.1 Introduction

Recent studies have shown the ability of general circulation models (GCMs) to

simulate the development and evolution of tropical cyclones. These GCM studies

range from short-term studies to long-term climate studies. For example, Atlas et al.

(2005) and Shen et al. (2006b) used NASA’s hydrostatic finite-volume GCM at hor-

izontal resolutions of 0.25◦ and 0.125◦, or 28 km and 14 km in equatorial regions,

to simulate selected Atlantic hurricanes for a duration of 5 days. Climate studies,

including Oouchi et al. (2006), Bengtsson et al. (2007) and Zhao et al. (2009), aim

at understanding how tropical cyclones simulations will be altered by a warmer fu-

ture climate. Since modern computing architectures now allow very high horizontal

resolutions, that will soon approach the transition to non-hydrostatic scales, the use

of GCMs to model tropical cyclones is likely to become even more prominent. This

raises the question of how well their dynamical cores and physical parameterizations

are suited to model the evolution of these rather extreme storms.

The use of GCMs to simulate tropical cyclones presents numerous challenges, in-
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cluding the small size of the storms, the interaction of large-scale and small-scale

processes and the parameterization of sub-grid scale physical processes. Such physi-

cal processes include the representation of convection (Smith, 2000) and the surface

and planetary boundary layers (Hill and Lackmann, 2009a). These processes play a

paramount role in tropical cyclone development. The choice of the parameterization

schemes highly influences the ability of a GCM to simulate tropical storms. This pa-

per sheds light on the impact of one particular physical parameterization. It analyzes

the sensitivity of a tropical cyclone to changes in the deep convection scheme in the

National Center for Atmospheric Research’s (NCAR) Community Atmosphere Model

(CAM). In addition, the impact of a change in the cloud macrophysics is assessed.

Reed and Jablonowski (2011a) introduced an analytic initialization technique for

GCMs to simulate the development of a single, initially weak vortex into a tropi-

cal cyclone. Such a vortex is placed into an idealized environment within an aqua-

planet setup with a constant sea surface temperature (SST). They observed that

high-resolution CAM version 3.1 (CAM 3.1) model runs, with horizontal grid spac-

ings of 0.5◦ or less, are able to simulate the growth of the initial vortex into a tropical

cyclone.

Recently, NCAR released an updated version of CAM, version 4 (CAM 4), in

which changes were made to the physical parameterizations. The changes focused

on the deep convection scheme. This paper aims to evaluate the impact of the indi-

vidual enhancements within CAM 4 on the ability of the model to simulate tropical

cyclones. The analytic initialization technique introduced in Reed and Jablonowski

(2011a) provides a basis for such a comparison. Section 3.2 briefly reviews the design

of the models CAM 3.1 and CAM 4 and Section 3.3 introduces the simulation de-

sign. Section 3.4 compares the simulations of the initially weak vortex into a tropical

cyclone and explores the impact of the individual enhanced parameterizations within

CAM 4. Section 3.5 discusses the conclusions and future research.
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3.2 Model description

In this paper we use two versions of NCAR’s CAM, version 3.1 (Collins et al.,

2004) and version 4 (Neale et al., 2010a). CAM is part of NCAR’s Community Cli-

mate System Model (CCSM) that is routinely used for climate change projections.

We utilize both CAM 3.1 and CAM 4 in a configuration with the mass-conservative

finite–volume (FV) dynamical core in flux-form on a regular latitude-longitude grid

(Lin, 2004). An almost identical FV dynamical core with different physics param-

eterizations and SSTs was also used in the tropical cyclone studies by Atlas et al.

(2005), Shen et al. (2006b) and Zhao et al. (2009) (cubed-sphere grid). CAM 3.1

and CAM 4 are run with the identical (∆λ, ∆ϕ) horizontal grid spacings of 1.0◦, 0.5◦

and 0.25◦ and the default 26 vertical η-levels (L26). The three horizontal resolutions

correspond to grid spacings of about 110, 55 and 28 km in the equatorial region. The

dynamics time steps at these three resolutions are 180 s, 90 s and 45 s, respectively.

The physics time step is ten times the dynamics time step. The models are run with

the full physics parameterization suites and utilize the aqua-planet setup as proposed

by Neale and Hoskins (2000), but with constant SSTs of 29◦C.

The CAM 4 physics package is mostly identical to the CAM 3.1 physics suite ex-

cept for two main enhancements to the Zhang and McFarlane (1995) deep convective

parameterization. The first change is to the calculation of the Convective Available

Potential Energy (CAPE). CAM 4 now assumes a dilute entraining plume (Neale

et al., 2008), replacing the standard undilute non-entraining plume method in CAM

3.1. The second enhancement is the addition of Convective Momentum Transport

(CMT) in CAM 4 (Richter and Rasch, 2008).
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Table 3.1: Physical parameterization suite configurations
Case 1 Full CAM 3.1 physics suite
Case 2 Full CAM 4 physics suite
Case 3 CAM 4 physics suite with CAM 3.1 undilute CAPE calculation
Case 4 CAM 4 physics suite with CMT turned off
Case 5 CAM 4 physics suite with both CAM 3.1 undilute CAPE

calculation and CMT turned off
Case 6 Case 5 with an additional modification to match CAM 3.1

cloud macrophysics

3.3 Simulation design

The initialization technique for the model simulations is described in detail in Reed

and Jablonowski (2011a). In all cases we initialize the model with a single, initially

weak, warm-core vortex in an idealized background environment. The vortex has a

radius of maximum wind (RMW) of about 250 km and a 20 m s−1 maximum initial

wind speed located at the surface. Table 3.1 provides a description of the simulations

presented in Section 3.4. Simulations are run with both CAM 3.1 (case 1) and CAM

4 (case 2) physics. To understand the impact of the individual changes additional

simulations are run with the CAM 4 physics suite. These configurations include the

CAM 4 physics suite with the new dilute plume calculation of CAPE turned off in

favor of the CAM 3.1 undilute plume CAPE calculation (case 3), no CMT used (case

4), and both cases 3 and 4 together (case 5). An additional configuration, case 6, is

used and is explained in Section 3.4. Each model configuration is run for 10 simulation

days with the identical physics tuning parameter set. These adjustable parameters

have been derived for CAM 4 climate simulations with the FV dynamical core at 1.0◦

resolution as documented in Neale et al. (2010a).
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Figure 3.1: Snapshot of the longitude-height cross section of the wind speed through
the center latitude of the tropical cyclone as a function of the radius from
the vortex center at day 10. Top row: Results of case 1: CAM 3.1 physics
simulations at the resolutions of (a) 1.0◦, (b) 0.5◦ and (c) 0.25◦. Bottom
row (d-f): Results of case 2: corresponding CAM 4 physics simulations.

3.4 Results: Evolution of the tropical cyclone

3.4.1 Comparison of CAM 3.1 and CAM 4

Figure 3.1 displays the longitude-height cross section of the magnitude of the wind

through the center latitude of the vortex at day 10 for simulations with CAM 3.1

physics (top row) and CAM 4 physics (bottom row) at all three resolutions 1.0◦, 0.5◦

and 0.25◦. At all resolutions the tropical cyclones simulated with CAM 4 physics (case

2) are stronger with a higher maximum wind speed by day 10 than those cyclones

simulated with CAM 3.1 physics (case 1). Figure 3.1 also shows that at 1.0◦ the

CAM 4 simulation produces a tropical cyclone with a broad RMW. In CAM 3.1 the

initial vortex fails to intensify. This is in agreement with the 1.0◦ simulations of the

control vortex in Reed and Jablonowski (2011a), which also used CAM 3.1 but with

a different physics tuning parameter set.

Figure 3.1 indicates that the structure of the CAM 3.1 storm is rather different

than that of the CAM 4 storm. At the 0.5◦ and 0.25◦ grid spacings, in which trop-

64



ical cyclones develop in both versions, the overall size of the CAM 4 storm is larger

as evidenced by the larger range in which the strongest wind speeds occur. This

is especially evident for the 0.25◦ grid spacing. The CAM 3.1 storm has a slightly

smaller RMW than the CAM 4 storm and produces a much narrower area of verti-

cal development. In addition, there is a noticeable difference in structure at higher

altitudes. At 0.25◦ the CAM 3.1 simulation produces vertical development near the

RMW that is almost directly vertical. The CAM 4 simulation also has an area of

vertical development near the RMW, but the contours of constant wind speed start

to slope more outward at higher altitudes (above 7 km).

Figure 3.2 shows the time evolution of the maximum wind speed at 100 m for each

configuration listed in Table 3.1 at each resolution from 1.0◦ (top) to 0.25◦ (bottom).

The wind speed is linearly interpolated to this height level using the wind speeds

and heights of the two surrounding model levels. The lowermost model level always

lies below 100 m, which avoids extrapolation. The figure reveals that all simulations

experience an initial weakening of the storm, most likely due to surface friction and

the lack of secondary circulation in the initial vortex (Reed and Jablonowski , 2011a).

Figure 3.2 confirms that by day 10 the magnitude of the maximum wind speed at 100

m is greater for the CAM 4 simulations (case 2) than for the CAM 3.1 simulations

(case 1) at all resolutions, except in the 0.25◦ simulations when the day-10 maximum

wind speeds are roughly the same. Again, the figure shows that no tropical cyclone

forms for the 1.0◦ simulation with CAM 3.1. At the other two resolutions (0.5◦ and

0.25◦) the manner in which the cyclone intensifies is substantially different. After day

1 the CAM 4 storms begin to intensify rapidly (shown by the increase in maximum

wind speed) while the CAM 3.1 storms do not start to intensify until much later, de-

pending on the resolution. Despite this difference in intensification, the full CAM 3.1

and CAM 4 simulations at 0.25◦ approach approximately the same value of maximum

wind speed by day 10. This may suggest that an intensity limit has been reached for

65



Figure 3.2: Time evolution of the maximum wind speed at 100 m for configuration
1 through 5 listed in Table 3.1 at resolutions (a) 1.0◦, (b) 0.5◦ and (c)
0.25◦. Cases 2 and 4 use the new (diluted) CAPE calculation.
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the grid spacing of 0.25◦.

Due to the idealized nature of this study (i.e. no vertical wind shear, no back-

ground flow, constant SSTs, etc.) it is difficult to judge which path (CAM 4 or CAM

3.1) to development is more accurate. Kaplan and Demaria (2003) stated that 83%

of all category 4 and 5 hurricanes from 1989 to 2000 underwent rapid intensification,

defined to be a wind speed increase of 15.4 m s−1 over a 24 hour period, at least

once. At 0.25◦ both the CAM 3.1 and CAM 4 cyclones reach category 4 strength, yet

only the CAM 4 simulation undergoes rapid intensification, with an increase of about

27.4 m s−1 from day 1 to 2. However, this magnitude of rapid intensification is rare.

Of the 2621 cases explored in Kaplan and Demaria (2003) only 7 were events with

increases greater than 27 m s−1 over a 24 hour period. While the CAM 3.1 cyclone

never classifies as undergoing rapid intensification, its largest increase of 14.4 m s−1

from day 7 to 8 is close to the threshold and might be more typical.

3.4.2 Analysis of the changes in the deep convection scheme

The impact of the individual enhancements to CAM 4 on the evolution of the

initial vortex can be investigated by turning them off and on. Figure 3.2 displays

that when the dilute CAPE calculation enhancement is turned off (case 3) no tropical

cyclone develops at 1.0◦. At the 0.5◦ and 0.25◦ resolutions the intensification of the

initial vortex is significantly altered when compared to the full CAM 4 simulations.

The case 3 storm develops in a similar manner to that of the CAM 3.1 (case 1) storm.

Figure 3.2 also shows that the CAM 4 without CMT (case 4) simulations are rather

similar to the full CAM 4 versions (case 2) with some minor changes in the evolving

storm’s strength and intensification.

Figure 3.3 provides insight into the impact of the individual enhancements in CAM

4 on the tropical cyclone structure. It depicts the longitude-height cross section of the

magnitude of the wind through the center latitude of the vortex at day 10 for 0.25◦
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Figure 3.3: Snapshot of the longitude-height cross section of the wind speed through
the center latitude of the tropical cyclone as a function of the radius from
the vortex center at day 10. Results at 0.25◦ resolution for (a) case 3:
CAM 4 physics with the CAM 3.1 undilute CAPE calculation, (b) case
4: CAM4 without CMT, (c) case 5: CAM 4 with the CAM 3.1 undilute
CAPE calculation and without CMT and (d) case 6: case 5 with the
additional modification to the cloud macrophysics.
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simulations of case 3 through case 5. The enhanced outward-pointing radial slope of

the wind speed contours only appears in case 4, and resembles the full CAM 4 physics

simulation (case 2 as seen in Fig. 3.1f). This is again an indication that the dilute

CAPE calculation significantly alters the structure of the tropical cyclone. It also

suggests that the changes in structure from CAM 3.1 to CAM 4 are systematic and

robust rather than random fluctuations. Note that when both CAM 4 enhancements

are turned off (case 5) the simulations have resemblance to case 3 as shown in Figs. 3.2

and 3.3a,c.

The results demonstrate that the way in which CAPE is calculated in CAM 4 has

a larger impact on the differences between the full CAM 3.1 and CAM 4 simulations

than does the addition of CMT. Since these two enhancements are the main differences

between CAM 3.1 and CAM 4 we would expect the CAM 3.1 physics simulation (case

1) and the CAM 4 run without enhancements (case 5) to be almost identical. However,

this is not the case. Figures 3.2b,c show that case 5 is always weaker in magnitude

by day 10 in comparison to case 1.

3.4.3 Impact of cloud macrophysics

The above mentioned difference is associated with an additional change in the

cloud fraction state that is provided to the cloud macrophysics scheme. Namely, the

cloud macrophysics scheme expects the atmospheric state from the previous time-

level. In CAM 3.1 the cloud macrophysics scheme is provided the previous time-level

state for all variables except the cloud fraction. This approach is corrected in CAM

4. Case 5 is altered to reproduce the manner in which CAM 3.1 handles the cloud

macrophyics in CAM 4 (referred to as case 6). With this additional modification to

the cloud macrophysics the results for case 6 (Fig. 3.3d) are now more comparable to

the CAM 3.1 physics simulation in Fig. 3.1c (case 1) than are those of case 5. This is

evidenced by the increase in the wind speed throughout the entire storm, including
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the maximum wind speed, in case 6. It verifies that the main differences from CAM

3.1 to CAM 4 are due to changes in the physics suite. It is not expected that the

case 1 and case 6 simulations match exactly since there are numerous other minor

modifications in CAM 4.

3.5 Concluding remarks

Changes in physical parameterizations within the same model have a profound

impact on the simulation of tropical cyclones. This paper shows that the development

of the initial vortex into a tropical cyclone is significantly impacted by the choice of

CAM 3.1 and CAM 4. For example, CAM 4 simulations produce a tropical cyclone

in the 1.0◦ resolution case, whereas the cyclone in CAM 3.1 fails to develop. In

addition, the CAM 4 simulations intensify earlier (after 1 day) and produce a stronger

storm by day 10 when compared to the same CAM 3.1 simulations at the 0.5◦ and

0.25◦ grid spacings. It remains unclear as to which physics version produces a more

realistic evolution of the very idealized tropical cyclone. By toggling the individual

enhancements to the Zhang and McFarlane (1995) deep convective parameterization

introduced in CAM 4, it is evident that the new manner in which CAPE is calculated

is largely responsible for the difference in the simulations. This enhancement in

the CAPE calculation leads to the extreme rapid intensification of the initial vortex

much earlier during the simulation, resulting in stronger and larger storms by day

10 at all horizontal grid spacings. The CAPE enhancement also appears to account

for the difference in vertical structure of the tropical storm, as seen with the 0.25◦

simulations. An additional modification to the cloud macrophysics scheme is required

to approximately match the CAM 3.1 and CAM 4 tropical cyclone simulations.

This paper sheds light on the impact that the relatively small differences between

NCAR’s CAM 3.1 and CAM 4 have on idealized tropical cyclones. Even larger differ-

ences could be expected when comparing GCMs with very different physical parame-
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terizations suites, like CAM version 5. In future work, we will perform similar studies

that investigate the impact of different physics suites on the tropical cyclone devel-

opment, intensity and structure. In addition, the effect of different GCM dynamical

cores will be explored using identical physical parameterizations.
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CHAPTER IV

Assessing the uncertainty of tropical cyclone

simulations in NCAR’s Community Atmosphere

Model

4.1 Introduction

With the advancement of modern parallel computer architectures, general cir-

culation models (GCMs) are becoming capable of running operationally at higher

horizontal resolutions than ever before. At horizontal resolutions of 0.5◦ (roughly

55 km near the equator) or finer, various GCMs have been successful at simulating

tropical cyclones or tropical cylone-like vortices. Examples include the simulations

by Atlas et al. (2005), Shen et al. (2006a,b), Oouchi et al. (2006), Bengtsson et al.

(2007), Zhao et al. (2009), Wehner et al. (2010) or Reed and Jablonowski (2011a,b).

Over the coming decade the use of GCMs to simulate tropical cyclones is likely to

become even more prominent. This is partly due to the forthcoming unified modeling

approaches that aim at bridging the classical scale discrepancies between weather and

climate models (Palmer et al., 2008; Hurrell et al., 2009). Emerging trends like mod-

els with variable-resolution meshes (Baer et al., 2006; Jablonowski et al., 2009; Weller

et al., 2009; Ringler et al., 2011) will enable future-generation GCMs to seamlessly

embed high-resolution regions within the global domain. These will allow GCMs
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to compete with limited-area models traditionally used for tropical cyclone studies,

and, equally important, provide a pathway for nonhydrostatic GCM modeling. This

raises questions concerning the fidelity of GCMs for tropical cyclone assessments. In

particular, it is unclear whether the designs of the underlying GCM dynamics and

physics packages are adequate to reliably represent extreme storms. Answering such

questions demands a targeted and systematic analysis approach. Here, we focus on

an assessment of an ensemble of deterministic tropical cyclone simulations to gain

insight into forecast uncertainties.

Simulations of climate and weather are inherently uncertain, and a single deter-

ministic forecast without an uncertainty estimate has therefore limited significance.

A key aspect to understanding the ability of GCMs to simulate tropical cyclones is to

recognize the impact of various types of uncertainties. GCM simulations are suscep-

tible to uncertainties in both the initial state and the model formulation itself, due

to the strong nonlinearity of the climate system (Palmer , 2001). The main errors in

GCM predictions are twofold. There are uncertainties in the initial conditions and

boundary data that are a result of uncertain measurements and the data assimilation

system. In addition, there are uncertainties within the model due to the temporal and

spatial limitations of GCMs and the inability of GCMs to simulate every exact detail

of the climate system (Palmer , 2000; Stainforth et al., 2007). These limitations can

be manifested within both the dynamical core (the resolved fluid flow component)

and the physical parameterizations. The latter approximate the effects of the un-

resolved processes on the resolved scales and mimic processes such as precipitation,

convection or radiation. In the study here, we focus on the quantification of the pa-

rameter and structural uncertainties that arise from different resolutions and physical

parameterizations, and compare these to initial-data uncertainty estimates.

It is common to address uncertainties in the initial conditions by performing en-

semble simulations that introduce perturbations in the initial state. Examples of this
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technique and its application to tropical and extratropical cyclones are discussed in

van Sang et al. (2008) and Zhu and Thorpe (2006), respectively. In addition, both

the dynamical core and the physical parameterizations exhibit parameter and struc-

tural uncertainties. Examples of parameter uncertainty within an individual GCM

encompass different physical constants, the choice of the tuning parameters in the

physical parameterizations, or the selection of diffusion coefficients in the dynamical

core. Relevant GCM ensemble studies include Murphy et al. (2004), Stainforth et al.

(2005) and Doblas-Reyes et al. (2009), as well as the dynamical core assessments by

Jablonowski and Williamson (2011). Examples of structural uncertainty incorporate

model discrepancies due to different spatial resolutions, different dynamical cores or

physical parameterizations. Such assessments can either be performed within an in-

dividual GCM when using model variants as in Reed and Jablonowski (2011b), or

they rely on multi-model ensembles as e.g. presented in Lauritzen et al. (2010). A

prominent multi-model ensemble approach is used by the Intergovernmental Panel on

Climate Change (IPCC) (Meehl et al., 2007).

The goal of the paper is to evaluate the impact of uncertainties on the simula-

tion of a tropical cyclone-like vortex within an individual GCM. In particular, we

utilize the National Center for Atmospheric Research’s (NCAR) Community Atmo-

sphere Model (CAM) with a variant of the aqua-planet setup (Neale and Hoskins,

2000). An analytic initialization technique is used to simulate the development of a

single, initially weak vortex into a tropical cyclone (Reed and Jablonowski , 2011a).

We evaluate the uncertainty of perturbations to the idealized initial conditions and

the model parameters using versions 4 and 5 of CAM (Neale et al., 2010a,b). The

study thereby sheds light on the impact of the initial-data, parameter and structural

uncertainties as they pertain to the development of the specific initial vortex. In

general, another source of uncertainty is due to external forcings and boundary data,

such as the solar variability, the aerosol distribution, soil characteristics and land use,
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or sea surface temperatures (SSTs). However, such uncertainties do not apply to the

idealized aqua-planet configuration used here, and are therefore not assessed. We

note that our model setup is more idealized than that used for full climate or real-

istic tropical cyclone assessments, which might lead to a lower bound (or potential

underestimation) of the uncertainty estimate. However, this represents a deliberate

approach to more clearly isolate the causes and effects of the GCM modeling choices

and their uncertainties as they relate to extreme storms. The idealized cyclone also

removes the dependence on case-specific conditions that real cyclones exhibit.

The paper is structured as follows. A description of both model versions, CAM 4

and CAM 5, and the differences between them is presented in Section 4.2. Section 4.3

provides a brief overview of the analytic initial conditions and the design of the exper-

iments. The evolution of the unperturbed control case simulation of the initial vortex

using both CAM 4 and CAM 5 is examined in Section 4.4. Section 4.5 investigates

the ensemble simulations and evaluates the initial-data and parameter uncertainties.

Section 4.5 also includes a discussion of the differences between the two model ver-

sions at the varying resolutions and the impact of structural uncertainties. Section

4.6 presents the conclusions and plans for future research.

4.2 Description of the model CAM in aqua-planet mode

Our study utilizes the two recently released versions CAM 4 (Neale et al., 2010a)

and CAM 5 (Neale et al., 2010b). CAM 4 and CAM 5 are part of NCAR’s Commu-

nity Earth System Model (CESM) that is routinely used for climate change projec-

tions. Both versions of CAM are configured with the mass-conservative finite–volume

(FV) dynamical core in flux-form (Lin, 2004) that is built upon a 2D shallow wa-

ter approach in the horizontal direction. The vertical discretization follows a “La-

grangian control-volume” principle, which is based on a terrain-following “floating”

Lagrangian coordinate system and a fixed “Eulerian” reference frame. In particular,
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the vertically-stacked volumes are allowed to float for several sub-cycled dynamics

time steps before they are mapped back to fixed reference levels. The advection algo-

rithm makes use of the monotonic Piecewise Parabolic Method (PPM) with an explicit

time-stepping scheme (Lin and Rood , 1996). A regular latitude-longitude computa-

tional mesh is selected that includes both pole points. The prognostic variables are

staggered as in the Arakawa-D grid.

The two CAM model configurations in aqua-planet mode are tested at the lon-

gitudinal and latitudinal resolutions ∆λ = ∆ϕ = 1.0◦, 0.5◦ and 0.25◦. These three

horizontal resolutions correspond to grid spacings of about 110 km, 55 km and 28

km in the equatorial region. Note that we use the terms resolution and grid spacing

interchangeably in this paper. The corresponding dynamics time steps are 180 s, 90

s and 45 s, respectively. The physics time step is ten times the dynamics time step.

All simulations are run for ten simulation days. The vertical resolution depends on

the model version. CAM 4 utilizes its default 26 vertical levels (L26), while the CAM

5 default simulations use 30 vertical levels (L30). The model top is approximately at

2 hPa in both versions of CAM. All of the additional four model levels in CAM 5 are

below 700 hPa to accommodate a new boundary layer parameterization scheme in

CAM 5. This increases the number of full model levels between 700 hPa and the sur-

face from five in CAM 4 to nine in CAM 5. The location of the vertical model levels

is determined by the default configurations of CAM. The physical parameterizations

in CAM 4 and CAM 5 are known to be sensitive to the level placement (especially

the boundary layer and shallow convection schemes) so that CAM 4 cannot be run

with 30 vertical levels.

The simulations with both the CAM 4 and CAM 5 physics suites utilize the

aqua-planet setup as proposed by Neale and Hoskins (2000), but with constant sea

surface temperatures of 29 ◦C. These isothermal SSTs prescribe very warm ocean

conditions and avoid latitudinal gradients in the initial background surface pressure
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or atmospheric temperature fields. The only external forcing is the distribution of

the insolation at the top of the atmosphere. In particular, the solar irradiance is

set to equinox conditions with a solar constant of 1365 W m−2. In addition, the

zonally symmetric distributions of atmospheric constituents, such as ozone, carbon

dioxide, methane, and nitrous oxide are prescribed and symmetrized about the equa-

tor. Furthermore, the geophysical constants, including the earth’s rotation rate and

gas properties are prescribed in the aqua-planet experiment. We use these prescribed

physical constants, except for the CAM default values for gravity and the Earth’s

radius. The latter two will be tested against the aqua-planet default constants to

estimate the parameter uncertainty in an ensemble approach (see section 4.3.2).

4.2.1 CAM 4 physics suite

The CAM 4 physics suite is described in detail in Neale et al. (2010a). CAM

4 incorporates the Zhang and McFarlane (1995) deep convective parameterization

and the Hack (1994) shallow moist convection scheme. The Zhang and McFarlane

(1995) deep convective parameterization includes a dilute entraining plume (Neale

et al., 2008) and Convective Momentum Transport (CMT) in CAM 4 (Richter and

Rasch, 2008). The physics package also includes the dry boundary layer turbulence

scheme by Holtslag and Boville (1993), in addition to parameterizations of cloud

microphysics, cloud macrophysics, orographic gravity wave drag, the radiative effects

of aerosols and parameterizations of shortwave and longwave radiation. All of the

CAM 4 physics runs use the identical physics tuning parameter set derived for CAM

4 climate simulations with the FV dynamical core at the 1.0◦ resolution as documented

in Neale et al. (2010a).
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4.2.2 CAM 5 physics suite

The CAM 5 physics package, documented in Neale et al. (2010b), is substantially

different than the CAM 4 physics suite. While CAM 5 uses the same Zhang and

McFarlane (1995) deep convective parameterization, the Hack (1994) shallow con-

vection scheme is replaced by the University of Washington (UW) scheme (Park and

Bretherton, 2009). The dry Holtslag and Boville (1993) turbulence scheme is replaced

by the moist boundary layer turbulence scheme of Bretherton and Park (2009). How-

ever, CAM 4 and CAM 5 share the same surface flux parameterizations which are an

important driver for tropical cyclones. In CAM 5 major changes were implemented

in the cloud macrophysics, cloud microphysics and radiation schemes. The CAM 5

version used in this particular study contains a so-called Bulk Aerosol Model that we

utilize with prescribed aerosols to mimic the aqua-planet setup of CAM 4 as closely

as possible. We do not activate the default Modal Aerosol Model which includes

prognostic aerosols. Similar to the CAM 4 simulations, an identical physics tuning

parameter set from CAM 5 climate simulations with the FV 1.0◦ dynamical core

is selected for all CAM 5 simulations. Note that these tuning parameters are not

documented in Neale et al. (2010b). The variant of CAM 5 used in this study is a

recent configuration (CAM 5.0.45 from February 2011) that will closely resemble a

forthcoming release CAM 5.1.

4.3 Simulation design

4.3.1 Initial conditions of the control vortex

The analytic initialization technique for the tropical cyclone simulations is de-

scribed in detail in Reed and Jablonowski (2011a). The initialization of the vortex

is built upon prescribed 3D moisture, pressure, temperature and velocity fields that

are embedded into tropical environmental conditions. The moisture and temperature
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profiles and surface pressure of the background environment fit the observed mean

hurricane season sounding for the Caribbean from Jordan (1958). The background

surface temperature is set to match the SST of T0 = 302.15 K or 29 ◦C and the

background surface pressure is set to p0 = 1015.1 hPa. The global background wind

and therefore the background wind shear are zero. In addition, the topography is set

to zero as required in aqua-planet experiments.

In all cases we initialize the model with a single, initially weak, warm-core vortex.

The vortex has a radius of maximum wind (RMW) of about 250 km and a 20 m s−1

maximum initial wind speed located at the surface. The vortex is in hydrostatic and

gradient-wind balance in an axisymmetric form. Figures 4.1(a-c) show the horizontal

cross sections of the initial wind speed at a height of 100 m, the surface pressure and

the temperature at a height of 4.35 km. The latter corresponds to the altitude of the

maximum (warm-core) temperature perturbation, which is about 3 K. The surface

pressure minimum of 1003.85 hPa is in the center of the storm. Figures 4.1(d-f)

depict the longitude-height cross sections of the magnitude of the wind, the pressure

perturbation and the temperature perturbation through the center latitude of the

vortex. The pressure perturbation is greatest at the center and surface of the initial

vortex and the maximum temperature perturbation occurs at a height of 4.35 km

at the center of the vortex. CAM 4 and 5 use the hybrid σ-pressure coordinate, i.e.

the so-called η-coordinate (Simmons and Burridge, 1981). Since the analytic initial

conditions are provided in height coordinates they are converted to the pressure-based

system by straightforward fixed-point iterations in the vortex-covered region (Reed

and Jablonowski , 2011a).

4.3.2 Composition of the ensemble members

The ensemble simulations consist of 39 runs with each version of CAM for a total

of 78 model simulations in this study. This corresponds to 13 individual runs at each
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Figure 4.1: Horizontal cross sections of the (a) initial wind speed at a height of 100 m,
(b) surface pressure and (c) temperature at a height of 4.35 km. Initial
longitude-height cross sections of the (d) wind speed, (e) pressure per-
turbation and (f) temperature perturbation though the center latitude of
the vortex at 10◦N. The maximum wind speed is 20 m s−1 with an RMW
of 250 km.

horizontal resolution of 1.0◦, 0.5◦ and 0.25◦. These 13 simulations at each resolution

for each CAM version are separated into four different sets:

1. The first set is the unperturbed control case. The initial data are identical to

the idealized initial conditions described in section 4.3.1 (Reed and Jablonowski ,

2011a).

2. The next set consists of eight simulations. They are initialized with the control

vortex that is then overlaid with random small-amplitude perturbations of the

initial zonal and meridional wind velocities. The random perturbations are

implemented globally and lie within the range of ±2% of the initial wind speed

at any given location. This accounts for a change in the zonal and meridional

wind velocities of at most ±0.4 m s−1.

3. The third set of runs are two simulations in which the longitudinal position

of the center of the unperturbed control vortex is shifted by ∆λ/2 and ∆λ/4.
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This shift in the initial location of the vortex produces small variations in all

initial fields, since they are analytically evaluated at the grid point locations

and the center of the vortex now no longer coincides with a CAM grid point.

This mimics the uncertainty related to the choice of the computational grid as

different models on e.g. cubed-sphere or icosahedral meshes utilize very different

grid point distributions. Note, that the latitudinal position of the vortex stays

the same to guarantee identical Coriolis forces at the beginning of the forecast.

The longitudinal shift acts as another metric to understanding the initial-data

uncertainty.

4. The final set evaluates the parameter uncertainty. It consists of two simulations

that start from the initial control vortex but utilize different physical constants

in CAM. In the first simulation the physical constant for the gravity is switched

from the CAM default (9.80616 m s−2) to the aqua-planet default (9.79764

m s−2). In the second simulation the model parameter for the radius of the

Earth is switched from the CAM default (6.37122× 106 m) to the aqua-planet

default (6.371×106 m). These differences represent less than a 9.0×10−2% and

3.5 × 10−3% change in the physical constants for the gravity and the Earth’s

radius, respectively.

The differences between the simulations at different horizontal resolutions within the

same version of CAM and the differences amongst the simulations of varying CAM

versions shed light on the structural uncertainty of the idealized tropical cyclone

experiments.

4.4 Evolution of the control vortex

In this section we provide the results for the CAM 4 L26 and CAM 5 L30 simu-

lations in aqua-planet mode for the control case. First, the 10-day evolution of the
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initial vortex into a tropical cyclone is investigated at the highest horizontal resolu-

tion 0.25◦. Next, we provide a comparison of the control case at the three resolutions

1.0◦, 0.5◦ and 0.25◦. This investigation provides a basis for understanding the way

in which the initial vortex develops into a tropical cyclone and how the choice of the

horizontal resolution and the CAM version impacts this evolution.

4.4.1 Tropical cyclone evolution at 0.25◦

Figure 4.2: Snapshots of the tropical cyclone-like vortex at day 3 (left), 5 (middle)
and day 10 (right) at the resolution 0.25◦ L26 for CAM 4 physics. Top
row (a-c): horizontal cross section of the wind speed at a height of 100
m. Bottom row (d-f): longitude-height cross section of the wind speed
through the center latitude of the vortex as a function of the radius from
the vortex center. The initial maximum wind is 20 m s−1 with an RMW
of 250 km. The center position is (165.0◦E, 31.5◦N) at day 10.

The evolution of the unperturbed control vortex in CAM 4 L26 is explored at the

horizontal grid spacing ∆λ = ∆ϕ =0.25◦ to verify its tropical cyclone-like character-

istics. Figure 4.2 shows the development of the wind speed for the control case, with

specific snapshots at days 3, 5 and 10 (a snapshot at day 0 is provided in Fig. 4.1(a)

and Fig. 4.1(d)). The top row (a-c) of Fig. 4.2 displays the horizontal cross section

of the magnitude of the wind at 100 m. The bottom row (d-f) of Fig. 4.2 shows

the longitude-height cross section of the magnitude of the wind through the center
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latitude of the vortex. The 100 m wind speed is determined via a linear interpo-

lation using the two surrounding model levels. We define the center of the vortex

to be the grid point with the minimum surface pressure. The time series displays

the intensification of the vortex from an initial surface vortex to a strong tropical

cyclone. Throughout the evolution the vortex experiences the beta-drift towards the

north-west (Holland , 1983). By day 10 the maximum wind speeds are near the sur-

face (approximately 1 to 2 km in height) and the RMW is roughly 150–200 km. The

100 m maximum wind speed at day 10 of 58.39 m s−1 is equivalent to a very strong

category-3 hurricane on the Saffir-Simpson scale. During the simulation the cyclone

maintains a relatively calm eye. The cyclone has an area of vertical development near

the RMW, where the contours of constant wind speed start to slope more outward

at higher altitudes (above 9 km). The cyclone is a warm-core vortex (not shown).

Figure 4.3: Same as Fig. 4.2, but for CAM 5 physics with L30. The center position
is (167.5◦E, 31.75◦N) at day 10.

The evolution of the initial vortex is also investigated for the CAM 5 L30 control

case simulation. Figure 4.3 is the same as Fig. 4.2, but for the CAM 5 0.25◦ simulation.

By day 10 the maximum wind speeds are nearer to the surface than those in the CAM

4 simulation, at a height of roughly 0.5 to 1.5 km. This height of the maximum wind

speeds in CAM 5 is comparable to observations of 0.5 to 1.0 km discussed in Bell
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and Montgomery (2008) for Hurricane Isabel in 2003, and may be more realistic than

CAM 4. The RMW is roughly 100 km and the maximum wind speeds within the

CAM 5 storms are noticeably stronger throughout the storm. The 100 m maximum

wind speed at day 10 is 66.96 m s−1 and equates to a strong category-4 hurricane

on the Saffir-Simpson scale. The differences in the RMW, maximum wind speed and

height of the maximum wind speed are likely linked to the thermodynamic structure

of the storms. As shown later, the relative humidity profiles in the eyewall differ for

CAM 4 and CAM 5.

Despite the CAM 5 storm becoming more intense than its CAM 4 equivalent by

day 10, at days 3 and 5 the CAM 5 storm is overall weaker and less organized. This

is evidenced by weaker wind speeds and less pronounced vertical development of the

storm at days 3 and 5. This suggests that the exact path of development from the

initial vortex into a tropical cyclone is specific to the choice of the CAM version.

This is further evidenced by the fact that between days 1 and 2 a mid-level vortex

forms and intensifies in CAM 5 (not shown), very similar to the cyclone development

using a higher resolution limited-area model approach shown in Nolan (2007). The

formation of the mid-level vortex before the smaller-scale, near-surface vortex shown

in Fig. 4.3(d) is not observed in CAM 4 and seems to delay the intensification of the

storm in CAM 5 when compared to CAM 4. Such differences among model versions

have also been observed by other studies such as Reed and Jablonowski (2011b). Sim-

ilar to the CAM 4 simulation the CAM 5 cyclone maintains a relatively calm eye

during the length of the 10-day simulation. Also, the background environment of

the CAM 5 control simulation appears to be much calmer than that of the CAM 4

simulation and may provide insight as to why the two CAM versions are simulating

different intensities. This could be a result of the different boundary layer and shal-

low convection parameterizations that likely have a profound impact on the vertical

mixing and the wind speeds at the lower levels of the troposphere. We note again
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that the surface layer and deep convection parameterizations are identical in both

CAM versions.

Figure 4.4: Relative humidity profiles at the location of 100 m wind maximum at
days 0, 3, 5 and 10 for the control case simulation at the resolution 0.25◦

for (a) CAM 4 and (b) CAM 5.

Figure 4.4 shows the evolution of the vertical relative humidity profile at the

location of the 100 m wind maximum at days 0, 3, 5 and 10 for (a) CAM 4 and (b)

CAM 5 at the horizontal resolution of 0.25◦. It is apparent from both the CAM 4

and CAM 5 simulations that the development of the vortex into a tropical cyclone

coincides with a moistening of the troposphere, displayed as the relative humidity.

However, there are distinct differences between the CAM 4 and CAM 5 simulations.
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By days 5 and 10 almost the entire tropospheric profile up to 11 km in height is

saturated or near saturation in the CAM 5 simulation. In contrast, the CAM 4

simulation only saturates the middle troposphere at heights of roughly 1.5 to 5 km

by days 5 and 10. In fact, near the surface the relative humidity values at days 3,

5 and 10 are actually less than the initial values (day 0) in the CAM 4 run. These

low relative humidity values in CAM 4 differ from observations of Hurricane Isabel

in 2003. In Montgomery et al. (2006) it is shown that the lower troposphere (0 to

2 km) of Hurricane Isabel, an intense storm, is nearly saturated with fairly constant

relative humidity values greater than 90% throughout the eyewall in this region. The

relative humidity profile for the CAM 5 simulation follows more closely the observed

profile in Montgomery et al. (2006) in the lower troposphere. It is expected that

the differences shown in Fig. 4.4 are related to the differences in the wind structure

discussed earlier, namely that the CAM 4 simulation is weaker with the region of

maximum wind speeds being slightly higher than in the CAM 5 simulation.

The differences in the relative humidity profiles suggest that the different bound-

ary layer and shallow convection schemes, as well as the corresponding differences in

the vertical resolution, play a large role in the differences in intensity of the storm

from CAM 4 to CAM 5, as these schemes are crucial to the moisture content in the

troposphere (especially at lower levels). These processes are known to be important

for the evolution of tropical cyclones in limited-area hurricane models (Smith, 2000;

Hill and Lackmann, 2009a). We also recognize that tropical cyclones are sensitive to

other physical parameterizations such as the microphysics and precipitation schemes

(Rogers et al., 2007) since an important source of energy for the evolution and main-

tenance of a tropical cyclone is the latent heat released by condensation. However,

thorough analyses of the exact triggers of the structural uncertainties in the physical

parameterizations (as in e.g. Reed and Jablonowski (2011b)) are beyond the scope of

this paper and will the subject of future research. This paper is mainly focused on
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the quantification of uncertainty as displayed by the two default versions of CAM at

varying resolutions.

4.4.2 Resolution comparison

Figure 4.5: Snapshot of the tropical cyclone-like vortex at day 10 at the resolutions of
1.0◦ and 0.5◦ L26 for CAM 4 physics. Top row (a-b): horizontal cross sec-
tion of the wind speed at a height of 100 m. Bottom row (c-d): longitude-
height cross section of the wind speed through the center latitude of the
vortex as a function of the radius from the vortex center. The center of
the storm is located at (166◦E, 25◦N) and (164◦E, 27◦N) for the 1.0◦ and
0.5◦ simulations, respectively.

The impact of the horizontal resolutions on the intensity and structure of the

control tropical cyclone simulation is investigated. Figure 4.5 displays the wind speed

at day 10 for the CAM 4 1.0◦ and 0.5◦ L26 simulations. The top row (a,b) of Fig. 4.5

displays the horizontal cross sections of the magnitude of the wind at 100 m. The

bottom row (c,d) of Fig. 4.5 shows the longitude-height cross sections of the magnitude

of the wind through the center latitude of the vortex. As the resolution increases the

storm becomes more organized, as evidenced by a more clearly defined eye and vertical
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development of the storm. The storm also becomes more intense with larger wind

speeds throughout the storm at increasing resolution. At the higher resolutions the

storm starts to develop more fine-scale structures. This can be seen in Fig. 4.5(b)

and in Fig. 4.2(c). While a tropical cyclone of the intensity of 46.12 m s−1 develops in

the 1.0◦ simulation, the storm is rather large in size, with an RMW of approximately

200 km.

Figure 4.6: Same as Fig. 4.5, but for CAM 5 physics with L30. The center of the
storm is located at (169◦E, 29◦N) and (170.5◦E, 29.5◦N) for the 1.0◦ and
0.5◦ simulations, respectively.

Figure 4.6 displays the wind speed at day 10 for the CAM 5 L30 simulations at

1.0◦ and 0.5◦. As with CAM 4, Fig. 4.6 along with Fig. 4.3(c) show that the storm

becomes more intense as the resolution increases, with larger wind speeds throughout

the storm. Similar to the 0.25◦ resolution case the 0.5◦ CAM 5 control simulation is

stronger than the CAM 4 equivalent. However, at 1.0◦ the maximum wind speed at

100 m is about 39.0 m s−1 and the CAM 4 simulation is more intense. The RMW also

appears to decrease with increasing resolution, while in the CAM 4 simulations the

0.5◦ and 0.25◦ have similar RMWs. Again a potential explanation of the differences
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between the CAM 4 and CAM 5 becomes apparent in Fig. 4.6(d) near the top of the

boundary layer. At day 10 the CAM 5 storm exhibits a sharper vertical gradient in

the wind speed at a height of 2-3 km near the center of the storm (eyewall) where

contours of constant wind speed rapidly slope radially outward toward the RMW.

The CAM 4 simulation (Fig. 4.5(d)) produces a storm that has a smoother vertical

transition of the wind speed in this region. These differences could be influenced by

the differences in the boundary layer and shallow convection parameterization used

in CAM 4 and CAM 5.

4.5 Ensemble simulations

This section presents the results of the 13 ensemble simulations for both CAM 4

and CAM 5 at each resolution. The results provide an understanding and quantifi-

cation of the initial-data, parameter and structural uncertainties. The investigation

also sheds light on the robustness of the results of the control case simulations dis-

cussed in Section 4.4. Figure 4.7 displays the time evolution of the maximum 100 m

wind speed of the CAM 4 L26 ensemble runs and the control case at the horizontal

resolutions (a) 1.0◦, (b) 0.5◦ and (c) 0.25◦. The control case is represented by the

bold blue line, the eight runs with random perturbations to the initial wind speeds

are represented by the red lines, the two runs with a variation of the initial longitude

of the initial vortex are displayed as green lines and the two runs with changes in

the model parameters are shown as black lines for each resolution. From Fig. 4.7 it

is evident that there is a noticeable spread in the simulations. Figure 4.7 provides

a sense of the randomness among the individual ensemble simulations and suggests

that there is no clear distinction between the initial-data and parameter uncertainty.

The deviations of these time series from the control run are of similar magnitude.

Figure 4.7 also sheds light on the robustness and structural uncertainty of the control

case in CAM 4 and its dependence on the resolution. The state that is produced
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Figure 4.7: Time evolution of the maximum wind speed at 100 m of the ensemble
simulations with CAM 4 at (a) 1.0◦, (b) 0.5◦ and (c) 0.25◦. The bold
blue line represents the control case, the red lines represent the eight
random runs with perturbations to the initial zonal and meridional wind
speeds, the green lines represent the two runs with the shift in the initial
center longitude of the vortex and the black lines represents the runs with
differences in the model parameters.
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by day 10 is significantly different depending on the horizontal resolution, especially

at the 1.0◦ and 0.5◦ resolutions. However, the day-10 low-level wind speeds in the

0.25◦ simulations are only about 5 m s−1 larger than the wind speeds in the 0.5◦

model runs, and the maximum intensities at both resolutions seem to have reached

a plateau at days 7-10. This maybe can be interpreted as a sign of convergence in

CAM 4. However, computationally-intensive higher-resolution simulations would be

needed to confirm this assertion.

As the horizontal CAM 4 resolution increases from 1.0◦ to 0.25◦ the spread in

the maximum 100 m wind speed occurs earlier in the simulation. In agreement

with the results in Section 4.4 of the control case, Fig. 4.7 also shows that as the

resolution increases so does the maximum wind speed at 100 m. Table 4.1 lists the

maximum wind speed (MWS) at 100 m of the control simulation at day 10 for each

resolution for both CAM 4 and CAM 5, as well as other ensemble characteristics such

as the maximum absolute spread among the ensemble members, the root-mean-square

deviations (RMSD) of 12 ensemble members (sets 2-4) to the control simulation at day

10, and the maximum RMSD during the 10-day simulation. The maximum absolute

spread in the 100 m wind speed, defined as the maximum difference between two

ensemble simulations during any one time in the simulations, occurs at the highest

resolution of 0.25◦. At all CAM 4 resolutions the absolute spread of the maximum

low-level wind speed at day 10 is approximately 4–8 m s−1 (Fig. 4.7). The maximum

spread listed in Table 4.1 generally occurs earlier than day 10, mostly during the

extreme intensification phase of the storm.

The corresponding CAM 5 L30 ensemble results are shown in Fig. 4.8. The fig-

ure again confirms that the noticeable spread in the 100 m wind speeds at a single

resolution is unbiased and does not show a distinction between the initial-data and

parameter uncertainty runs. The maximum spread in the maximum low-level wind

speed occurs at the highest horizontal resolution 0.25◦. At day 10 the CAM 5 1.0◦
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Figure 4.8: Same as Fig. 4.7, but for CAM 5 physics.
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Table 4.1: Various ensemble characteristics for the maximum wind speed (MWS) at
100 m for the CAM 4 and CAM 5 simulations at 1.0◦, 0.5◦ and 0.25◦:
MWS at day 10, maximum absolute spread among all ensemble members,
root-mean-square deviations (RMSD) of 12 ensemble members (sets 2-4)
to the control simulation at day 10, and the maximum RMSD during the
10-day simulation. All values have units of m s−1.

CAM 4
Control MWS at day 10 Max spread RMSD at day 10 Max RMSD

1.0◦ 46.12 10.09 1.79 4.38
0.5◦ 55.82 8.81 2.13 5.60
0.25◦ 58.39 13.75 2.64 7.51

CAM 5
Control MWS at day 10 Max spread RMSD at day 10 Max RMSD

1.0◦ 39.02 15.51 4.90 4.90
0.5◦ 59.53 11.85 1.67 5.40
0.25◦ 66.96 17.17 3.03 7.66

ensemble simulations seem to have the greatest spread of approximately 14 m s−1,

while the 0.5◦ ensemble simulations exhibit a considerably smaller spread. Most likely

this is due to the fact that the storms at 1.0◦ often do not fully develop during the

10-day simulations, and the small perturbations seem to tip the scales quite signifi-

cantly. Therefore, the CAM 5 1.0◦ simulations are highly uncertain, and the control

case does not seem to be a reliable representative of the evolution of the storm. As

seen before, the higher-resolution CAM 5 simulations produce storms with higher

maximum low-level wind speeds. The wind speeds are also more intense as the cor-

responding wind speeds in CAM 4 at 0.5◦ and 0.25◦. In contrast to CAM 4 though,

the wind speeds in CAM 5 do not tend to converge with increasing resolution. They

also do not seem to oscillate steadily about a plateau around day 10. The maximum

intensities in the 0.5◦ and 0.25◦ simulations reach their peaks earlier in the simulation

around day 7 and seem to slowly decay afterwards.

Figure 4.9 represents the spread in the ensemble simulations of CAM 4 and CAM

5 for all resolutions in a different way. The evolution of the (a,b) minimum surface
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Figure 4.9: Time evolution of the minimum surface pressure (top row) and maximum
wind speed at 100 m (bottom row) of the control case at the horizontal
resolutions of 1.0◦ (red), 0.5◦ (green) and 0.25◦ (blue) with CAM 4 and
CAM 5. The solid line represents the control case and the dashed lines
represent that the variance as determined by the ensemble RMSD.
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pressure and (c,d) the maximum 100 m wind speed for the control case are shown

as the solid line and the dashed lines represent the ensemble RMSD from the control

case at any given time. Figure 4.9 provides insight into the expected variance and

thereby the uncertainty estimate of the control case simulation with respect to the

initial-data and parameter uncertainties. As time progresses the uncertainties in the

initial conditions and model parameters produce a spread, as represented by the

ensemble RSMD, in the evolutions of the storms on the order of about 4-10 m s−1

in the low-level wind speeds and about 4-15 hPa in the minimum surface pressures.

The maximum spreads are even slightly higher. In both the CAM 4 and CAM 5 plots

the initial noticeable deviations of the minimum surface pressure occur earlier in the

simulation as the resolution increases from 1.0◦ to 0.25◦ (Figs. 4.9(a,b)). This is also

true for the onset of the spread of the maximum 100 m wind speeds (Figs. 4.9(c,d)).

Figure 4.9 sheds light on the differences between the CAM 4 and CAM 5 simu-

lations at the varying resolutions and, therefore, the structural uncertainty. When

comparing the evolution of the minimum surface pressures (Figs. 4.9(a,b)) it is evi-

dent that the choice of the model version has a profound impact on the results. We

observe that the structural uncertainty due to different physical parameterizations is

of larger magnitude than other uncertainties discussed in this study. As shown in

Section 4.4 the intensity of the CAM 5 storm is stronger than the CAM 4 storm at

identical resolutions, except at 1.0◦. This is evident by the much deeper minimum

surface pressures by day 10 of the ensemble runs at 0.5◦ and 0.25◦ with CAM 5. This

is also evident in the plots of the maximum 100 m wind speed (Figs. 4.9(c,d)). The

differences in the CAM 4 and CAM 5 storm intensity are likely a result of the different

boundary layer, shallow convection and other parameterizations as argued in Section

4.4.

Table 4.2 presents the minimum surface pressure of the control simulation at day

10 for each resolution and model version, in addition to other ensemble characteristics.
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Table 4.2: Same ensemble characteristics as in Table 4.1 but now listed for the min-
imum surface pressure (MSP) of the CAM 4 and CAM 5 simulations at
1.0◦, 0.5◦ and 0.25◦. All values have units of hPa.

CAM 4
Control MSP at day 10 Max spread RMSD at day 10 Max RMSD

1.0◦ 939.79 18.23 4.01 7.12
0.5◦ 919.74 17.00 4.30 12.81
0.25◦ 919.11 24.48 5.46 8.44

CAM 5
Control MSP at day 10 Max spread RMSD at day 10 Max RMSD

1.0◦ 951.47 29.51 9.53 9.53
0.5◦ 902.72 20.68 2.24 7.17
0.25◦ 880.24 31.03 7.97 13.67

The results in Fig. 4.9 and Table 4.2 depict that the minimum surface pressure at day

10 in the CAM 5 control simulation at 0.25◦ is extremely low, and compares to some

of the lowest surface pressures ever recorded within an observed tropical cyclone. This

extreme intensity could be a result of the fact that the 1.0◦ physics tuning parameters

are used at all horizontal resolutions in this study and there is no retuning at the

higher resolutions. In addition, the idealized initial conditions place the vortex in a

very moist and favorable background with no initial wind shear. The high intensity

could therefore be fostered by the warm SST conditions and the abundance of sensible

and latent heat at the surface. However, these extreme intensities are not observed in

the CAM 4 simulations that experience the identical SST forcing. This provides hints

that these structural differences and extreme intensities are likely an artifact of the

CAM 5 model physics and the complex nonlinear interactions between the dynamical

core and the physics parameterizations. One might argue that the intensities in the

CAM 4 simulations might be more plausible. However, since no analytical solution

exists, we cannot conclusively judge whether the CAM 4 or CAM 5 simulations are

more realistic since extreme storms are indeed possible in this idealized environment

according to the maximum intensity theory by Emanuel (1988). A more profound
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judgement will rely on further intercomparisons with other models or other model

variants.

From Tables 4.1 and 4.2 it is apparent that the largest spread in the ensemble for

the minimum surface pressure and the maximum wind speed for both CAM versions

occurs at the highest horizontal resolution. There seems to be little relation between

the RMSD at day 10, the maximum RMSD throughout the 10-day simulation, and

the model resolution for both CAM 4 and CAM 5. In addition, the ensemble RMSD

is of the same order for the CAM 4 simulations as it is for the CAM 5 simulations.

Figure 4.9 also provides insight into the convergence-with-resolution characteris-

tics. As mentioned before for CAM 4, the simulations appear to be similar at day 10

at 0.5◦ and 0.25◦. This is suggested by the overlapping ensemble variance, represented

as the RMSD, that occurs midway through the 10-day simulation. This result is not

a characteristic of the CAM 5 simulations. In Fig. 4.9(b,d) there is no evidence of

convergence as the resolution increases and the model produces completely different

states without overlapping RMSD by day 10, regardless of the resolution. Clearly

the choice of the CAM version, and therefore the model physics suite, has a signifi-

cant impact on the intensification of the tropical cyclone as the dynamical core has

remained the same in both versions.

4.6 Conclusions

An analytic tropical cyclone test case was implemented in order to assess the

uncertainty of deterministic 10-day simulations using NCAR’s CAM. At horizontal

resolutions of 1.0◦, 0.5◦ and 0.25◦ the initially weak vortex developed into a tropical

cyclone using CAM 4 L26 and CAM 5 L30. The CAM 5 control vortex simulations

at the horizontal resolutions of 0.5◦ and 0.25◦ produce stronger storms by day 10

when compared to the equivalent CAM 4 control cases. However, the CAM 4 control

simulation generates a stronger storm than CAM 5 at 1.0◦. The CAM 5 storms
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also develop different vertical structures near the eyewall at the top of the boundary

layer and significantly different vertical relative humidity profiles at the RMW in

comparison to CAM 4. While there are intensity and structural differences between

the two CAM variants, both produce storms with tropical cyclone-like characteristics,

such as a warm core. Thus the idealized vortex initialization technique can be used

as a tool to test and evaluate the uncertainty of tropical cyclone-like storms within

CAM or other GCMs.

Through a series of 78 model ensemble simulations three different forms of uncer-

tainty are assessed, including the initial-data, parameter and structural uncertainties.

Each ensemble at each resolution consists of 13 different simulations that include the

control case. Ten ensemble members provide small-amplitude perturbations to the

initial control vortex and two simulations assess the impact of altered model parame-

ters. In particular, the physical constants for the gravity and the radius of the Earth

are slightly modified. The ensemble simulations reveal the significant variations in

the evolution of the tropical cyclone. Using common metrics of minimum surface

pressure and maximum low-level wind speed it is shown that there is no systematic

difference in the ensemble simulations when comparing the initial-data and parameter

uncertainties. The majority of the uncertainty depends on two main factors: the hor-

izontal resolution and the version of CAM. The uncertainty in the simulation results,

as measured by the ensemble RMSD from the control simulation, is on the order of

1-5 m s−1 and 2-10 hPa for the maximum wind speed and for the minimum surface

pressure at day 10, respectively. However, the maximum RMSD and absolute spread

are slightly bigger and often occur before model day 10 during the rapid intensification

phases. In general, the ensemble simulations shed light on the variance in the control

case simulation and on the robustness of such simulations in CAM. It is important

that this variance is taken into account when comparing and contrasting results of

the tropical cyclone test case in different models in the future. The aim of the study
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was to quantify the uncertainty estimate for a particular tropical storm in CAM with

special focus on the initial-data, parameter and structural model uncertainties. The

latter arose from two different physical parameterization suites and different spatial

resolutions. However, this uncertainty estimate might still underestimate a possible

ensemble spread since other structural model uncertainties such as the choice of a

different dynamical core have not been included in this assessment yet.

The ensemble simulations using both CAM 4 and CAM 5 have significantly dif-

ferent physics parameterizations suites. This provides a unique opportunity to un-

derstand the impact of the structural changes on the evolution of the vortex. As the

control case simulations demonstrated, the choice of CAM 4 or CAM 5 has a domi-

nant impact on the intensity of the resulting tropical cyclone. The CAM 4 simulations

indicate that the model might tend to converge with increasing horizontal resolution.

The CAM 5 simulations show no signs of convergence and produce storms at day

10 that have near-record intensities at 0.25◦. Although the CAM 5 0.25◦ minimum

surface pressure values (with an ensemble range between 860-890 hPa) are extreme

in comparison to real tropical cyclones, we cannot conclusively judge whether the

CAM 4 or CAM 5 simulations are more plausible. This will require further model in-

tercomparisons and possibly perturbed-parameter ensemble simulations with retuned

empirical parameters in the physical parameterizations. However, comparisons to

tropical cyclone observations might suggest that CAM 5 has more realistic vertical

relative humidity and wind profiles at low levels.

It is concluded that the structural uncertainty is much larger than the initial-

data and parameter uncertainty in this study. Both the initial-data and parameter

uncertainty are of similar magnitude. The profound differences in the evolution of

the tropical cyclone between the variants of CAM are due to the differences in the

physical parameterizations, most likely those of the boundary layer and shallow con-

vection. Such parameterizations are important in the development of tropical cyclones
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in atmospheric models. We expect that similar uncertainty ranges at similar resolu-

tions are possible when using the full CESM modeling framework for realistic tropical

cyclone studies.

High-resolution GCMs are likely to become the tool of choice for simulating trop-

ical cyclones. However, it remains unclear whether the GCM model designs are

adequate to reliably simulate such intense storms. This paper has provided an ini-

tial look at how model uncertainty can impact such simulations. Future work using

similar techniques will investigate the influence of various dynamical cores on the

development of tropical cyclones, as this provides another component of structural

uncertainty. In addition, the effect of other physical parameterization suites and the

role of the physics-dynamics coupling will be explored.
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CHAPTER V

Tropical cyclones in the spectral element

configuration of the Community Atmosphere

Model

5.1 Introduction

The simulation of tropical cyclones using general circulation models (GCMs) is a

rapidly growing field and it is expected that next–generation GCMs utilizing quasi–

uniform meshes will aid in this expansion. Examples of modeling efforts that utilize

icosahedral, or geodesic, meshes to simulate tropical cyclones are Fudeyasu et al.

(2008) and Yamada et al. (2010) which employ the Nonhydrostatic ICosahedral At-

mospheric Model (NICAM) (Tomita and Satoh, 2004). The Geophysical Fluid Dy-

namics Laboratory (GFDL) finite–volume cubed-sphere model (Donner et al., 2011)

has been used for tropical cyclone climatology studies (Zhao et al., 2009). In addition,

the GFDL cubed-sphere model has been utilized for experiments of the inter–annual

variability of tropical cyclone activity (Chen and Lin, 2011). These quasi–uniform

mesh GCM simulations are typically run at horizontal resolutions of 50 km or less,

with the NICAM simulations often run at non–hydrostatic scales of less than 10 km.

Additionally, climatological GCM studies of tropical cyclones have been performed

with conventional latitude–longitude meshes (i.e. Oouchi et al. (2006) and Wehner
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et al. (2010)).

While GCM studies have shown skill in the ability to simulate tropical cyclones

both in climatological and shorter–term studies, there is still concern on the reliabil-

ity of GCMs for tropical cyclone assessments. The impact of GCM design choices of

numerical schemes, mesh, diffusion properties and physical parameterizations on sim-

ulated storms remains unclear. Idealized studies by Reed and Jablonowski (2011b,c)

have investigated the impact of different physical parameterization suites, as well as

variations in the convection scheme, on the simulation of tropical cyclones in the

Community Atmosphere Model (CAM) with the finite–volume (FV) dynamical core.

The development of CAM is lead by the National Center for Atmospheric Research

(NCAR). The current version of CAM, version 5, now includes a next–generation

spectral element (SE) dynamical core that utilizes a cubed–sphere mesh. SE provides

enhanced parallel scalability, making it a viable choice for massively parallel modern

computer architectures. The goal of this paper is to evaluate the potential of CAM 5

SE to simulate tropical cyclones using an idealized initialization technique presented

in Reed and Jablonowski (2011a). Specifically, this study will investigate the impact

of resolution and uncertainty on tropical cyclone simulations. In addition, the paper

explores the sensitivity of the simulated storms to the physics time step. Such a

series of tests is an important step in understanding how the physics component of

the GCM influences the development and intensity of the simulated tropical cyclones

at untested, high horizontal resolutions with CAM 5 SE.

The paper is structured as follows. Section 5.2 provides a description of both

the model and simulation design used for this study. The results are presented in

Section 5.3, including a discussion of the impact of horizontal resolution, initial–data

uncertainty and the physics time step. Section 5.4 discusses the conclusions and

future research.
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5.2 Methods

5.2.1 Model

The model used for this study is CAM 5, documented in Neale et al. (2010b), in

combination with the SE dynamical core. The SE core is implemented on a cubed–

sphere grid and is a dynamical core option included in CAM 5. The model design is

documented in Taylor and Fournier (2010) and Dennis et al. (2011). SE utilizes a

continuous Galerkin method in the horizontal directions and polynomials of degree

3 are selected to provide a fourth-order accurate horizontal discretization. The SE

package includes a horizontal diffusion scheme based on fourth-order hyper-diffusion

with an additional second-order dissipation near the model top. The model is run with

the full physics parameterization suite and with the aqua–planet setup as proposed

by Neale and Hoskins (2000), but with globally constant sea surface temperatures of

29◦C.

The CAM 5 physics package utilizes deep and shallow convective parameteriza-

tions, as well as a moist boundary layer turbulence scheme. These are in addition to

the parameterizations of cloud microphysics, cloud macrophysics, orographic gravity

wave drag, the radiative effects of aerosols and parameterizations of shortwave and

longwave radiation. The CAM 5 version used here contains a so–called Bulk Aerosol

Model that utilizes prescribed aerosols. All simulations apply an identical physics

tuning parameter set from CAM 5 climate simulations with the default FV dynami-

cal core at a resolution of 1.0◦. Our variant of CAM 5 is a recent configuration (CAM

5.0.51 from April 2011) that closely resembles CAM 5.1 released in June 2011.

5.2.2 Simulation design

The tropical cyclone simulations are initialized by an analytic technique described

in detail in Reed and Jablonowski (2011a). The initialization of the vortex is built
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upon prescribed 3D moisture, pressure, temperature and velocity fields that are em-

bedded into tropical environmental conditions. For all simulations we initialize the

model with a single, initially weak, warm–core vortex. The control vortex has a radius

of maximum wind (RMW) of about 250 km and a 20 m s−1 maximum initial wind

speed located at the surface. The vortex is in hydrostatic and gradient–wind balance

in an axisymmetric form.

Table 5.1: Horizontal grid resolutions, time steps and diffusion coefficients for the
SE dynamical core in CAM 5. The physics time step △t, the number of
subcycles m and the subcycled time step ( △τ = △t/m) are provided.

Resolution No. of grid Grid distance Subcycled Number of Physics Diffusion
columns at equator time step subcycles time step coefficient

ne ncol △τ m △t K4

(km) (s) (#) (s) (m4 s−1)
30 48,602 111 360 5 1800 1.0 ×1015

60 194,402 55 180 5 900 1.0 ×1014

120 777,602 28 75 6 450 1.0 ×1013

CAM 5 SE is run with the default 30 vertical levels and at horizontal resolutions

ne = 30, 60 and 120, where each cube-face has a grid of ne × ne elements. Including

the degrees of freedom within each element, these resolutions correspond to average

equatorial grid spacings of roughly 111 km, 55 km and 28 km, respectively. Various

settings for each resolution are provided in Table 5.1, including the diffusion coefficient

K4 and time steps. At each resolution there is the control simulation (following exactly

Reed and Jablonowski (2011a)) and eight additional ensemble simulations where the

control vortex is overlaid with random small–amplitude perturbations of the initial

zonal and meridional wind velocities. The random perturbations are implemented

globally and lie within the range of 2% of the initial wind speed at any given location.

At the highest resolution (ne = 120) additional simulations are performed with the

control vortex to test the impact of the CAM 5 physics time step △t on the evolution of

the tropical cyclone, mainly the extreme intensities simulated (shown in Section 5.3).
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Recent work by Williamson (2011) indicates that the effectiveness of CAM 4 physical

parameterizations (especially the convection schemes), when run at shorter physics

time steps, are limited by the explicit time scales in which the schemes are formulated.

In this study the physics time step is decreased with increasing resolution, a common

practice for resolution studies. A series of tests are performed by multiplying the

physics time step by a factor of two and four. These tests will be referred to as △t =

900 s, and △t = 1800 s, respectively. Note, the △t = 1800 s case provides a unique

study as this is the △t of the FV 1.0◦ tuning set. These tests require the setting of

the number of subcycles (i.e. the number of times the dynamical core is called each

physics time step) to m = 12 and m = 24 for the △t = 900 s and △t = 1800 s cases,

respectively. This ensures that the dynamics time step remains the same.

5.3 Results and discussion

5.3.1 Resolution dependence

Figure 5.1 displays the wind speed at day 10 for the CAM 5 SE simulations using

SE at ne = 30, 60 and 120. The right column of Fig. 5.1 displays the horizontal cross

sections of the magnitude of the wind at 100 m. The left column of Fig. 5.1 shows

the longitude–height cross sections of the magnitude of the wind through the center

latitude of the vortex. Note, the center of the vortex is defined to be the grid point

with the minimum surface pressure. At all resolutions, the initial vortex develops

into a tropical cyclone–like vortex with a maximum wind speed near the surface at

the RMW, a near–calm eye region and a warm core (not shown). In addition, at

each resolution the height of the absolute maximum wind speed is approximately 1

km, which corresponds well with observations of 0.5 to 1.0 km for Hurricane Isabel

in 2003 as shown in Bell and Montgomery (2008). Figure 5.1 shows that as the

resolution increases, the storm becomes more intense and more compact by day 10,
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Figure 5.1: Snapshot of the tropical cyclone–like vortex at day 10 for CAM 5 SE
at each horizontal resolution (as labeled). Left column: longitude–height
cross section of the wind speed through the center latitude of the vortex as
a function of the radius from the vortex center. Right column: horizontal
cross section of the wind speed at a height of 100 m.

as evidenced by the smaller RMW. At the higher resolutions, the simulations show

more small–scale features. At the highest resolution (ne = 120), the cyclone becomes

very strong with a maximum wind speed at 100 m of 73.18 m s−1, corresponding to a

category 5 hurricane on the Saffir–Simpson scale. Even at the highest resolution the

RMW (roughly 100–150 km) is still large compared to observations, suggesting that

even higher resolutions are required to simulate hurricanes adequately in GCMs.

Figure 5.2 displays the ensemble spread of CAM 5 SE for all resolutions. The

evolution of the (a) minimum surface pressure and (b) the maximum 100 m wind speed
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Figure 5.2: Time evolution of the (a.) minimum surface pressure and (b.) maximum
wind speed at 100 m of the tropical cyclone at the horizontal resolutions
of ne = 30 (red), 60 (green) and 120 (blue) with CAM 5 SE. The solid line
represents the control case and the dashed lines represents the variance
as determined by the ensemble RMSD.

for the control vortex are shown as the solid line and the dashed lines represent the

ensemble root–mean–square deviation (RMSD) from the control vortex case. Figure

5.2 provides valuable insight into the expected variance and thereby the uncertainty

estimate of the control case simulation with respect to the initial–data uncertainty. As

the initial vortex develops into a tropical cyclone uncertainties in the initial conditions

produce a spread, as represented by the ensemble RSMD, in the evolutions of the

storms on the order of about 1–5 m s−1 in the low–level wind speeds and about

5–7 hPa in the minimum surface pressures at day 10. The maximum RMSD often

occurs earlier in the evolution and is on the order of 3–9 m s−1 and 6–17 hPa for the

maximum wind speed and minimum surface pressure, respectively. As the resolution
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increases the deviations in the wind speeds and surface pressure occur earlier in

the simulations, likely linked to the earlier onset of intensification of the cyclone. In

general, the absolute spread in the ensemble simulation becomes larger with increasing

resolution.

Again, from Fig. 5.2 it is evident that as the resolution increases the maximum

wind speed increases and the minimum surface pressure decreases. The lowest resolu-

tion simulations (ne = 30) appear to never fully develop over the ten simulation days.

In addition, there is little hint of convergence in intensity of the cyclone with reso-

lution. The ne = 120 ensemble simulations appear to reach extremely low minimum

surface pressures at days 6–8 in the range of 845 to 865 hPa. Such minimum pressures

are extreme and lower than those observed in nature. While these low pressures may

partially be a result of the favorable, idealized conditions of the study, they are still

concerning.

5.3.2 Sensitivity to physics time step

Physics parameterization suites are known to impact the evolution and intensity

of tropical cyclones in GCMs (Reed and Jablonowski , 2011b,c). Li et al. (2011) has

shown that the physics time step has a strong impact on the simulation of precipitation

extremes in CAM 3. Furthermore, Williamson (2011) has called into question the

fidelity of convective parameterizations in CAM 4 when run at shorter physics time

steps. Therefore, the extremely low minimum surface pressures seen in Fig. 5.2 at

the ne = 120 resolution are investigated by altering the physics time step. Figure 5.3

displays the longitude–height cross sections of the magnitude of the wind through

the center latitude of the vortex at day 10 at ne = 120 for the tests in which the

physics time step is increased to △t = 900 s and △t = 1800 s. From Fig. 5.3 it is

apparent that as the physics time step is increased by a factor of two and four the

simulated tropical cyclone becomes weaker at day 10 (compared to Fig. 5.1), as seen
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in the wind speed. However, despite the change in intensity the structure, including

a relatively calm eye and the location of the RMW, remains approximately the same.

This suggests that resolution and model mesh are most influential on the size and

structure of the storm, while the physics forcing plays a crucial role in determining

the intensity of the cyclone.

Figure 5.3: Snapshot of the longitude–height cross section of the wind speed through
the center latitude of the tropical cyclone as a function of the radius from
the vortex center at day 10. Results at ne = 120 resolution for the △t =
900 s and △t = 1800 s simulations with CAM 5 SE (as labeled).

Figure 5.4 provides insight into the impact of the physics on the evolution of the

tropical cyclone minimum surface pressure and absolute maximum wind speed. From

Fig. 5.4 it is apparent that the absolute minimum surface pressure for the △t =

900 s simulation does not vary significantly from the default △t = 450 s simulation

throughout the evolution of the storm, and appears to be within the initial–data

uncertainty range. However, the △t = 1800 s simulation does differ from the other two

time step cases, especially earlier in the evolution of the storm where it is outside the

uncertainty range. This suggests that the path to intensification is slightly different.

These differences are more prominent in the evolution of the absolute maximum wind

speed. Again, Fig. 5.4 shows that the △t = 450 s and △t = 900 s are rather similar,

while the △t = 1800 s simulation produces significantly reduced wind speeds. For the
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Figure 5.4: Time evolution of the (a.) minimum surface pressure and (b.) absolute
maximum wind speed of the default (△t = 450 s), △t = 900 s and △t =
1800 s simulations of CAM 5 SE at the horizontal resolution of ne = 120.

△t = 450 s and △t = 900 s cases the absolute maximum wind speed reaches 105-115

m s−1. In contrast, the △t = 1800 s simulation peaks around 90 m s−1. While such

an intensity is still rather extreme, the intensity of such a tropical cyclone is more

realistic. In addition, there is a slight delay in the onset of the intensification process

with increased physics time step, but nothing near the differences seen with changes

in resolution (Fig. 5.2).

Following Williamson (2011), we note that in CAM 5 the deep convection scheme

is implemented as a relaxation, with a relaxation timescale of 1 hour. The tendency

terms from the convection scheme continuously nudge the model towards a convec-

tively stable state with the given timescale. Such a process should be relatively

insensitive to the physics time step, and converge as the time step goes to zero. On

the other hand, the CAM 5 large-scale condensation is implemented as a hard ad-
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justment, which if represented as a tendency is equivalent to a relaxation with the

timescale equal to the physics time step. Thus as △t is decreased, the large-scale

condensation timescale becomes proportionally faster. In Williamson (2011), it was

shown that when the large-scale condensation timescale is smaller than the convective

timescales (in CAM 4 physics), intense grid point storms develop, fed by unphysi-

cally large latent heating due to interaction with the large-scale condensation. Similar

results are seen here with CAM 5. Examining the convective and large-scale precipi-

tation (not shown), we observe that as physics time step is increased, the convective

precipitation increases, while the large–scale precipitation decreases. These processes

likely contribute to the decreased intensity of the △t = 1800 s storm.

5.4 Conclusion

An analytic tropical cyclone test case was implemented in order to understand

the ability of the CAM 5 next–generation SE GCM to simulate tropical cyclones.

CAM 5 SE was tested at the horizontal resolutions ne = 30, 60 and 120 and in all

cases a tropical cyclone developed during the 10–day idealized simulation. In general,

the tropical cyclone becomes more compact, more intense and intensifies earlier with

increasing resolution. In addition, as the resolution increases the ensemble spread,

due to the initial–data uncertainty, increases and the onset of the spread occurs

earlier in the simulation. At the highest resolution, ne = 120, the tropical cyclone

becomes extremely strong, with minimum surface pressure in the range of 845 to

865 hPa. These unrealistic pressures can be related to the dynamical SE component

of the GCM, the interaction with the physics suite or the idealized nature of the

simulations.

A sensitivity study at ne = 120 in which the physics time step is increased by

a factor of two and four provides more insight into the extreme intensities of the

simulated tropical cyclone. As the physics time step is lengthened to △t = 1800 s the
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intensity of the storm is reduced, while the overall structure remains the same. This

suggests that the interaction with the physics suite is contributing to the extreme

intensities at the ne = 120 resolution in a similar manner discussed in Williamson

(2011). In addition, the choice of model grid and resolution significantly influences

the onset of intensification, structure and size of the resulting tropical cyclone. One

caveat is that the physics tuning parameters used for this study are based on the FV

1.0◦ version of CAM 5, as there are limited tuning sets available.

As advances in computer architectures lead to new design choices, such as high–

resolution quasi–uniform meshes, in the development of GCM dynamical cores it

is important that these models be tested for their reliability in the simulation of

smaller–scale atmospheric phenomena. The next-generation CAM 5 SE model has

been shown to be successful in the simulation of tropical cyclones at high–resolutions,

yet it remains unclear how the physics parameterization suite will perform with these

new techniques. Much research needs to be done to ensure that parameterizations of

the future are not only modified for high–resolution GCMs, but are also built with

consideration for simulating extreme events, such as tropical cyclones. Future work

will investigate the ability of variable resolution meshes, including those with adaptive

mesh refinement, in GCMs to simulate tropical cyclones. In addition, the sensitivity

of the tropical cyclone simulations to the choice of physics–dynamics coupling will be

explored.
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CHAPTER VI

Idealized tropical cyclone simulations of

intermediate complexity: A test case for AGCMs

6.1 Introduction

The testing of atmospheric general circulation models (AGCMs) is an important

component of continued model evaluation and improvement. Tests help reveal the

impact of an individual AGCM’s design on the model representation of the atmo-

spheric circulation and climate. In the absence of simple analytic solutions, AGCMs

are often evaluated by model intercomparisons like the Atmospheric Model Inter-

comparison Project (AMIP) (Gates, 1992; Gates et al., 1999). Such AMIP studies

typically require AGCM simulations on the order of decades and are forced with pre-

scribed, observation-based boundary data to investigate systematic errors of AGCMs.

AMIP simulations are traditionally compared to global re-analysis data and obser-

vations, and to other AMIP runs from different AGCMs. However, identifying the

reasons for model errors in these simulations still proves to be difficult due to the

inherent complexity of AGCMs with full physical parameterization suites, complex

boundary interactions, a land-sea mask and topography. Most often, the evaluation

and interpretation of the results depend on the intuition and experience of the model

development team.
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Simpler model assessments can assist in identifying the causes and effects of the

AGCM design choices more clearly. Here, we are particularly interested in the im-

pact of the dynamical core on AGCM simulations while acknowledging that there

are many other testbeds for physical parameterizations like the single column mod-

eling approach (Betts and Miller , 1986; Randall et al., 1996). The dynamical core is

the central fluid flow component of an AGCM. It not only determines the choice of

the fluid flow equations, but also the numerical technique, computational grid, grid

staggering options, and dissipation mechanisms. The latter are intended to mimic

unresolved subgrid-scale processes and might also be paramount to keep the numer-

ical scheme of the dynamical core stable (Jablonowski and Williamson, 2011). The

impact of the modeling choices on the circulation in the presence of moisture and

physical parameterizations is highly nonlinear and not well understood. The impact

is especially difficult to evaluate in isolation in complex full-physics simulations which

motivates a simpler setup.

Figure 6.1: Diagram of the hierarchy of techniques for AGCM intercomparison and
evaluation, emphasizing the need for intermediate complexity test cases.

Figure 6.1 displays the test hierarchy that is typically employed during the de-

velopment phases of a dry dynamical core, and the coupled moist dynamics-physics

AGCM at an advanced stage. The figure highlights the increases in complexity of the

evaluation hierarchy from left to right. Typically, dynamical cores are first designed

as 2D shallow water models on the sphere, which are the least complex models while

114



capturing main aspects of the atmospheric flow, like large-scale Rossby waves. The

design of 2D shallow water models necessitates choices for the horizontal and tempo-

ral numerical discretizations that inherently incorporate the grid and its staggering

option, as well as the horizontal diffusion and filtering operations if required. Such

2D models are typically evaluated with the shallow water test suite by Williamson

et al. (1992) or the barotropic instability test suggested by Galewsky et al. (2004).

Shallow water tests are most often run for 5-15 simulation days, and thereby classify

as deterministic test cases.

The second more complex class of dry dynamical core test cases depicted in Fig. 6.1

includes the vertical dimension. Either hydrostatic or non-hydrostatic, and shallow-

atmosphere or deep-atmosphere designs are feasible (see White et al. (2005) for an

overview of the equation sets). 3D test cases like the baroclinic instability test case

by Jablonowski and Williamson (2006a), Lauritzen et al. (2010) or Polvani et al.

(2004), the 3D Rossby Haurwitz wave (Monaco and Williams, 1975; Giraldo and

Rosmond , 2004) or the test suite by Jablonowski et al. (2008) are often used to assess

the sensitivity of the dynamical core to the horizontal and vertical grid spacings, the

impact of the computational grid, or the effects of the dissipation mechanisms. These

aforementioned dynamical core tests are short deterministic test cases that can also

assess the impact of idealized topography on the circulation. In addition, Held and

Suarez (1994) and Boer and Denis (1997) suggested idealized evaluations of the model

climate by introducing two simplified forcing mechanisms which serve as a “physical

parameterization” package for the dynamical core. These forcing functions comprise

a prescribed temperature relaxation and boundary layer friction that are applied

during long-term (≈1200-day) simulations on a flat and dry Earth. Typically, time-

mean zonal-mean flow fields are analyzed to evaluate the mean climatic state and

its variability, and differences amongst models can be, at least partly, traced back to

differences in the dynamical cores. However, the spatial and temporal averaging of
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the model data smoothes out all small-scale features which makes it more difficult to

isolate causes and effects in contrast to deterministic dynamical core evaluations.

The Held and Suarez (1994) climate assessments build bridges between the iso-

lated dynamical core tests and full-physics experiments. But they neglect the highly

nonlinear feedbacks between the dynamical core and physical parameterizations that

are triggered by moisture processes. The latter are captured by aqua-planet experi-

ments (APE, fourth box from the left in Fig. 6.1) as suggested by Neale and Hoskins

(2000). APE studies are full-physics simulations that are forced with analytically

prescribed sea surface temperatures (SSTs) on a flat and ocean-covered Earth. They

thereby reduce the complexity of the boundary conditions while allowing the interac-

tion of the dynamical core with the physical parameterizations. Typical APE studies

are focused on the evaluation of the climatic state. They require long model integra-

tions over several years as discussed by Williamson (2008b) or Mishra et al. (2011),

and are generally compared to aqua-planet experiments of other AGCMs. In addi-

tion, short deterministic aqua-planet studies are feasible, as e.g. shown in the topical

cyclone studies by Reed and Jablonowski (2011a,b,c).

The fifth and most complex category in Fig. 6.1 includes the AMIP studies men-

tioned earlier. They utilize spatially and temporally varying boundary conditions, as

well as a realistic land-sea mask and topography. AMIP studies are typically con-

ducted at a late stage of the dynamical core development cycle, before the atmospheric

component is fully coupled to interactive ocean and ice models.

The jump in complexity between dry dynamical core test cases and APE and

AMIP studies is quite substantial. The middle box of Fig. 6.1 accents the missing

link between the dry and moist paradigms in the test hierarchy. We suggest that

moist test cases of intermediate complexity can fill this void, and give an easier access

to an improved understanding of the dynamics-physics interplay. This is especially

true, if the new test case can mimic at least some of the behavior of complex full-
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physics simulations. The purpose of this paper is to suggest such a test case of

intermediate complexity, and to demonstrate its characteristics with the help of an

idealized tropical cyclone (Reed and Jablonowski , 2011a). Our study is motivated by

the observation that the representation of the idealized tropical cyclones in full-physics

aqua-planet studies is highly sensitive to the choice of the AGCM dynamical core.

This raises the question whether the key dynamics-physics interactions can already

be captured by simplified physical forcing mechanisms and whether the outcomes

resemble, to some degree, the full-physics studies. The characteristics of the test

case are shown for four hydrostatic dynamical cores that are part of the Community

Atmosphere Model CAM version 5 (CAM 5, Neale et al. (2010b)) developed at the

National Center for Atmospheric Research (NCAR). These are the current CAM 5

default finite-volume (FV) model, the spectral element (SE) model that is sometimes

also called the Higher Order Method Modeling Environment (HOMME), as well as

the Eulerian (EUL) and semi-Lagrangian (SLD) spectral transform dynamical cores.

Specifically, we propose pairing the AGCM dynamical cores with simple moist

physical parameterizations to test the evolution of a single, idealized, initially weak

vortex into a tropical cyclone over ten simulation days. This test requires the defini-

tion of the initial conditions, as explained in detail in Reed and Jablonowski (2011a),

and the definition of the reduced moist parameterization suite (called “simple-physics”

hereafter), described in this paper. The initial conditions are analytic, allowing for an

easy implementation on any computational grid. The simple-physics suite contains

all necessary drivers for tropical cyclones, including large-scale condensation, surface

fluxes and boundary layer turbulence. We note that the implementation of reduced

physics packages within AGCMs has been introduced before (e.g. by Molteni (2002)

and Frierson et al. (2006)), and the resulting models are sometimes characterized as

Earth System Models of Intermediate Complexity (EMICs). The latter also include

simplified ocean, ice and land models that are most often run at low resolutions over

117



many decades (Claussen et al., 2002). However, there are two main differences to

such earlier studies. First, we provide the complete description of the simple-physics

package, its implementation and the physics-dynamics coupling strategy, which is

paramount for model intercomparisons. Second, the simple-physics package described

here is even more simplified than other comparable approaches, e.g. we leave out a

radiative transfer scheme which can be justified for short deterministic model runs.

The tropical cyclone serves as an example scenario. However, the simple-physics test

paradigm is universal and and can also be applied to other flow fields.

The paper is organized as follows. The simple-physics suite is introduced in de-

tail in section 6.2. Section 6.3 briefly reviews the design of NCAR’s four CAM 5

dynamical cores and their horizontal grid spacings. The APE simulation results for

each dynamical core with the full CAM 5 physics suite are presented in section 6.4.

These full-physics simulations serve as a motivation for the more simplified physics

assessments. The simple-physics experiments with each of the CAM 5 dynamical

cores are then presented in section 6.5, along with an assessment of the model uncer-

tainty. Section 6.6 summarizes our conclusions and outlines potential future research.

A description of the hybrid vertical coordinate of the model CAM 5 and the details

about the implementation of the simple-physics suite are provided in the appendices.

6.2 Introduction of the simple-physics parameterization suite

This section introduces the components of the simplified physical parameteriza-

tion package called simple-physics. It contains selected physical processes that are

important driving mechanisms for tropical cyclones such as

1. Large-scale condensation defined to occur when the atmosphere becomes satu-

rated.

2. Surface fluxes of horizontal momentum, evaporation (specific humidity) and
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sensible heat (temperature) from the ocean surface to the lower atmosphere.

3. Boundary layer turbulence of horizontal momentum, temperature and specific

humidity.

Each component is explained in detail below to foster model intercomparisons. The

simple-physics package assumes an ocean-covered (aqua-planet) Earth with a uniform

SST of 29 ◦C. This temperature matches the SST of the initial conditions that trigger a

spin-up of a tropical cyclone as described in Reed and Jablonowski (2011a). However,

the simple-physics package is not limited to the tropical cyclone study used here for

demonstration purposes. It can also be employed to explore other flow phenomena

such as rainfall patterns in the presence of idealized mountains in the midlatitudes.

The latter can be built upon test case 5-0-0 described in Jablonowski et al. (2008)

with an adjusted SST which matches the initial surface temperature of this test case.

6.2.1 Large-scale condensation

The first component of the simple-physics package is the parameterization of large-

scale condensation, and follows the approach used by many AGCMs, like the Inte-

grated Forecasting System (IFS) of the European Centre for Medium-Range Weather

Forecasts (Tiedtke, 1987). The large-scale condensation scheme does not include a

cloud stage. No condensate is carried and the excess moisture is removed instanta-

neously without re-evaporation at lower levels. The model equations for the time rate

of change of temperature T and specific humidity q due to condensation are

∂T

∂t
=

L

cp
C (6.1)

∂q

∂t
= −C, (6.2)

where L is the latent heat of vaporization at 0 ◦C (= 2.5 × 106 J kg−1) and cp is the

specific heat of dry air (= 1004.64 J kg−1 K−1). The condensation rate C is the rate

119



at which the saturation specific humidity qsat changes with time t

C =
dqsat

dt
. (6.3)

If the air is found to be supersaturated (that is q > qsat(T, p), where p is pressure) T

and q need to be adjusted to their saturation values, which will lead to the updated

values T n+1 and qn+1 at the future time level n + 1

T n+1 = T + △T (6.4)

qn+1 = q + △q. (6.5)

The time index of the T and q values on the right hand side (RHS) of these equations

depends upon the AGCM design which might enforce constraints on the suitable

physics-dynamics coupling strategy. Two coupling strategies are common which are

called process-split and time-split (Williamson, 2002). In models with process-split

physics-dynamics coupling T and q represent either the values at the current time

level (n) for two-time-level schemes or the values at the previous time level (n − 1)

for three-time-level schemes, like e.g. the leapfrog method used in CAM 5 EUL

(Neale et al., 2010b). In time-split models, the values of T and q are already partially

updated by the time tendencies of the dynamical core before physical forcings are

invoked. We leave the specific choice of the physics-dynamics coupling to the modeling

group. However, in case no prior constraints exist we recommend the time-split

approach. Note, pressure p is assumed to be time-invariant during individual physics

parameterizations. This is a common assumption in AGCMs since the moist pressure

is typically adjusted exactly once at the very end of the physics suite as further

outlined in section 6.2.4.
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The correction factors △T and △q are given by

△T = −
L

cp
△q (6.6)

△q = qsat(T
n+1, p) − q. (6.7)

Here qsat(T
n+1, p) is approximated by a first-order Taylor series

qsat(T
n+1, p) ∼= qsat(T, p) +

dqsat(T, p)

dT
△T. (6.8)

The derivative of qsat(T, p) with respect to T appears as a total derivative since p

remains unchanged during the physics time step. The forms of T n+1 and qn+1 are

then represented by

T n+1 = T +
L

cp

(

q − qsat(T, p)

1 + L
cp

dqsat(T,p)
dT

)

(6.9)

qn+1 = q −
q − qsat(T, p)

1 + L
cp

dqsat(T,p)
dT

. (6.10)

This leads to the expression of the condensation rate for models with two-time-level

schemes

C =
1

△t

(

q − qsat(T, p)

1 + L
cp

dqsat(T,p)
dT

)

(6.11)

where △t symbolizes the discrete physics time step. Note that the physics time step

may be different from the dynamics or tracer advection time steps as it is the case

in the model CAM 5 FV (Neale et al., 2010b). In models with a three-time-level

leapfrog scheme, △t needs to be replaced with 2△t.

We now need to define the derivative of the saturated specific humidity with

respect to temperature under the assumption of constant pressure. From Holton
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(2004) we approximate this to be

dqsat(T, p)

dT
≈

ε

p

des(T )

dT
=

Lqsat(T, p)

RνT 2
(6.12)

where es is the saturation vapor pressure, Rν is the gas constant for water vapor

(= 461.5 J kg−1 K−1) and ε is the ratio of the gas constant for dry air Rd (= 287.04 J

kg−1 K−1) to that for water vapor (ε = 0.622). We approximate the saturation spe-

cific humidity by utilizing the Clausius-Clapeyron equation for the saturation vapor

pressure in the form

qsat(T, p) ≈ ε
es(T )

p
≈

ε

p
e∗0e

−(L/Rν )[(1/T )−(1/T0)] (6.13)

where e∗0 (= 610.78 Pa) is the saturation vapor pressure at T0 = 273.16 K. This

formulation was also used in Frierson et al. (2006) for idealized model simulations.

As mentioned before, it is assumed that all of the condensed water vapor immediately

falls out as precipitation without re-evaporation. The large-scale precipitation rate

Pls is therefore given as

Pls =
1

ρwater

∞
∫

0

Cρdz =
1

ρwaterg

ps
∫

0

Cdp (6.14)

where the hydrostatic relation is used to eliminate the air density ρ, ρwater = 1000 kg

m−3 is the density of water, g = 9.80616 m s−2 is the gravity and ps is the surface

pressure. The units of Pls are meters of water per second (mH2O s−1). The quantity

Pls can be used as a diagnostic quantity.

6.2.2 Surface fluxes

The second component of the simple-physics package is the parameterization of

the interaction of the atmosphere with the ocean surface. These fluxes also deter-
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mine the eddy diffusivities for the boundary layer parameterization as explained in

section 6.2.3. To parameterize the surface fluxes that impact the zonal velocity u,

the meridional velocity v, temperature and moisture we start with the time rate of

change equations

∂u

∂t
= −

1

ρ

∂ρ w′u′

∂z
(6.15)

∂v

∂t
= −

1

ρ

∂ρ w′v′

∂z
(6.16)

∂T

∂t
= −

1

ρ

∂ρ w′T ′

∂z
(6.17)

∂q

∂t
= −

1

ρ

∂ρ w′q′

∂z
. (6.18)

Here u′, v′, w′, T ′ and q′ symbolize the deviations of the zonal velocity, meridional

velocity, vertical velocity, temperature and specific humidity from their time averages,

repectively. A time average is indicated by an overbar. For non-hydrostatic models

the time rate of change equations for the vertical velocity ∂w
∂t

should be set to zero.

The eddy turbulence surface momentum fluxes on the RHS of Eqs. (6.15) and

(6.16) are approximated by the bulk aerodynamic formulae in kinematic units

(w′u′)s = −Cd|~va|ua (6.19)

(w′v′)s = −Cd|~va|va, (6.20)

where the subscript s denotes a surface flux. |~va| is the wind speed of the horizontal

wind (|~va| =
√

u2
a + v2

a) at the lowermost model level, and ua and va are the zonal

and meridional wind components, respectively. This formulation of the surface fluxes

implies that the wind velocities at the height of the ocean surface z0 = 0 m are

zero (us = vs = 0 m s−1), thereby forcing the stress to vanish at z0. Here the drag
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coefficient, Cd, depends on the magnitude of the wind at the lowermost model level

Cd = Cd0 + Cd1|~va| for |~va| < 20 m s−1

Cd = 0.002 for |~va| ≥ 20 m s−1,
(6.21)

where Cd0 and Cd1 are defined in Smith and Vogl (2008) to be 7.0×10−4 and 6.5×10−5

s m−1, respectively, as derived from Black et al. (2007).

Evaporation occurs at the surface and is similarly described by the kinematic eddy

flux of water vapor. It is expressed via the bulk formula for latent heat

(w′q′)s = CE|~va|(qsat,s − qa), (6.22)

where qa is the specific humidty of the lowermost model level and CE is the bulk

transfer coefficient for water vapor. qsat,s is the saturation specific humidity (Eq.

(6.13)) computed with the SST value, which is 302.15 K for the tropical cyclone test

case, and the surface pressure (Hasse and Smith, 1997). The kinematic eddy sensible

heat flux at the surface is defined by the bulk formula

(w′T ′)s = CH |~va|(Ts − Ta), (6.23)

where CH is the bulk heat transfer coefficient, Ta is the temperature of the lowermost

model level and Ts is the surface temperature, with Ts taken to be the SST. For

both evaporation and sensible heat the bulk coefficient is set to a constant, CE =

CH = 0.0011, as suggested by Garratt (1992), Hasse and Smith (1997), and Smith

and Vogl (2008) for ocean surfaces. All fluxes are specified in kinematic units which

are m2 s−2 for the momentum fluxes, K m s−1 for the sensible heat flux and (kgvapor

kg−1
air) (m s−1) for the evaporation flux. If required, energy-based physical units (W

m−2) can be recovered if the horizontal momentum fluxes (Eqs. (6.19) and (6.20))

are multiplied by the density at the lowermost model level ρa, the latent heat flux
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(Eq. (6.22)) is multiplied by ρacp, and the sensible heat flux (Eq. (6.23)) is multiplied

by ρaL. However, the implementation presented here utilizes kinematic fluxes. A

positive flux denotes an upward transfer from the ocean surface into the atmosphere.

The surface fluxes (Eqs. (6.15) - (6.18)) are used to calculate the respective time

tendencies of the state variables u, v, q and T at the lowermost model level. The

spatially discretized form yields

∂ua

∂t
= −

1

ρa

ρa (w′u′)a − ρs (w′u′)s

za − z0
(6.24)

∂va

∂t
= −

1

ρa

ρa (w′v′)a − ρs (w′v′)s

za − z0
(6.25)

∂Ta

∂t
= −

1

ρa

ρa (w′T ′)a − ρs (w′T ′)s

za − z0
(6.26)

∂qa

∂t
= −

1

ρa

ρa (w′q′)a − ρs (w′q′)s

za − z0
. (6.27)

Again, the subscripts s and a represent the quantities at the surface and lowermost

model level, repectively. za is defined as the height (in m) of the lowermost full

model level and can be expressed with the help of the hydrostatic equation in terms

of pressure

za =
RdTν,a

g

(ln p− − ln ps)

2
, (6.28)

where Tν,a = Ta(1 + 0.608qa) is the virtual temperature at the lowermost full model

level and p− is the edge pressure at the model level interface between the lowest

and second lowest full model levels. This notation and all previous and following

equations assume that the temperature, horizontal wind components and the specific

humidity in the physical parameterization package are co-located in both the vertical

and horizontal directions, as it is the case for the Lorenz grid (Lorenz , 1960) and

Arakawa-A grid (Arakawa and Lamb, 1977). Most often, AGCMs utilize such a co-

located, possibly interpolated, grid in the physical parameterization suite, regardless
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of the staggering option in the dynamical core. If other vertical or horizontal grid

staggering options are utilized in the physics package, the exact forms of the surface

flux and boundary layer equations need to be adjusted accordingly.

All eddy fluxes at the lowermost model level (e.g. (w′u′)a) are now set to zero,

as all turbulent contributions from above the lowermost model level are accounted

for in the boundary layer scheme described later in section 6.2.3. This results in

the following form of the surface fluxes and illustrates how they impact the time

tendencies at the lowest model level

∂ua

∂t
= −

1

ρa

−ρs (w′u′)s

za

(6.29)

∂va

∂t
= −

1

ρa

−ρs (w′v′)s

za

(6.30)

∂Ta

∂t
= −

1

ρa

−ρs (w′T ′)s

za
(6.31)

∂qa

∂t
= −

1

ρa

−ρs (w′q′)s

za
. (6.32)

ρs is the density at the surface, which for simplicity is assumed to be equal to ρa

due to the typically chosen proximity of the lowermost model level to the surface.

Therefore, we let the terms cancel. In our CAM 5 tropical cyclone tests presented later

in sections 6.4 and 6.5 with a hybrid σ-pressure vertical coordinate (see Appendix A

and Simmons and Burridge (1981)), the height position of the lowermost full model

level is about za = 70 m. We define this height as the approximate height of the

surface layer. Since the strength of the surface forcing is impacted by this choice, we

encourage the users of this test case to pick about the same height position for their

lowermost full model level. In any case, the approximate position of za needs to be

documented.
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The final form of the surface fluxes is

∂ua

∂t
= −

Cd|~va|ua

za
(6.33)

∂va

∂t
= −

Cd|~va|va

za

(6.34)

∂Ta

∂t
=

CH |~va|(Ts − Ta)

za
(6.35)

∂qa

∂t
=

CE|~va|(qsat,s − qa)

za
. (6.36)

We again note that the wind at the surface is taken to be zero and therefore does

not appear explicitly in Eqs. (6.33) and (6.34). All time derivatives of the surface

fluxes are discretized in a semi-implicit way to avoid numerical instabilities, which is

detailed in Appendix B.

The final form of the surface fluxes will vary for models with other choices of

prognostic variables. For example, if potential temperature Θa is used Eq. (6.35)

takes the form

∂Θa

∂t
=

CH |~va|(Ts − Ta)

za

(

p00

pa

)Rd/cp

(6.37)

where p00 = 105 Pa is a reference pressure. This conversion uses the assumption that

the pressure is time-invariant when individual physics parameterizations are applied.

This is a common assumption in AGCMs since the moist pressure is typically adjusted

exactly once at the very end of the physics suite as further outlined in section 6.2.4.

For other choices of prognostic variables like (ρu)a, (ρv)a, (ρΘ)a and (ρq)a the right-

hand-side of Eqs. (6.33), (6.34), (6.37) and (6.36) would need to be multiplied by

ρa.
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6.2.3 Boundary layer diffusion

The final component of the simple-physics package is the parametrization of a

simple diffusive boundary layer. Potential temperature, as opposed to temperature,

is used in the boundary layer parameterization because the vertical profile of the

potential temperature is a suitable indicator of static stability. The base equation

set for the boundary layer diffusion is described by Eqs. (6.15)-(6.18). However, the

time rate of change equation of potential temperature Θ replaces the temperature

tendency in Eq. (6.17). It yields

∂Θ

∂t
= −

1

ρ

∂ρ w′Θ′

∂z
. (6.38)

The potential temperature tendency can be converted back to a temperature T ten-

dency of the following form

∂T

∂t
= −

1

ρ

(

p

p00

)Rd/cp ∂ρ w′Θ′

∂z
. (6.39)

Again, this conversion assumes that the pressure is time-invariant during the appli-

cation of the diffusion. The partial derivatives with respect to height in this and

all following equations can also be converted to pressure-based derivatives using the

hydrostatic approximation. This is explained in detail in Appendix C.

Boundary layers in rotating flows have special characteristics, as seen with Ekman

theory. First-order approximations to the representation of boundary layers within

hurricanes have been found to resemble Ekman-like profiles, where turbulent mixing is

characterized by a constant vertical eddy diffusivity Km (see Bode and Smith (1975)).
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Such turbulent mixing is characterized as

w′u′ = −Km
∂u

∂z
(6.40)

w′v′ = −Km
∂v

∂z
(6.41)

w′Θ′ = −KE
∂Θ

∂z
(6.42)

w′q′ = −KE
∂q

∂z
, (6.43)

where Km is the eddy diffusivity coefficient for momentum and KE is the eddy diffu-

sivity coefficient for energy, which is most often set equal to that for water vapor.

Similar to Bode and Smith (1975) we match the eddy diffusivity to the wind stress

sublayer which we calculated earlier to be the surface momentum flux at the lower-

most model level. Therefore to first-order, we approximate Km from the following

formulation of the vertical turbulent flux of zonal momentum w′u′ and demand that

it matches (w′u′)s at the lowermost layer

(w′u′)s = −Km
∂u

∂z
. (6.44)

At the lowermost model level this corresponds to the expression

−Cd|~va|ua = −Km
ua

△z
(6.45)

in the discretized form, where △z is the height difference between za and z0, and

therefore △z = za (e.g. see Eq. (6.28)). As before, we recommend selecting the

lowermost full model level at a height of about 70 m to allow for intercomparisons to

the results presented later. One last time we utilize the lower boundary condition that

the wind velocities at the height of the ocean surface z0 are zero. For simplicity the

boundary layer is defined to be all levels with pressure values greater than ptop = 850

hPa (corresponding to a boundary layer height of approximately 1-1.5 km). Solving
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Eq. (6.45) for Km and tapering the eddy diffusivity to zero above ptop gives

Km = Cd|~va|za for p > ptop

Km = Cd|~va|za exp

(

−
[

ptop−p

pstrato

]2
)

for p ≤ ptop.
(6.46)

where we let Km go to zero to ensure a smooth transition above the boundary layer.

Here the constant pstrato determines the rate of decrease and is set to 100 hPa. This

choice of pstrato lets Km decrease by a factor of ten at the 700 hPa level. Similarly,

KE is defined by

KE = CE|~va|za for p > ptop

KE = CE|~va|za exp

(

−
[

ptop−p

pstrato

]2
)

for p ≤ ptop.
(6.47)

These eddy diffusivities, and therefore the turbulent mixing, varies in space and time

depending upon the magnitude of the horizontal wind |~va| and the height za of the

lowermost model level. This method reflects a simplified first-order coupling of the

boundary layer diffusion to the dynamic conditions while omitting more complicated

mechanisms such as the dependence of the eddy diffusivities on static stability indi-

cators like Richardon numbers. This simplification of the boundary layer diffusivities

is a deliberate choice. The boundary layer scheme is implemented with a partially

implicit temporal discretization to avoid numerical instabillties. The details are ex-

plained in Appendix C.

6.2.4 Coupling of the simple-physics processes

The simple-physics suite is invoked with the state variables u, v, q, T from the

dynamical core. These might already be partially updated (time-split) or might not

be updated (process-split) with the time tendencies from the dynamical core. This

physics-dynamics coupling choice depends upon possible constraints imposed by the
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dynamical core as outlined in section 6.2.1 or Williamson (2002). However, within

the simple-physics parameterization suite all processes are coupled via time-splitting.

With time-split coupling the individual physical parameterizations are applied sequen-

tially and each component is based on the updated state provided by the previous

process. The components are time-split in the following order:

1. The large-scale condensation scheme loops over all vertical levels at each hor-

izontal grid point. It readily updates T and q throughout the vertical column

using Eqs. (6.9)-(6.10).

2. Next, the updated T, q state variables and u, v wind components are used in

the implementation of the surface fluxes. These variables are updated at the

lowermost full model level according to Eqs. (B.3)-(B.6).

3. All state variables throughout the column are then updated with the boundary

layer scheme and supplied back to the dynamical core for the calculations of

the next time step. The boundary layer updates are described by Eqs. (C.15),

(C.21), (C.28) and (C.31).

At the end of the simple-physics suite care needs to be taken to ensure that the

model conserves the total dry air mass or its analog, the global average of the dry

surface pressure. This is especially true if the moist surface pressure is predicted in

the dynamical core, as it is the case in CAM 5. The adjustment can take place in

either the dynamical core or at the end of the physics package which again depends

on the AGCM design. Most often, AGCMs already provide a mechanism to ensure

that the total dry air mass is conserved, such as global mass fixers or explicit dry air

adjustment routines as discussed in e.g. Neale et al. (2010b). If not, such a mechanism

needs to be supplied. If the total amount of dry air needs to be prescribed, the initial

conditions as provided in Reed and Jablonowski (2011a) contain a globally averaged

dry surface pressure of about 1010 hPa.
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6.2.5 Additional design choices

As mentioned before, we recommend placing the lowermost full model level at

a height of about 70 m to allow for straightforward comparisons to the example

calculation presented later. Additional parameterizations, including convection or a

radiative transfer routine, are not included in the simple-physics package to ensure

its reduced complexity. Radiation is excluded since it is not one of the main drivers

for tropical cyclogenesis in our short ten-day simulations. In addition, both shallow

and deep convection are not included as large-scale condensation appears to be a

sufficient driver for the idealized tropical cyclone at high horizontal resolutions. While

it is may be presumed that convection is necessary for the simulation of tropical

cyclones, this is not the case. Rosenthal (1978) demonstrated that a hydrostatic

model, with 20 km horizontal resolution, could simulate tropical cyclone development

successfully with only large-scale condensation. Furthermore, the boundary layer

scheme does not utilize sophisticated turbulence closure techniques with atmospheric

stability constraints. This again ensures the simplicity of the boundary layer diffusion.

The simple-physics package is only recommended for short deterministic studies.

For long-term simulations beyond e.g. 30 days, extensions such as a Newtonian

temperature relaxation mechanism should be included to mimic the radiative transfer.

The simple-physics package can readily be coupled to different dynamical cores to test

the impact of the fluid flow package on the simulation. Another benefit of simple-

physics is that each individual parameterization can be easily turned off and on,

allowing for the examination of the role of each physical process. The simple-physics

package thereby provides a tool for process and sensitivity studies, especially with

respect to varying physics parameterizations or coefficients.
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6.3 Description of the CAM 5 dynamical cores

The idealized tropical cyclone test case with the simple-physics suite is coupled

to the four hydrostatic dynamical cores that are options in NCAR’s CAM 5 model.

The dynamical cores include the FV dynamical core, the SE model, and the spectral

transform EUL and SLD dynamics packages (Neale et al., 2010b). These four dynam-

ical cores are used to demonstrate the characteristics of the test case and reveal the

impact of the dynamical core on the simulations. Below, we provide a brief overview

of each dynamical core, and the utilized grid spacings between 156 km and 28 km,

their corresponding dynamics and physics time steps, and the resolution-dependent

diffusion coefficients. All CAM 5 simulations use the standard 30 vertical levels (L30)

with the terrain-following hybrid σ-pressure coordinate η. The model top is placed

at ≈ 2 hPa. Details about the η coordinate and its hybrid coefficients for L30 are

listed in Appendix A.

6.3.1 Finite–Volume (FV)

The FV dynamical core is the default dynamical core in CAM versions 4 (Neale

et al., 2010a), 5 and 5.1 (Neale et al., 2010b). The dynamical core is defined on a reg-

ular latitude–longitude grid that includes both pole points. The prognostic variables

are staggered as in the Arakawa-D grid. The mass-conservative FV dynamical core in

flux-form is built upon a 2D shallow water approach in the horizontal plane (Lin and

Rood , 1996, 1997). The vertical discretization follows a “Lagrangian control-volume”

principle, which is based on a terrain-following “floating” Lagrangian coordinate sys-

tem and a fixed “Eulerian” reference frame. In particular, the vertically-stacked

volumes are allowed to float for a duration of several dynamics time steps before

they are mapped back monotonically and conservatively to a fixed hybrid reference

system (Lin, 2004). The advection algorithm makes use of the monotonic third-order

Piecewise Parabolic Method (PPM, Colella and Woodward (1984)) with an explicit
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time-stepping scheme. The algorithm also includes limiters that inherently damp

grid-scale noise in the potential temperature and vorticity field. The divergent modes

are controlled through explicit fourth-order horizontal divergence damping which is

explained in Whitehead et al. (2011). The model is further stabilized via a Fast

Fourier Transform (FFT) filter that is used in the zonal direction poleward of about

40◦ N/S. The dynamics and physics packages are coupled via a time-split approach.

In our study the FV dynamical core is run at the horizontal resolutions △ϕ×△λ as

listed in Table 6.1, where △ϕ and △λ represent the latitudinal and longitudinal grid

spacings in degrees, respectively. Table 6.1 also provides the approximate physical

grid distances △x,△y in the equatorial region. The time steps are represented as the

subcycled dynamics time steps △τ and the physics time steps △t. The physics time

step is the time interval with which the physical parameterizations are called. The

FV vertical remapping algorithm is invoked every m = 10 subcycled dynamics time

steps.

Table 6.1: Horizontal grid resolutions and time steps for the FV dynamical core in
CAM 5. The number of latitudes (lat) includes both pole points. The
subcycled dynamics time step △τ = △t/m with m = 10 is listed, in
addition to the physics time step △t.

Resolution No. of grid points Grid distance Subcycled dynamics Physics
△ϕ ×△λ lat × lon at equator time step time step

△x,△y (km) △τ (s) △t (s)
1.0◦ × 1.0◦ 181 × 360 111 180 1800
0.5◦ × 0.5◦ 361 × 720 55 90 900

0.25◦ × 0.25◦ 721 × 1440 28 45 450

6.3.2 Spectral Element (SE)

The SE dynamical core is anticipated to become the default dynamical core in

the future CAM release CAM 5.2. The model development and detailed design are

documented in Taylor et al. (2007, 2008), Taylor and Fournier (2010), Taylor (2011)
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and Dennis et al. (2011). SE utilizes an explicit Runge-Kutta time stepping approach

and a continuous Galerkin spectral finite element method in the horizontal directions.

The latter is described in Taylor et al. (1997) and Fournier et al. (2004). The horizon-

tal discretization is built upon unstructured quadrilaterals (a cubed-sphere mesh). In

our study we select third-order polynomials that provide a fourth-order accurate hor-

izontal discretization. These polynomials make use of 4× 4 Gauss-Lobatto-Legendre

(GLL) quadrature points within each spectral element.

The SE dynamical core shares some properties with the Eulerian spectral model

described below. They utilize the same hybrid vertical coordinate and vertical finite-

difference discretization, the horizontal diffusion scheme is based on fourth-order

hyper-diffusion, and a second-order dissipation provides a sponge at the model top.

The main differences are that SE uses the vector-invariant form of the momentum

equations instead of the vorticity-divergence formulation as in EUL, and advects the

surface pressure instead of its logarithm in order to conserve mass and energy in the

dynamics package.

The physics-dynamics and tracer coupling strategy follows a hybrid paradigm.

This means that the physics and dynamics packages are coupled via a process-split

approach, whereas the tracer advection (e.g. for the moisture variable q) is coupled

to the dynamics via time-splitting. The tracer transport scheme is built upon the

same spectral element method in the horizontal, and utilizes a remapping algorithm

in the vertical direction. A positive-definite constraint is applied to ensure a positive

tracer mass. An offline remapping scheme called Geometrically Exact Conservative

Remapping (GECoRe), explained in Ullrich et al. (2009), is used to map the model

variables from the SE cubed-sphere grid to a regular latitude-longitude grid for all

analyses in this study.

The horizontal resolutions, time steps and fourth-order K4 diffusion coefficients

for the SE dynamical are shown in Table 6.2. The resolution is defined as the number
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of spectral elements ne along the edge of each cube face. These elements are further

subdivided by the GLL quadrature points. A depiction of the grid and the location

of the four GLL points in each element are e.g. shown in Dennis et al. (2011). The

time steps in Table 6.2 are represented as the subcycled dynamics time steps and the

physics time steps. The number of subcycles for the SE dynamical core depends on

the resolution because of stability constraints. The ∇2 horizontal diffusion coefficient

K2 in the sponge layer in the topmost three vertical levels is 2.5 ×105 m2 s−1 at all

resolutions.

Table 6.2: Horizontal grid resolutions, time steps and fourth-order diffusion coeffi-
cients K4 for the SE dynamical core in CAM 5. The subcycled dynamics
time steps △τ = △t/m, the number of subcycles m and the physics time
steps △t are listed.

Resolution Number Grid distance Subcycled Number of Physics Diffusion
ne of grid at equator time step subcycles time step coefficient

columns (km) △τ (s) m △t (s) K4 (m4 s−1)
30 48,602 111 360 5 1800 1.0 ×1015

60 194,402 55 180 5 900 1.0 ×1014

120 777,602 28 75 6 450 1.0 ×1013

6.3.3 Eulerian Spectral Transform (EUL)

The EUL spectral transform model in vorticity-divergence form is based on the

traditional three-time-level, semi-implicit spectral transform approximations applied

on a quadratically unaliased Gaussian transform grid with triangular truncation

(Machenhauer , 1979). The model was the default dynamical core in CAM version

3.1 and is now optional in CAM 4 and CAM 5. EUL includes the fourth-order (∇4)

hyper-diffusion in the horizontal directions to control the fluid flow at the smallest re-

solved scales. The K4 diffusion coefficients are empirically chosen for each resolution

to yield a reasonably straight tail for the kinetic energy spectra in model runs with

parameterized physics (Boville, 1991). The model also includes a second-order ∇2
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horizontal sponge-layer diffusion at the top three levels of the model to damp upward

propagating waves. The temperature equation comprises a frictional heating term

that takes the heating due to the explicit momentum diffusion into account. The

Eulerian dynamical core applies an a posteriori mass fixer at every time step. The

three-time-level leapfrog method includes a time filter to control the 2 △t computa-

tional modes of the time stepping scheme. No global energy fixer is utilized. The

physics and dynamics packages are coupled via a process-split approach. EUL utilizes

a monotonic semi-Lagrangian tracer transport scheme.

Table 6.3 lists the horizontal resolutions, time steps and ∇4 diffusion coefficients

K4 for the EUL dynamical core. The triangular truncation is abbreviated by T and

is followed by the maximum resolvable wave number. The time step displays the

dynamics time step. A subcycling mechanism for the dynamical core is optional in

EUL, and is not invoked here. We call the physics package with the same △t fre-

quency. However, due to the use of the leapfrog method the actual physics tendencies

are applied for the duration of a 2△t time interval since the previous (n − 1) time

level is advanced to the future time level (n + 1) with the physics forcing evaluated

at time level n. The base value of the ∇2 horizontal diffusion coefficient K2 at the

third level below the model top is set to 2.5 ×105 m2 s−1 for all resolutions. This K2

coefficient is doubled at the second level below the model top, and doubled again at

the topmost level.

Table 6.3: Horizontal grid resolutions, time steps and fourth-order diffusion coeffi-
cients K4 for the EUL dynamical core in CAM 5.

Spectral No. of grid points Grid distance Time step Diffusion coefficient
resolution lat × lon at equator (km) △t (s) K4 (m4 s−1)

T85 128 × 256 156 600 1.0 ×1015

T170 256 × 512 78 300 1.5 ×1014

T340 512 × 1024 39 150 1.5 ×1013
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6.3.4 Semi–Lagrangian Spectral Transform (SLD)

Another optional dynamical core in CAM 5 is the SLD spectral transform model.

The dynamical core is based on two-time-level, semi-implicit semi-Lagrangian spectral

transform approximations with quasi-cubic Lagrangian polynomial interpolants. A re-

lated three-time-level version of this dynamical core has been described in Williamson

and Olson (1994). The SLD dynamical core is based on the same terrain following

vertical coordinate as EUL and uses semi-Lagrangian advection in all directions. In

the horizontal a triangular truncation is adopted with a quadratically unaliased Gaus-

sian transform grid. SLD also includes the same horizontal ∇4 hyper-diffusion and ∇2

diffusion mechanisms as EUL. The ∇2 horizontal diffusion again serves as a sponge in

the three top model levels. As in EUL, the energy lost by the explicitly added diffu-

sion processes acts as a frictional heating term. An a posteriori mass fixer is invoked

at every time step. Note that the semi-Lagrangian dynamical core applies a decen-

tering technique to damp the noise induced by orographic resonance (see Jablonowski

and Williamson (2011) for a review). The default CAM 5 decentering parameter is

set to ǫ = 0.2. No global energy fixer is applied. The physics and dynamics packages

are coupled via a process-split approach.

The SLD dynamical core utilizes the same resolutions that are used for the EUL

model (see Table 6.3). However, the time steps △t are three times the corresponding

EUL values in Table 6.3. The dynamics and physics time steps are identical. The

SLD dynamical core uses the same diffusion coefficients, K4 and K2, as the EUL

package.
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6.4 Motivation: Tropical cyclones in CAM 5 full-physics sim-

ulations

This section presents snapshots of CAM 5 full-physics simulations with each dy-

namical core to motivate the simulations and analysis of the simple-physics setup. A

detailed description of the CAM 5 physics suite can be found in Neale et al. (2010b).

The initial conditions that trigger the evolution of an idealized tropical cyclone are

discussed in Chapter II. As shown below, the choice of the dynamical core has a strong

impact on the 10-day simulations of the tropical storm despite the use of the identical

physics package. This triggers the question whether the differences can be attributed

to the characteristics of the dynamical cores, and whether the results with simpler

physical forcings can replicate at least some of the differences. If yes, it might provide

a pathway for an improved understanding of the highly nonlinear physics-dynamics

interplay. The latter is difficult to disentangle in complex full-physics experiments.

Previous high-resolution simulations with CAM 5 have shown that FV simulates in-

tense tropical cyclones with many realistic features (Reed and Jablonowski , 2011c).

Therefore, we suggest that the CAM 5 model experiments presented here and in sec-

tion 6.5 provide a suitable basis for a dynamical core intercomparison, and challenge

our understanding of both the full- and simple-physics simulations.

Figure 6.2 displays the wind speed at day 10 for the CAM 5 simulations using FV

at 0.25◦, SE at ne = 120, EUL at T340 and SLD at T340. The left column of Fig. 6.2

shows the longitude-height cross sections of the magnitude of the wind through the

center latitude of the vortex. The right column of Fig. 6.2 displays the horizontal cross

sections of the magnitude of the wind at 100 m. The center of the vortex is defined to

be the grid point with the minimum surface pressure. At day 10 the storm resembles

a tropical cyclone with maximum wind speeds near the surface, a relatively calm

eye and a warm-core (not shown) for each CAM 5 dynamical core. However, there
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Figure 6.2: Snapshot of the tropical cyclone at day 10 for each dynamical core (FV,
SE, EUL and SLD) with full CAM 5 physics at the highest respective res-
olution and L30 used for this study (as labeled). Left column: longitude-
height cross section of the wind speed through the center latitude of the
vortex as a function of the radius from the vortex center. Right column:
horizontal cross section of the wind speed at a height of 100 m.
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is large variance amongst the dynamical cores in the cyclone intensity, the radius

of maximum wind (RMW) and overall organization. In general, the FV and SE

models produce a stronger storm with a smaller RMW when compared to the EUL

and SLD dynamics packages. In addition, the SE package seems to produce more

small-scale features when compared to FV as suggested by FV’s slightly smoother

contour lines. We speculate that this might be attributable to SE’s higher-order

(fourth-order) numerical scheme in the horizontal directions that has the potential to

provide a higher nominal resolution and sharper gradients than FV. The EUL T340

dynamical core appears to simulate the weakest, least organized storm of the four

dynamical cores at these high horizontal resolutions. Its RMW is the widest among

the four models. There are also differences in the location of the center of the storm

by day 10. This is attributed to the variance in the storm intensity and its impact

on the storm’s motion, which is impacted by the beta-drift effect.

The time evolution of the minimum surface pressure in the CAM 5 full-physics

simulations is provided in Figure 6.3. Each dynamical core is run at the resolutions

provided in Tables 6.1-6.3. From Figure 6.3 it is evident that as the horizontal

resolution increases within each dynamical core the intensity of the simulated tropical

cyclone increases. In all dynamical cores but EUL, there appears to be no hint of

convergence of the storm intensity with increasing resolution. The EUL package might

tend towards a converged simulation as the simulation at T170 and T340 approach

the same minimum surface pressure at day 10. However, while the two simulations

appear to reach similar values at day 10 the path to development varies. This is

evidenced by the fact that the EUL T340 simulation starts to intensify earlier in the

simulation than the EUL T170 simulation. In addition, all four dynamical cores show

an earlier onset of intensification with increasing resolution.

Again, Figure 6.3 demonstrates that at the highest resolutions, the FV and SE

dynamical cores produce stronger cyclones at day 10 than the EUL and SLD dynamics
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Figure 6.3: Time evolution of the minimum surface pressure of the tropical cyclone
with full CAM 5 physics and the (a) FV, (b) SE, (c) EUL and (d) SLD
dynamical cores. These L30 simulations use the horizontal resolutions
provided in Tables 6.1-6.3.
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packages. In general, the SE model produces the most intense tropical cyclones by

day 10, and may approach unphysical minimum surface pressures at the resolution

ne = 120 when compared to observations. For example, the minimum surface pressure

in the SE ne = 120 run drops to values around 852 hPa at day 7 which are rather

extreme. The lowest resolution simulations with each dynamics package all fail to

completely develop over 10 simulation days, but again the FV and SE simulations

develop further, as evidenced by lower surface pressures. It appears that the FV and

SE dynamical cores require less horizontal resolution to simulate tropical cyclones

with similar intensity to the EUL and SLD dynamical cores at higher resolutions.

As an example the FV 0.5◦ and SE ne = 60 simulations, that have grid spacings of

approximately 55 km at the equator, produce similar storm intensities to the EUL

T340 and SLD T340 simulations with roughly 39 km grid spacings at the equator.

This is further shown in Table 6.4 which provides the day 10 values of the minimum

surface pressure (MSP), maximum wind speed at 100 m, and center location of the

tropical cyclone for all dynamical core simulations. We hypothesize that the stronger

intensity of the storms could be related to the local spatial discretization techniques in

the FV and SE dynamics packages, that are likely to represent locally strong gradients

more reliably in contrast to the global spectral transform method in EUL and SLD.

6.5 Simple-physics simulations

This section presents the idealized tropical cyclone simulations of all four CAM

5 dynamical cores when coupled to the simple-physics suite. The purpose of the

section is threefold. First, we assess the evolution of the tropical cyclone in FV and

briefly describe the general characteristics of the simulation in section 6.5.1. The

main aspects to consider are whether the simple-physics processes provide a suitable

forcing to drive the intensification of the initial storm, and whether the tropical

storm exhibits realistic features like a calm eye or slanted eye wall. Second, we
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Table 6.4: Various statistics, including minimum surface pressure (MSP), maximum
wind speed (MWS) at 100 m, and center location, of the tropical cyclone at
day 10 for the simulations using full CAM 5 physics with each dynamical
core and resolution with L30.
Model Resolution MSP MWS Location

(hPa) (m s−1)
FV 1.0◦ × 1.0◦ 951.47 39.02 (169◦E, 29◦N)

0.5◦ × 0.5◦ 903.72 59.53 (170.5◦E, 29.5◦N)
0.25◦ × 0.25◦ 880.24 66.96 (167.5◦E, 31.75◦N)

SE 30 951.66 38.68 (170◦E, 29.83◦N)
60 886.42 66.92 (167◦E, 34.90◦N)
120 866.81 73.18 (162.75◦E, 34.95◦N)

EUL T85 980.88 28.22 (170.16◦E, 30.12◦N)
T170 918.94 53.22 (163.83◦E, 29.82◦N)
T340 923.96 54.62 (163.48◦E, 32.49◦N)

SLD T85 983.98 22.89 (170.16◦E, 28.72◦N)
T170 943.34 41.49 (167.34◦E, 29.82◦N)
T340 899.15 63.52 (165.59◦E, 30.03◦N)

provide snapshots of the dynamical core intercomparison with FV, SE, EUL and

SLD in section 6.5.2. This reveals the impact of the dynamical core on the simplified

simulations, and also assesses the convergence-with-resolution characteristics. The

overarching question is whether such simple-physics experiments can help shed light

on physics-dynamics interactions and whether there are similarities to full-physics

runs. Third, we estimate the uncertainty of the simulations via a perturbed initial-

data ensemble approach with FV (section 6.5.3). The latter provides insight into the

robustness of the tropical cyclone simulations and the simple-physics test scenario.

Throughout the section, comparisons to the CAM 5 full-physics simulations are

made. However, we do not expect to replicate the full-physics simulations, which is

of course not feasible. Rather, we are interested in the general behavior of the four

dynamical cores, and whether some of the sensitivities seen in full-physics simulations

are present in simpler experiments. The aim is to test whether the simple-physics

forcing is a suitable tool for model evaluations of intermediate complexity, and to

provide an estimate of the robustness of the test case.
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6.5.1 Evolution of the FV tropical cyclone at 0.25◦

Figure 6.4: Snapshots of the tropical cyclone at day 3 (left), 5 (middle) and day 10
(right) with CAM 5 FV at the resolution 0.25◦ L30 for simple-physics.
Top row (a-c): horizontal cross section of the wind speed at a height
of 100 m. Bottom row (d-f): longitude-height cross section of the wind
speed through the center latitude of the vortex as a function of the radius
from the vortex center.

Figure 6.4 shows the development of the wind speed from the initial vortex for

the FV 0.25◦ simple-physics simulation, with specific snapshots at days 3, 5 and 10.

The top row (a-c) of Fig. 6.4 displays the horizontal cross section of the magnitude

of the wind at 100 m. The bottom row (d-f) of Fig. 6.4 shows the longitude-height

cross section of the magnitude of the wind through the center latitude of the vortex.

Figure 6.4 offers a direct comparison to the evolution of the tropical cyclone with full

CAM 5 physics as shown in Reed and Jablonowski (2011c) and Fig. 6.2 (top row).

From Fig. 6.4 it is evident that the initial vortex has developed into a strong cyclone

by day 3. The storm is compact and has a defined calm eye region, especially at

upper levels, and has a maximum wind speed at 100 m of 73.34 m s−1 by day 10 (as

listed later in Table 6.5). Figure 6.4 shows that the maximum wind speed occurs near

the surface at the RMW, which is characteristic of tropical cyclones. In addition, the

cyclone is a warm-core system (not shown).

145



When compared to the development of the CAM 5 full-physics storm in Reed and

Jablonowski (2011c) (their Fig. 3), the simple-physics simulation is more compact,

as indicated by a smaller RMW and reduced horizontal extent of the storm. This

is most likely a result of the simplicity of the simple-physics package. However, the

simple-physics simulation still produces an intense cyclone. The results suggest that

the simple-physics suite provides suitable forcing mechanisms for the tropical cyclone,

and thereby qualifies as an evaluation technique of intermediate complexity.

6.5.2 Dynamical core intercomparison

Figure 6.5, like Fig. 6.2, displays the wind speed at day 10, but now as simple-

physics simulations using FV at 0.25◦, SE at ne = 120, EUL at T340 and SLD at T340.

A quick comparison of the results in Fig. 6.5 to those in Fig. 6.2 shows a substantial

difference between the simple-physics and CAM 5 full-physics simulations. Such

differences include variations in the intensity, structure and size of the storm at day 10

for each dynamical core. In particular, all simple-physics storms are weaker than the

full-physics storms, and their horizontal extent is smaller. As mentioned before these

differences are expected and not the focus of the discussion here. For example, Reed

and Jablonowski (2011b,c) already highlighted that structural differences of models,

such as different physical parameterization suites, produce substantial variance in the

evolution of the initial vortex into a tropical cyclone over ten simulation days.

Of particular interest here is whether there are similarities in the general charac-

teristics of the storm when comparing the simple-physics and full-physics results of

all dynamical cores. Figure 6.5 reveals such similarities. For example, the simple-

physics simulations at the highest resolution with the FV and SE models produce

more intense storms with smaller RMW in comparison to the cyclones in the EUL

and SLD experiments. The RMW is always the widest in EUL as also shown later for

other resolutions. In addition, the SE dynamical core produces the strongest storm
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Figure 6.5: Same as Fig. 6.2 but for the simple-physics simulations.
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by day 10, as seen by the maximum wind speed. When comparing the characteristics

of the wind speeds in the vertical direction in Figs. 6.5 and 6.2, it is evident that

the strong winds in the FV and SE models reach higher up into the atmosphere in

both the simple-physics and full-physics experiments, despite the identical vertical

grid and number of levels in all models.

Figure 6.6 presents the time evolution of the minimum surface pressure for each dy-

namical core and resolution with simple-physics, and can be compared to the charac-

teristics of the full-physics runs in Fig. 6.3. Generally speaking, the storms in FV and

SE at all “equivalent” resolutions, according to the climate analysis by Williamson

(2008a) (e.g. 0.25◦ and T340 are equivalent), are stronger than the storms in EUL and

SLD. The SE package consistently produces more intense tropical cyclones. In addi-

tion, EUL generates stronger storms than SLD, except this similarity does not hold at

the highest T340 resolution in the full-physics simulation. This general behavior could

be related to the diffusion characteristics of the dynamical cores, since SLD is likely

affected by enhanced numerical diffusion due to the semi-Lagrangian interpolations

and its decentering mechanism. However, more in-depth analyses are necessary to

test this hypothesis. As an aside, we note that the simple-physics simulations contain

more temporal variations in the storm intensity in comparison to full-physics runs,

as seen by the evolution of the minimum surface pressure in Fig. 6.6. It is likely that

these variations are partially a result of the reduced nature of the precipitation pro-

cesses in simple-physics since the large-scale condensation parameterization is either

active or not depending on supersaturation.

Figure 6.6 shows that for each dynamics package as the resolution increases so does

the intensity of the storm. This is furthermore evidenced by the day-10 maximum

wind speed at 100 m and minimum surface pressure values provided in Table 6.5.

When compared to Table 6.4, the maximum wind speeds at 100 m in Table 6.5 are

often of the same order despite larger values for the minimum surface pressure. This
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Figure 6.6: Same as Fig. 6.3 but for the simple-physics simulations.
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can be attributed to differences in the storm’s structure, mainly the location of the

RMW and the lower height of the wind maximum in the simple-physics experiments.

The lower height of the maximum wind speed thereby impacts the interpolated wind

speeds at 100 m. In addition, Fig. 6.6 displays that the onset of the intensification,

shown by the deepening of the minimum surface pressure, occurs sooner as the res-

olution increases within each dynamical core. There is no sign of convergence with

resolution for any of the dynamical cores with simple-physics. The latter two aspects

are also present in the full-physics simulations. Figure 6.6 appears to provide addi-

tional evidence that smaller grid spacings are required for the EUL and SLD models

to produce comparable results to the FV and SE packages. For example, the EUL

and SLD T170 simulation produce similar intensities by day 10 as the FV 1.0◦ and

SE ne = 30 simulations. Again, we speculate that this general characteristic might be

related to the very different nature of the numerical discretizations. Both the FV and

SE models utilize a local discretization technique in the horizontal directions which

might be more favorable for the representation and intensification of such a localized

storm in comparison to the global spectral method in EUL and SLD.

Table 6.5: Same with Table 6.4 but for the simulations using simple-physics with each
dynamical core and resolution.
Model Resolution MSP MWS Location

(hPa) (m s−1)
FV 1.0◦ × 1.0◦ 980.04 30.77 (170◦E, 25◦N)

0.5◦ × 0.5◦ 962.45 42.87 (169◦E, 24.5◦N)
0.25◦ × 0.25◦ 937.86 73.34 (169◦E, 24.5◦N)

SE 30 964.95 42.97 (167◦E, 33.81◦N)
60 951.22 50.11 (168.5◦E, 30.41◦N)
120 921.29 76.61 (169.5◦E, 27.71◦N)

EUL T85 1003.10 15.0 (168.75◦E, 24.51◦N)
T170 978.28 33.40 (172.27◦E, 27.02◦N)
T340 953.71 48.36 (169.80◦E, 30.38◦N)

SLD T85 1002.75 14.29 (170.16◦E, 27.31◦N)
T170 987.58 25.32 (168.05◦E, 27.72◦N)
T340 975.24 38.22 (166.64◦E, 28.27◦N)
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Figure 6.7: Snapshot of the tropical cyclone at day 10 for FV, SE, EUL and SLD
with simple-physics at the remaining horizontal resolutions (as labeled,
with L30) not shown in Fig. 6.5. The results are displayed as a longitude-
height cross section of the wind speed through the center latitude of the
vortex as a function of the radius from the vortex center.
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To complete the overall assessment Fig. 6.7 displays the day-10 longitude-height

cross sections of the wind speed at the lower resolutions not shown in Fig. 6.5 for all

four dynamical cores. When comparing the results in Fig. 6.7 with the right column

of Fig. 6.5 is is evident that as the horizontal resolution increases the simulated storm

becomes more intense and compact. Again, when comparing dynamical cores, but

now the storm structure, it appears that the EUL and SLD T170 simulations are

similar to the FV 1.0◦ and SE ne = 30 simulations and the EUL and SLD T340

simulations are similar to the FV 0.5◦ and SE ne = 60 simulations. This is consistent

with the results seen earlier in Fig. 6.6. Note, in agreement with Fig. 6.6, the EUL

and SLD T85 simulations fail to develop in the 10-day simulation. This is in contrast

to CAM 5 full-physics simulations in which the EUL and SLD T85 storms do develop

somewhat during the ten simulation days.

In summary, many general characteristics of the simple-physics simulations with

all four dynamical cores are consistent with those seen in CAM 5 full-physics ex-

periments. This encourages us to suggest that simple-physics provides a suitable

physics parameterization suite to compare the impact of numerical schemes, meshes

and diffusion properties on tropical storms or other flow fields.

6.5.3 Ensemble simulations

Our final assessment of the simple-physics suite analyzes the spread of the simula-

tions due to small perturbations. Such ensemble runs evaluate the robustness of the

unperturbed control simulation presented earlier, and provide valuable information

about its uncertainty. This emphasizes that a single deterministic simulation without

an uncertainty estimate has only limited significance.

This section presents the results of 11 ensemble simulations with the FV dynamical

core with simple-physics. The 11 ensemble simulations consist of the control case with

unperturbed initial conditions, eight simulations with random perturbations to the
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initial conditions and two simulations in which the longitudinal position of the center

of the control vortex is shifted by ∆λ/2 and ∆λ/4. The eight perturbation simulations

are initialized with the control vortex that is overlaid with random small-amplitude

perturbations of the initial global zonal and meridional wind velocities. The random

perturbations are at most ±0.4 m s−1. The simulations with the shift in the initial

location of the vortex center produce small, more systematic variations in all initial

fields, since they are analytically evaluated at the grid point locations. In particular,

it means that the center of the vortex now no longer coincides with a FV grid point.

These shifts thereby mimic the uncertainty related to the choice of the computational

grid. This choice of ensemble simulation is consistent to the initial-data uncertainty

runs shown in Reed and Jablonowski (2011c) for FV simulations with the full CAM

5 physics suite. Note, that the parameter-uncertainty runs in Reed and Jablonowski

(2011c) are not repeated in this paper, as the study demonstrated that there is no

distinction between the initial-data and parameter uncertainty results.

Figure 6.8 displays the time evolution of the maximum 100 m wind speed of the

simple-physics ensemble runs with FV at the horizontal resolutions (a) 1.0◦, (b) 0.5◦

and (c) 0.25◦. The control case is represented by the bold blue line, the eight runs

with random perturbations to the initial wind speeds are represented by the red

lines and the two runs with the shift in the initial center longitude of the vortex are

represented by the green lines. It is evident from Fig. 6.8 that the spread in the

simulations increases with increasing resolution. In fact, at the lowest 1.0◦ resolution

there is almost no spread due the random perturbation simulations and the spread

is only due to the simulations with the shift in the initial longitude of the center of

the vortex. When compared to the CAM 5 FV simulations in Reed and Jablonowski

(2011c) (their Fig. 8), the variations in the ensemble simulations with simple-physics

are smaller at 1.0◦ and 0.5◦. However, the variance at the horizontal resolution of 0.25◦

seems to be comparable for the CAM 5 full-physics and simple-physics simulations.
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Figure 6.8: Time evolution of the maximum wind speed at 100 m of the ensemble
simulations with simple-physics at FV (a) 1.0◦, (b) 0.5◦ and (c) 0.25◦

with L30. The bold blue line represents the unperturbed control case,
the red lines represent the eight runs with random perturbations to the
initial zonal and meridional wind speeds and the green lines represent the
two runs with the shift in the initial center longitude of the vortex.
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In addition, as the resolution increases the onset of the spread occurs earlier in the

evolution of the vortex. At the higher resolutions there is no distinction between the

two types of initial-data uncertainty.

Figure 6.9: Time evolution of the minimum surface pressure (top) and maximum wind
speed at 100 m (bottom) of the control case at the horizontal resolutions
of the FV 1.0◦ (red), 0.5◦ (green) and 0.25◦ (blue) with simple-physics
(L30). The solid line represents the unperturbed control case, the dashed
lines represent the variance as determined by the ensemble RMSD.

Figure 6.9 represents the spread in the simple-physics simulations as the root-

mean-square deviation (RMSD) of the eight initial-data ensemble simulations from

the control simulation. The evolution of the (a) minimum surface pressure and (b)

the maximum 100 m wind speed for the control run are shown as the solid line and

the dashed lines represent the ensemble RMSD from the control case at any given

time. Again, the increase in spread with resolution is obvious in both the minimum

surface pressure and the maximum wind speed. From Table 6.6, which shows various
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Table 6.6: Various ensemble characteristics for the minimum surface pressure and
the maximum wind speed at 100 m for the simple-physics ensemble simu-
lations at 1.0◦, 0.5◦ and 0.25◦ (L30): maximum absolute spread among all
ensemble members, root-mean-square deviations (RMSD) of 10 ensemble
members to the control simulation at day 10, and the maximum RMSD
during the 10-day simulation.

Minimum surface pressure
Max spread RMSD at day 10 Max RMSD

1.0◦ × 1.0◦ 11.05 hPa 1.68 hPa 3.46 hPa
0.5◦ × 0.5◦ 8.73 hPa 3.45 hPa 5.74 hPa

0.25◦ × 0.25◦ 16.69 hPa 1.71 hPa 8.87 hPa

Maximum wind speed
Max spread RMSD at day 10 Max RMSD

1.0◦ × 1.0◦ 7.57 m s−1 0.70 m s−1 2.05 m s−1

0.5◦ × 0.5◦ 7.98 m s−1 4.74 m s−1 4.74 m s−1

0.25◦ × 0.25◦ 12.13 m s−1 4.62 m s−1 5.99 m s−1

ensemble characteristics, it is evident that the maximum RMSD increases with resolu-

tion for both the surface pressure and wind speed. The table also shows that in most

cases the absolute spread among the ensemble members increases with resolution as

well. We define the absolute spread as the maximum deviation between all ensemble

members at any given snapshot in time.

Figure 6.9 provides a sense of the robustness of the control case. At all resolutions,

the control case provides a reasonable representation of the tropical cyclone. There-

fore, the differences between the dynamical cores discussed in the previous section

are valid even when including initial-data uncertainty. The simple-physics experi-

ments produce a smaller ensemble spread, especially at the lower resolutions, than

corresponding CAM 5 full-physics simulations. This is likely a result of the reduced

complexity of the simple-physics forcing. Based on these ensemble results we again

conclude that the simple-physics suite provides a suitable test scenario for dynamical

core evaluations with moisture processes.
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6.6 Summary and conclusions

This paper introduced a reduced-physics parameterization suite for AGCMs that

we call “simple-physics”. Simple-physics is intended to serve as a test scenario of

intermediate complexity in order to build bridges between dry dynamical core assess-

ments and moist full-physics aqua-planet and AMIP studies. Such an intermediate-

complexity assessment is a missing link in the current test hierarchy, especially when

evaluating the impact of the dynamical core on moist AGCM simulations.

The simplified physics suite includes parameterizations of bulk aerodynamic sur-

face fluxes for moisture, sensible heat and momentum, vertical diffusion in the bound-

ary layer, and large-scale condensation. It thereby contains the important driv-

ing mechanisms for tropical cyclones that serve as a specific test case. However,

the simple-physics setup can also be used for other flow fields such as the analysis

of mountain-induced precipitation patterns. The aims of the paper were threefold.

First, we introduced all details of the simple-physics parameterization suite to ensure

that it can be implemented in other models. Second, we implemented the simple-

physics suite in the four dynamical cores FV, SE, EUL and SLD of NCAR’s CAM 5

model, and utilized an idealized tropical cyclone test case to demonstrate the general

characteristics of the simple-physics experiments. These simplified simulations were

motivated by the observation that the choice of the AGCM dynamical core has a sub-

stantial impact on deterministic tropical cyclone simulations with full-physics CAM

5 in aqua-planet mode. The overarching questions were whether there are general

similarities between the simple-physics and full-physics tropical cyclone simulations,

and if yes whether simple-physics experiments can help shed light on the highly non-

linear physics-dynamics interplay. This might help disentangle the impact of the

dynamical core in moist simulations which is difficult to evaluate in isolation in com-

plex full-physics experiments. Third, we estimated the uncertainty of the simulations

via a perturbed initial-data ensemble approach. The latter provides insight into the
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robustness of the tropical cyclone simulations and the simple-physics test scenario.

As expected, the simple-physics and full-physics tropical cyclone simulations show

distinct differences in the structure, intensity and path of the developing storm over

the 10-day simulation period. In general, the simple-physics suite produces weaker

and smaller storms. These differences are due to the simplicity of the simple-physics

suite and not the focus of the discussion here. Rather, the following key results were

obtained which focus on the general characteristics and similarities of the simulations

with both simple-physics and full-physics.

• At the highest resolutions used in this study, FV at 0.25◦, SE at ne = 120,

EUL at T340 and SLD at T340, all four dynamical cores produce a tropical

cyclone by day 10. However, there are significant differences among them that

are triggered by the dynamical core and its physics-dynamics interactions.

• The tropical cyclone in the FV at 0.25◦ and SE at ne = 120 simulations is

stronger and more compact (smaller RMW) by day 10 when compared to the

EUL and SLD T340 experiments. The storm in the SE simulations is always

the strongest. EUL always shows the widest RMW.

• Within each dynamical core the simulated storm becomes more intense and

compact with increasing resolution. There is no sign of convergence. With

increasing resolution the intensification of the tropical cyclone occurs earlier in

the simulation.

• The uncertainty of the simple-physics simulations is reduced at lower resolutions

in comparison to full-physics runs. At high resolutions with about 28-39 km

grid spacings the uncertainty is comparable. This is likely an advantage of the

simple-physics package and implies that simulations with the control vortex in

the dynamical core comparisons are robust.
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• The results suggest that EUL and SLD require decreased grid spacings to pro-

duce comparable results to lower-resolution experiments with FV and SE.

We suggest that the combination of simple-physics and the analytic vortex ini-

tialization technique provides a suitable basis for a test case of intermediate com-

plexity for AGCMs. Such a test case is currently absent in the hierarchy of AGCM

evaluations and developments. Using the unique framework of CAM 5 with its four

dynamical cores this study has shown that the test case might be a suitable candidate

for dynamical core intercomparisons.

In addition, previous studies have shown that tropical cyclones are very sensitive to

physics parameterizations which makes intercomparisons of simulations with different

physics packages difficult. The test case presented here allows for simplified process

studies within the physics suite. For example, the sensitivity of the results to the

surface flux formulation or its coefficients can easily be tested. The physics forcings

can also be easily replaced by different mechanisms. This may prove to be useful for

intercomparisons of AGCMs across the community, as the physics parameterization

suites often vary greatly amongst different models. It may also be of particular

importance with respect to the advancements in modern computer architectures that

now enable AGCMs to run at higher resolutions than ever before. At these high

resolutions in the km range, phenomena like tropical cyclones will likely become

resolved features. As a result, it is important that the ability of such AGCMs to

simulate tropical cyclones be tested during the development and evaluation stages.

The test case introduced here might therefore prove to be useful in this manner.

Future work will consist of implementing the intermediate-complexity test case

into other AGCM frameworks to promote model intercomparisons and in-depth anal-

yses of the causes and effects of the modeling choices on moist simulations. In addi-

tion, the use of variable-resolution techniques, such as adaptive mesh refinement, for

AGCMs is becoming a novel model design choice. The test case will be used to aid
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in the development of such techniques.
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CHAPTER VII

Conclusions

With the advancement of modern parallel computer architectures, general cir-

culation models (GCMs) are becoming capable of running operationally at higher

horizontal resolutions than ever before. At horizontal resolutions of 0.5◦ (roughly

55 km near the equator) or finer, GCMs have been successful at simulating extreme

weather events such as tropical cyclones. Over the coming decade the use of GCMs

to simulate such extremes is likely to become even more prominent. Such GCM sim-

ulations will be instrumental in understanding the potential societal and economic

impacts of extreme weather events and how these impacts will evolve over the coming

decades as a result of climate change.

High-resolution GCMs are becoming the tool of choice to evaluate tropical cyclones

in current and future climate conditions. This raises questions concerning the fidelity

of GCMs for tropical cyclone assessments. In particular, the physical and dynamical

components of GCMs need to be carefully evaluated to assess their reliability for

tropical cyclone studies. This includes studying the impact of GCM design choices of

numerical schemes, grid meshes, diffusion properties and physical parameterizations

on simulated storms.

There is no doubt that extreme weather events, such as hurricanes, are among

the most destructive and costliest of atmospheric phenomena. Through the use of
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high-resolution GCMs, it is possible to gain a better understanding of how well these

extreme events can be simulated and what improvements need to be made in GCM

development to improve simulation of tropical cyclones.

7.1 Summary

The work in this thesis investigates the ability of NCAR’s Community Atmosphere

Model CAM to simulate tropical cyclones at high resolutions under various model

configurations. A vortex initialization technique is used to initiate CAM for a series

of process studies that test the reliability of the model’s numerical schemes, physical

parameterizations and horizontal resolution for the simulation of tropical cyclones.

Chapter II introduces the design of idealized tropical cyclone experiments in GCMs

using a vortex initialization that is built upon prescribed 3D fields in an idealized trop-

ical environmental. The evolution of an initially weak, warm-core vortex is investi-

gated over a 10-day time period with varying initial conditions that include variations

of the maximum wind speed and radius of maximum wind. Using the finite–volume

(FV) dynamical core with CAM 3.1 in an aqua-planet configuration sensitivity stud-

ies reveal that the initial wind speed and radius of maximum wind need to lie above a

threshold to support the intensification of the analytic initial vortex at horizontal grid

spacings of 0.5◦ and 0.25◦ (or 55 and 28 km in the equatorial regions). The thresholds

lie between 15–20 m s−1 with a radius of maximum wind of about 200–250 km. In

addition, a convergence study with the grid spacings 1.0◦, 0.5◦, 0.25◦ and 0.125◦ (or

111, 55, 28 and 14 km) shows that the cyclone gets more intense and compact with

increasing horizontal resolution. The 0.5◦, 0.25◦ and 0.125◦ simulations exhibit many

tropical cyclone-like characteristics such as a warm core, low-level wind maxima, a

slanted eyewall-like vertical structure and a relatively calm eye. The 0.125◦ simu-

lation even starts to resolve spiral rainbands and reaches maximum wind speeds of

about 72–83 m s−1 at low levels. These wind speeds are equivalent to a category-5
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tropical cyclone on the Saffir-Simpson Hurricane Scale.

Chapter III explores the impact of the physical parameterization suite on the

evolution of an idealized tropical cyclone using CAM versions 3.1 and 4. The FV

dynamical core with 26 vertical levels in aqua-planet mode is again used to study the

evolution of the idealized vortex at horizontal grid spacings of 1.0◦, 0.5◦ and 0.25◦.

It is revealed in that CAM 4 produces stronger and larger tropical cyclones by day

10 at all resolutions, with a much earlier onset of intensification when compared to

CAM 3.1. At the highest resolution CAM 4 also accounts for changes in the storm’s

vertical structure, such as an increased outward slope of the wind contours with

height, when compared to CAM 3.1. An investigation concludes that the new dilute

CAPE calculation in CAM 4 is largely responsible for the changes observed in the

development, strength and structure of the tropical cyclone.

The impact of the initial-data, parameter and structural model uncertainty on

the simulation of the idealized vortex in CAM is investigated in Chapter IV. A

total of 78 ensemble simulations are performed at horizontal grid spacings of 1.0◦,

0.5◦ and 0.25◦ using two versions of the model, CAM 4 and CAM 5. The ensemble

members represent simulations with random small-amplitude perturbations of the

initial conditions, small shifts in the longitudinal position of the initial vortex and

runs with slightly altered model parameters. At all resolutions storms are produced

with many tropical cyclone-like characteristics. The CAM 5 simulations exhibit more

intense storms than CAM 4 by day 10 at the 0.5◦ and 0.25◦ grid spacings, while the

CAM 4 storm at 1.0◦ is stronger. There are also distinct differences in the shapes

and vertical profiles of the storms in the two variants of CAM.

The ensemble members show no significant distinction between the initial-data

and parameter uncertainty simulations. At day 10 they produce ensemble root-mean-

square deviations from an unperturbed control simulation on the order of 1–5 m

s−1 for the maximum low-level wind speed and 2–10 hPa for the minimum surface
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pressure. However, there are large differences between the two CAM versions at

identical horizontal resolutions. It suggests that the structural uncertainty due to

the different CAM versions is more dominant than the initial-data and parameter

uncertainties in this study. The uncertainty among the ensemble members is assessed

and quantified.

Chapter V examines idealized tropical cyclones in CAM 5 with the spectral ele-

ment (SE) dynamical core. CAM 5 SE successfully simulates tropical cyclones from

the initial idealized vortex at the grid spacings of roughly 111 km, 55 km and 28

km near the equator. The simulated storms become increasingly intense and com-

pact with increasing resolution. At 28 km resolution the simulated cyclone becomes

extremely intense, with minimum surface pressures in the range of 845 to 865 hPa

and absolute maximum wind speeds greater than 100 m s−1. Additional simulations

indicate that the behavior of the physics parameterizations with small time steps

contributes to this intensity.

In Chapter VI a test case of intermediate complexity for atmospheric general

circulation models (AGCM) is introduced. The test case consists of a simple moist

physics suite paired with the evolution of the idealized vortex described in Chapter II.

The simple-physics package includes the parameterizations of bulk surface fluxes for

moisture, sensible heat and momentum, vertical diffusion in the boundary layer, and

large-scale condensation. The impact of the choice of the four dynamical cores that are

part of NCAR’s hydrostatic Community Atmosphere Model CAM 5 on the evolution

of the tropical cyclone is explored. The simulations show that despite the simplicity of

the physics forcings the models develop the tropical cyclone at horizontal grid spacings

of about 55 km and finer. The simple-physics simulations reveal essential differences

in the storm’s structure and strength due to the choice of the dynamical core. Similar

differences are also seen in complex full-physics aqua-planet experiments with CAM

5 which serve as a motivator for this work. The results suggest that differences
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in complex full-physics simulations can be, at least partly, replicated in simplified

model setups. The simplified experiments might therefore provide easier access to

an improved physical understanding of how the dynamical core and moist physical

parameterizations interact. It is concluded that the simple-physics test case has the

potential to close the gap between dry dynamical core assessments and full-physics

aqua-planet experiments, and can shed light on the role of the dynamical core in the

presence of moisture processes.

7.2 Accomplishments and highlights of the research project

7.2.1 Significance

High-resolution GCMs offer an attractive option for simulating the impact of

climate change on tropical cyclone statistics, including storm track, intensity and

tropical cyclogenesis. However, there are concerns of the significance of model design

choices on the ability of GCMs to simulate tropical cyclones. A novel test of the

evolution of an idealized vortex is used to understand the sensitivity to the GCM

resolutions, numerics, model meshes and physical parameterizations. Such process

studies offer a unique opportunity to interpret how these GCM design choices may

impact full tropical cyclone climatologies in high-resolution GCMs.

7.2.2 Relevance and future potential

This project has introduced several methods for evaluating the impact of GCM de-

sign choices on the ability of the model to simulate tropical cyclones. The techniques,

including the vortex initialization and simple-physics package, offer the descriptions

needed in order to be easily implemented by other GCM modeling groups. Such an

intercomparison of different GCMs would be beneficial to understanding how well mul-

tiple GCMs simulate tropical cyclones at adequate resolutions, and what may cause
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differences amongst the models. Furthermore, the intercomparison has the potential

to aid in the development of new numerical schemes and physical parameterizations

that are better suited for the simulation of such extreme storms.

7.2.3 Collaboration

This research project has established a collaboration between the University of

Michigan (UM), the Computation, Computers, Information and Mathematics Center

at the Department of Energy (DOE) Sandia National Laboratories (SNL), the Scien-

tific Computing Group at the DOE Lawrence Berkeley National Laboratory (LBNL)

and the National Center for Atmospheric Research (NCAR). The science team sup-

porting this research was composed of Christiane Jablonowski (UM), Richard Rood

(UM), Mark Taylor (SNL), Michael Wehner (LBNL) and David Williamson (NCAR).

7.2.4 Interdisciplinary research

The techniques and ideas introduced in this research project were developed from

the study of atmospheric science and computer science. This research combines the

study of atmospheric modeling with new high performance computing techniques and

parameterization development. Additional motivation for this research was drawn

from the public policy realm, as understanding the potential societal and economic

impacts of tropical cyclones and how these impacts will evolve over the coming decades

as a result of climate change is extremely important. The success of this research is

based on ability to aid in the development of the next-generation of GCMs in the

area of policy-relevant science.

7.3 Future work

As high-resolution GCMs become increasingly instrumental in evaluations of trop-

ical cyclones in current and future climate conditions, many questions remain. Future
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work will include continued assessment of the ability for current and next-generation

GCMs to simulate tropical cyclones. This work is a continuation of the doctoral re-

search presented in this thesis that utilizes an idealized vortex initialization technique

for GCMs. In particular, this research will investigate how advancements in numerical

schemes, model grids, variable resolution techniques and future approaches to non-

hydrostatic modeling influence the simulation of tropical cyclones within CAM. This

includes continued use of the next-generation SE dynamical core in CAM. Moreover,

the impact of advancements of mesh refinement techniques in GCMs on the simulation

of tropical cyclones will be evaluated.

In addition, future research will assess the impact of advancements in physical

parameterizations on extreme events. As the scales of GCMs become finer it is im-

portant that sub-grid scale parameterizations, including cloud microphysics, cloud

macrophysics, turbulence, and convection, be tested to ensure they perform reliably

during the simulation of extreme events, including tropical cyclones. Furthermore,

it is expected that such a research direction can provide significant insight into the

development of new state-of-the-art GCM physical parameterizations. Such parame-

terizations would be developed with the intent to improve the simulation of extreme

weather events, a crucial aspect that is largely missing from GCM and physical pa-

rameterization development.

Additional research will investigate the impact of climate change on extreme

weather events using NCARs CAM 5 at high resolutions. The initial set-up of these

simulations is already underway in collaboration with Drs. Michael Wehner and

William Collins at LBNL. The experiments will be configured in a manner similar to

the Atmospheric Model Intercomparison Project (AMIP) using prescribed sea surface

temperatures (SST) and radiative gases (Gates, 1992; Gates et al., 1999). The goal

is to gain an understanding of how extreme events, such as tropical cyclones, will be

modified over the coming decades and century as a result of climate change. CAM 5
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will be set up to run with the default FV dynamical core at a horizontal resolution

of 0.25◦, or roughly 28 km near the equator.

The research will evaluate the effect of climate change on tropical cyclones. The

setup of the climate change experiments are as detailed by the U.S. Climate Vari-

ability and Predictability Research Program (CLIVAR) Hurricane Working Group,

which consists of at least twelve modeling groups from around the world. The research

focuses on both climatological and inter-annual variability as it pertains to tropical

cyclones. This includes doubled carbon dioxide and increased SST experiments. A

tropical cyclone tracking algorithm will be utilized to understand the impact of cli-

mate change on tropical cyclone statistics, including tracks, intensity and tropical

cyclogenesis. In addition, the simulations will be used to understand how realistic

individual simulated tropical cyclones are, and how climate change affects individual

characteristics such as size, stages of development and precipitation rates. Such char-

acteristics are often omitted from similar studies because of resolution limitations and

this research will offer a first look within CAM 5. Moreover, the research will inves-

tigate the impact of climate change on other extreme weather events. The potential

to use these simulations for other events, their causes and their societal impacts, are

endless. The proposed phenomena to investigate include floods, droughts, tornadoes,

mid-latitude storms and atmospheric rivers.
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APPENDIX A

CAM Vertical Coordinate

CAM 5 uses the orography-following hybrid σ-pressure coordinates as described

in Simmons and Burridge (1981). The coordinate is a combination of a pure pressure

coordination and a σ-coordinate. The pressure p at a vertical level η is given by

p(λ, ϕ, η, t) = a(η)p00 + b(η)ps(λ, ϕ, t). (A.1)

Here λ and ϕ represent the longitude and latitude, respectively and t is time. The

coefficients a(η) and b(η) are height-dependent and p00 is the reference pressure and

is set to 105 Pa. For discrete representation the L full model levels are bounded by

L + 1 interface levels. The interface levels are specified by the half indices i + 1
2

and

the pressure at each interface is given by

pi+ 1
2

= ai+ 1
2
p00 + bi+ 1

2
ps, (A.2)

where i = 0, 1, 2, ...L. Table A.1 provides the hybrid coefficients for the L =30 levels

used in CAM 5 at each model level interface. The full model coefficients can be

calculated from the linear average of the coefficients at the model interface below and

above.

170



Table A.1: Vertical hybrid coefficients at level interfaces for the CAM 5 30-level setup.
The coefficient ai+ 1

2
represents the pure pressure component and bi+ 1

2

denotes the σ-pressure component, with the subscript i + 1
2

defining the
model interface between two full model levels.

i ai+ 1
2

bi+ 1
2

0 0.00225523952394724 0.
1 0.00503169186413288 0.
2 0.0101579474285245 0.
3 0.0185553170740604 0.
4 0.0306691229343414 0.
5 0.0458674766123295 0.
6 0.0633234828710556 0.
7 0.0807014182209969 0.
8 0.0949410423636436 0.
9 0.11169321089983 0.
10 0.131401270627975 0.
11 0.154586806893349 0.
12 0.181863352656364 0.
13 0.17459799349308 0.0393548272550106
14 0.166050657629967 0.0856537595391273
15 0.155995160341263 0.140122056007385
16 0.14416541159153 0.204201176762581
17 0.130248308181763 0.279586911201477
18 0.113875567913055 0.368274360895157
19 0.0946138575673103 0.47261056303978
20 0.0753444507718086 0.576988518238068
21 0.0576589405536652 0.672786951065063
22 0.0427346378564835 0.753628432750702
23 0.0316426791250706 0.813710987567902
24 0.0252212174236774 0.848494648933411
25 0.0191967375576496 0.881127893924713
26 0.0136180268600583 0.911346435546875
27 0.00853108894079924 0.938901245594025
28 0.00397881818935275 0.963559806346893
29 0. 0.985112190246582
30 0. 1.
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APPENDIX B

Partially implicit implementation of the surface

fluxes

The surface fluxes are implemented with a partially implicit time stepping scheme

to enhance the numerical stability. Here we use the sensible heat flux of temperature

as an example. We start with the time tendency for temperature

∂Ta

∂t
=

CH |~va|(Ts − Ta)

za

. (B.1)

Next, the partial derivative of Ta with respect to t is written as a backward Euler

discretization and the right-hand-side is represented in a partially implicit manner.

T n+1
a − T n

a

△t
=

CH |~v
n
a |(Ts − T n+1

a )

za
. (B.2)

The superscripts n and n + 1 represent the current time step (after the update from

the large-scale condensation scheme) and the future time step, respectively. Note,

that on the right-hand-side of the equation the only variable taken implicitly is Ta.

|~vn
a | is evaluated at the current time step and CH is constant. The equation can now
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be solved for T n+1
a

T n+1
a =

T n
a + CH |~v

n
a |Ts

△t
za

1 + CH |~vn
a |

△t
za

. (B.3)

Similar equations for ua, va and qa can be calculated

un+1
a =

un
a

1 + Cn
d |~v

n
a |

△t
za

(B.4)

vn+1
a =

vn
a

1 + Cn
d |~v

n
a |

△t
za

(B.5)

qn+1
a =

qn
a + CE|~v

n
a |q

n
sat,s

△t
za

1 + CE|~vn
a |

△t
za

, (B.6)

with the time-level dependent coefficient Cn
d . Notice that the second term in the

numerator of Eq. (B.3) is absent in the case of the zonal and merdional wind. This

is because the wind is set to zero at the surface.
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APPENDIX C

Partially implicit implementation of the boundary

layer diffusion

C.1 Zonal velocity

The boundary layer scheme is implemented as follows. Eq. (6.15) is written as

∂u

∂t
= −

1

ρ

∂Fu

∂z
, (C.1)

with Fu = ρ w′u′. The formulations for the meridional velocity, temperature and

specific humidity equations are analogous. Using the hydrostatic equation the vertical

derivative is discretized as

−
1

ρ

∂Fu

∂z
= g

∂Fu

∂p
= g

Fu,+ − Fu,−

p+ − p−
, (C.2)

where the subscripts + and − denote the values at the lower and upper model inter-

faces, respectively. All equations and vertical discretization described in this study

assume a vertical Lorenz (1960) staggering of the variables, where u, v, T and p are

co-located at a full model level. In addition, we assume that p can also be evaluated
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at the model interfaces p+ and p−. Use of other vertical staggering, such as Char-

ney and Phillips (1953) staggering, will require some reformulation of the following

equations.

We now define the subscript k = 1, 2, 3, ..., L that denotes the full model level,

with L being the total number of full model levels. Here, the index k increases from

the model top towards the surface. Then the value of Fu,− at the upper interface of

the model level k can be calculated using Eq. (6.40)

Fu,− = ρ w′u′ = −ρ−Km,−
∂u

∂z
. (C.3)

Using the hydrostatic approximation the equation becomes

Fu,− = g(ρ−)2Km,−
∂u

∂p
. (C.4)

The equation is then discretized in the partially implicit form

Fu,− = g(ρn
−)2Kn

m,−

un+1
k − un+1

k−1

pn
k − pn

k−1

. (C.5)

Again, the superscripts n and n + 1 represent the current time step after the im-

plementation of the surface-fluxes and the future time step, respectively. Note, it is

assumed that the pressure does not change in time within the physics parameteriza-

tions (typical for GCMs). The upper interface density ρ− is calculated with the help

of the ideal gas law

ρn
− =

2 pn
−

Rd

(

T n
k−1 + T n

k

) (C.6)

where the temperature at the interface is approximated via a linear average. The

value for Fu,+ at the lower interface can be evaluated in a similar way

Fu,+ = g(ρn
+)2Kn

m,+

un+1
k+1 − un+1

k

pn
k+1 − pn

k

, (C.7)
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and density ρ+

ρn
+ =

2 pn
+

Rd

(

T n
k + T n

k+1

) . (C.8)

The surface fluxes Fu,L+ are set to zero.

As shown in Boville and Bretherton (2003) and Neale et al. (2010b) Eqs. (C.2),

(C.5) and (C.7) represent a tridiagonal system of the form

−An
kun+1

k+1 + Bn
k un+1

k − Cn
k un+1

k−1 = un
k . (C.9)

Here, un
k represents the variable that has already been updated with the surface flux

(at the lowermost model level). The super-diagonal An
k , diagonal Bn

k and sub-diagonal

Cn
k elements (all at time level n) are

An
k = g2(ρn

+)2Kn
m,+

△t

(pn
k+1 − pn

k)

1

(pn
+ − pn

−)
(C.10)

Bn
k = 1 + An

k + Cn
k (C.11)

Cn
k = g2(ρn

−
)2Kn

m,−

△t

(pn
k − pn

k−1)

1

(pn
+ − pn

−)
. (C.12)

We define the boundary conditions to be

An
L = 0. (C.13)

The boundary condition is zero because the flux from the surface has already been

accounted for in the surface flux parameterization. In addition, at the model top,

index k = 1,

Cn
1 = 0. (C.14)

This ensures that there are no fluxes above the model top.
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The solution to Eq. (C.9) is of the form

un+1
k = En

k un+1
k−1 + F n

k . (C.15)

We now substitute the solution (Eq. (C.15)) into Eq. (C.9)

un+1
k =

Cn
k

Bn
k − An

kEn
k+1

un+1
k−1 +

un
k + An

kF
n
k+1

Bn
k − An

kE
n
k+1

. (C.16)

Therefore En
k and F n

k are found to be

En
k =

Cn
k

Bn
k − An

kEk+1

for L ≥ k > 1, (C.17)

F n
k =

un
k + An

kF n
k+1

Bk − An
kE

n
k+1

for L ≥ k > 1. (C.18)

From the boundary conditions

En
L+1 = F n

L+1 = An
L = 0. (C.19)

Again the lower boundary conditions are zero since the surface flux is computed in

a seperate parameterization. The boundary condition at the top of the model Eq.

(C.14) implies the following condition

En
1 = 0. (C.20)

This boundary condition at the top of the model is the equivalent to setting the fluxes

to zero above the model top. The terms En
k and F n

k can be computed upwards from

k = L. The final step is to solve Eq. (C.15) downward from the top of the model

k = 1 to L.
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C.2 Meridional velocity

The formulations above, including the boundary conditions, are analogous for the

meridional velocity except Eq. (C.15) becomes

vn+1
k = En

k vn+1
k−1 + F n

k . (C.21)

The change in formulation requires a change in the calculation of F n
k for the meridional

velocity. Therefore Eq. (C.18) becomes

F n
k =

vn
k + An

kF n
k+1

Bk − An
kEn

k+1

for L ≥ k > 1. (C.22)

Except for these two changes the formulation of the boundary layer turbulence for

the meridional velocity is identical to that of the zonal velocity explained in detail

above.

C.3 Potential temperature

The implicit implementation of the boundary layer for potential temperature re-

quires more reformulation. Mainly, the calculation of An
k , Bn

k and Cn
k are all altered

as

An
k = g2(ρn

+)2Kn
E,+

△t

(pn
k+1 − pn

k)

1

(pn
+ − pn

−)
(C.23)

Bn
k = 1 + An

k + Cn
k (C.24)

Cn
k = g2(ρn

−
)2Kn

E,−

△t

(pn
k − pn

k−1)

1

(pn
+ − pn

−)
. (C.25)
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Therefore, for potential temperature En
k and F n

k become

En
k =

Cn
k

Bn
k − An

kEk+1
for L ≥ k > 1 (C.26)

F n
k =

Θn
k + An

kF
n
k+1

Bk − An
kEn

k+1

for L ≥ k > 1. (C.27)

Again, this results in a reformulation of Eq. (C.15) for temperature

Θn+1
k = En

k Θn+1
k−1 + F n

k , (C.28)

which leads to the temperature update

T n+1
k = Θn+1

k

(

pk

p00

)Rd/cp

. (C.29)

Note, that the boundary conditions stated in Eq. (C.13) and Eq. (C.14) remain un-

changed.

C.4 Specific humidity

The final component of the boundary layer implementation is the specific humidity

q and the formulation follows closely that of the potential temperature. The calcula-

tions of An
k , Bn

k , Cn
k and En

k are the same as they are for the potential temperature

(Eq. (C.23) - (C.26)). However, the formulation of F n
k (Eq. (C.27)) becomes

F n
k =

qn
k + An

kF
n
k+1

Bk − An
kEn

k+1

for L ≥ k > 1. (C.30)

Finally, the solution of the tridiagonal system for the specific humidity is

qn+1
k = En

k qn+1
k−1 + F n

k . (C.31)
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Again the boundary conditions remain the same, as is the case for potential temper-

ature and the zonal and meridional velocities.
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