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Preface

The lack of improved sanitation is a global crisis, with 2.5 billion people still without
access [1]. The work presented in this dissertation seeks to advance the sustainability
of wastewater treatment systems, taking for granted the provision of such services for
the protection of public health. It is not my intent for this work to be regarded as distinct
from improving access to sanitation in developing communities, but rather to contribute
to this effort by advancing our understanding of how to develop engineering solutions
that match locality-specific needs, that add value to sanitation systems, and that improve

their capacity to endure.

In addressing these and other global concerns [2], it becomes necessary to re-envision
the way we design engineered infrastructure to meet human needs. In the wastewater
field, our use of water as a carrier for human excreta dates back to Roman times, with
modern sewerage networks born out of the mid-19" century London cholera outbreak
and the work of Sir Joseph Bazalgette. Following the installation of collection systems
came recognition of the need for treatment and the observation that oxidation of sewage
reduced its potency [3]. One of the first treatment processes of modern times was the
use of porous earth to filter and aerobically treat sewage [4]. Finally, in the early 1900’s,
Ardern and Lockett discovered that if you aerate sewage in a container, let it settle, and
only replace the supernatant with fresh sewage (thereby leaving the settleable biological
solids in the container), treatment would become much more rapid [5]: thus, the
Activated Sludge process was born, and has since been a cornerstone of wastewater

treatment systems [6, 7].

As we consider the future of our industry, we will undoubtedly continue to take
advantage of the discoveries and inventions that have inspired more advanced
treatment systems over the last half-century (e.g., [8-10]). Beyond improvements to
treatment technology, however, we will also re-consider the design of infrastructure for
the provision of water and sanitation services to a rapidly growing and urbanizing society

[11, 12]. Given that many of the benefits of such redesign may not be immediately or



locally observed, social and economic barriers will continue to deter such innovation. It
is my hope that the work presented here may, in some small measure, contribute to the
development of planning and design processes that will more accurately characterize
sustainability trade-offs of design decisions, and that will empower decision-makers to

achieve harmony among local, regional, and global goals for sustainability.
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Chapter 1
Introduction

We are pushing the Earth’s limits in terms of sustaining a stable global environment, in
particular through anthropogenic activities resulting in climate change, biodiversity loss,
and alteration of the global nitrogen and phosphorus cycles [2]. Sustainability science
and engineering is an emerging field that seeks to address these complex problems
through interdisciplinary and collaborative efforts [13]. The field itself is about the
dynamic interactions between nature and society [14-16], about accepting the
complexity of social-ecological systems [17], and is defined by the challenges it seeks to
overcome (rather than the disciplines it employs) [18]. In the context of wastewater
engineering, the challenges we face include a lack of access to improved sanitation [1],
lack of funding in the face of aging and deteriorating infrastructure [19], decreased
availability of freshwater resources [20], increasingly stringent effluent permit
requirements (e.g., [21]), increasing susceptibility of receiving environments [22], and
emerging performance indicators not traditionally considered in design and operation
decisions (e.g., life cycle greenhouse gas emissions) [23]. As we begin to pursue
sustainability in the wastewater industry, it is important that we reconsider the way we
design wastewater infrastructure, and transition from traditional cost-benefit analyses to
design processes that address environmental, ecological, social, economic, and

functional factors that influence system sustainability [24].

Sustainable design, as a discipline, is in its infancy. Many of the developments in the
field have emerged from Mechanical, Industrial, and Chemical Engineering, gaining
momentum around the concept of green engineering — the design of processes or
products to avoid waste generation [25, 26]. Just as it has been observed that the
majority of product or process costs are determined by the early stages of design [27], it
is believed that the same is true for life cycle environmental impacts [28]. Within Civil
and Environmental Engineering, the need for more sustainable urban infrastructure has
been identified [29-31], with recent efforts including low impact development (LID) for

stormwater management [32], the construction of low energy buildings [33], the



development of construction materials with lesser environmental impacts [34], and the
recovery of resources from waste [11, 35, 36]. In comparison to engineering disciplines
focused on products or production processes, Civil and Environmental Engineering has
arguably made less progress in the development and application of sustainable design
tools and concepts. A contributing factor is society’s reliance on existing infrastructure
and the impetus to maintain its current level of performance at all times. To transition to
more sustainable infrastructure, however, we must create opportunities to re-envision
the provision of civil services to growing populations [31] and develop the tools to

understand the implications of our design decisions.

In the wastewater field, recent advancements in the application of sustainability-thinking
have taken three main forms: (i) resource recovery from wastewater [11, 35, 37], (ii)
considering broader impacts in process or infrastructure selection (e.g., public
acceptance, global warming potential) [24, 38-42], and (iii) expanding appropriate
sanitation coverage globally [43, 44]. Although they often appear independent of one
another in the literature, these three research areas are directly related: to facilitate the
global implementation of appropriate sanitation systems (item iii), it is vital that we
consider what benefit these systems can provide to communities (item i) and understand
their broader impacts (item ii) for installations to be successful (for a more thorough
discussion of sanitation system implementation in developing world scenarios, see [45,
46]). Therefore, the inclusion of broader impacts in wastewater treatment plant (WWTP)
planning and design may promote the adoption of innovative resource recovery
technologies — a synergistic relationship that may facilitate the pursuit of more

sustainable wastewater systems.

Standard components of WWTP projects include performance and cost assessments.
For performance assessments, researchers and practitioners rely on simulators (e.g.,
GPS-X™) to better understand the likely behavior of the WWTP [47]. Recent
advancements in the literature often focus on explicitly characterizing sources of
uncertainty [48] to enable decision-makers to make more informed design choices.
Economic assessments, in addition to being a cornerstone of practice, have also been
applied in the research literature using well-established approaches such as net present
value and life cycle costing [49]. In order to quantify the broader environmental impacts
of a wastewater treatment system, life cycle assessment (LCA) has been widely used —

a tool to quantify the environmental impacts of a given product or process by evaluating
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the emissions resulting from all related processes within the system’s boundary [50].
Due to the standardization of this methodology [51], it has been widely applied with
reasonable consistency in the wastewater literature [38]. In contrast, social factors in
WWTP planning and design are the least standardized, with approaches to ranging from
the use of social metrics in developed world studies (e.g., acceptability to stakeholders
[52]) to a focus on the process of community participation in developing world projects
[45, 46]. Although this array of assessment tools exists, the comprehensive integration
of these tools for WWTP design has not been demonstrated in the literature. In addition
to offering insight into design decisions among traditional treatment technologies, the
integration of these tools would also enable more comprehensive evaluations of
emerging resource recovery technologies to better understand the performance,

economic, environmental, and social implications of their implementation.

Resource recovery from wastewater is not a new concept (e.g., [53]). Typically, three
resources are identified as potentially recoverable from wastewater: water, nutrients,
and energy [24, 35]. Although traditional wastewater treatment strategies do not
preclude utilities from achieving water reuse, their reliance on aerobic chemotrophic
bacteria significantly diminish the potential for energy and nutrient recovery from
wastewater. Considering on-going concerns surrounding climate change and
anthropogenic impacts on nitrogen and phosphorus cycles [2], there is a real need for
technological and strategic developments in the areas of nutrient and energy recovery
from wastewater. Relevant technologies in these areas include anaerobic processes for
methane production [54, 55], anaerobic processes for direct electricity production [56],
nutrient recovery via precipitation as struvite (MgNH,PO,-6H,0) [57], and the use of
phototrophic microorganisms for nutrient assimilation and energy production [58]. [Note:
The term phototrophic microorganism is used here to include both microalgae and
photosynthetic bacteria. Although the term microalgae was once commonly used to
encompass both eukaryotes and bacteria, the term is reserved here for phototrophic,
eukaryotic microorganisms.] Given the need for locality-specific sustainability solutions,
each of these technologies may have circumstances under which they are the most
sustainable alternative.  Anaerobic technologies, in particular, have been widely
implemented across the globe, while struvite precipitation systems have been installed
at WWTPs in recent years to recover nutrients (often) from centrate. There is a long

history of using phototrophic microorganisms for wastewater treatment (e.g., [59]), with



the most common types of phototrophic systems being ponds/lagoons or, more recently,
high rate algal ponds. The goals for such systems tend not to include energy or nutrient
recovery, however, as these systems are often constructed in areas where low
maintenance and construction costs are preferable or a necessity [60]. As a result, the
wastewater industry has very limited experience with the use of phototrophic
bioprocesses for simultaneous wastewater treatment and biofuel feedstock production
(e.g., lipids for biodiesel or biogas, carbohydrates for bioethanol or biogas), and any
future advancements in this technology will require investments from both industry and

academia.

To date, the full-scale implementation of phototrophic resource recovery technologies
has been inhibited by technological barriers that prevent them from being cost-effective
[58], not the least of which is a lack of understanding of phototroph physiology in
engineered processes. Promising elements of phototrophic technologies include the
potential benefits of larger scale installations [61] (e.g., large, centralized WWTPs), and
that their use for energy recovery in wastewater treatment does not preclude the use of
technologies that recover energy via the biochemical oxidation of organic carbon (i.e.,
anaerobic processes). To take advantage of these characteristics, a great deal of
research is required. In addition to required improvements to photobioreactor design
[58] and downstream processing [62], a critical barrier in realizing the potential of
phototrophs for resource recovery from wastewater is a lack of understanding of cell
physiology in engineered bioprocesses — the central focus of the phototrophic work

presented in this dissertation.

To be able to design systems capable of enriching carbon-accumulating phototrophs, it
is necessary to understand the dynamic behavior of these microorganisms and to be
able to model their performance in an engineered process. What we need, therefore, is
to gain a fundamental understanding of the kinetic and stoichiometric behavior of
phototrophic microorganisms in both lit and dark conditions before we can evaluate this
technology with a broader set of sustainability factors. Only with this kind of
understanding will we be able to answer the question whether or not resource recovery
via phototrophic microorganisms is a technology that is consistent with the sustainability

goals of the wastewater industry.



The overarching goal of this dissertation is to advance the sustainability of wastewater
systems. Although concepts surrounding sustainable wastewater infrastructure have
advanced in recent years (e.g., [11, 30, 31, 63, 64]), a defined methodology to develop
designs and elucidate trade-offs across dimensions of sustainability (social, economic,
environmental, functional), space (local, regional, global), and time (present, future) does
not exist. In particular, social barriers have been poorly addressed and there is a severe
lack of integration in quantitative assessments of economic, environmental, and
functional sustainability. This limitation not only impacts the industry’s ability to develop
more sustainable designs and evaluate configuration alternatives, but it also prevents
the comparative evaluation of traditional with emerging technologies in wastewater
management (e.g., the use of phototrophic microorganisms for energy recovery). In
order to address social factors, we have developed a planning and design process for
wastewater treatment systems that is centered on a process of continuous stakeholder
participation (Chapter 3) and that is enhanced through communication tools and lessons
learned from the social sciences literature (Chapter 4). To provide stakeholders with the
best available information in the context of WWTP design, we have also integrated state
of the art tools to assess the performance, cost, and life cycle environmental impacts of
WWTP designs (Chapter 5). Although these tools have been developed independent of
one another in the literature, their integration creates opportunities to elucidate tensions
and synergistic relationships among goals for sustainability. Ultimately, this
methodology and the case study used for its demonstration (Chapter 5) offer insight into
broader themes of WWTP sustainability, improve designs in novel ways, and provide a
framework to evaluate emerging technologies in wastewater management. Finally,
having identified the likely benefits of resource recovery from wastewater via
phototrophic microorganisms but the lack of an understanding of cell physiology in
engineered systems, we have developed a process model (Chapter 6) to enable the
evaluation of phototrophic microorganisms as a resource recovery technology. Through
these efforts, this dissertation advances the sustainability of wastewater treatment
systems by facilitating sustainable design and decision-making in the context of WWTP

design and operation.



Chapter 2
Background

2.1. Sustainable Design

2.1.1. Pillars of Sustainability

Since the publication of Our Common Future [65] by the Brundtland Commission in
1987, the term sustainable has become the centerpiece of a broad movement across
academic disciplines [66] and industry [67]. Although the literal meaning of the term has
been retained (i.e., “the capacity to endure” [68]), it has grown to imply a broader
perspective that acknowledges the interdependence of social, environmental, and
economic systems. Although other perspectives on sustainability science exist (e.g.,
[69]), the tripartite model (social, environmental, and economic pillars) of sustainability
science has continued to be been a core theme in recent years [70]. Despite this fact,
sustainability research in the natural sciences and technology fields has been plagued
by a lack of knowledge integration across these three disciplines [71] (technology data
not shown). In the work presented in this dissertation we structure our discussion using
the tripartite model of sustainability, with the explicit inclusion of performance

characteristics as a core element in the design of engineered systems.

2.1.2. Approaches to Sustainability Evaluations

The IWA Operations and Maintenance specialist group has generated a list of
performance indicators (addressing environmental, personnel, quality of service, etc.) for
the evaluation of WWTPs [23] which has been applied by others to better characterize
both the impact on receiving streams and the cost of wastewater treatment [72].
However, the methodology proposed by the specialist group was meant for the
selection, measurement, and reporting of performance indicators at a fully-operational
WWTP; the process of identifying or pursuing improvements at such a plant was an
afterthought. Apart from this IWA document, there is a body of literature that has sought
to elucidate the sustainability of a given WWTP or treatment process through the use of

various criteria. In particular, life cycle impact assessment (LCA) has been widely used



to estimate environmental impacts [39, 41, 73, 74] and social criteria have been used for
projects in the developing world [46, 75]. The vast majority of this work, however, has
relied on the comparison of alternatives post-design, which limits researchers’ ability to
elucidate tensions between WWTP design and specific environmental and social
impacts. In contrast, this dissertation will integrate assessment tools in such a way as to
enable rapid environmental, cost, and performance evaluations of a given conceptual or
detailed design, which creates opportunities to improve our understanding of how design
and operational decisions (e.g., solids residence time) influence the various aspects of

system sustainability.

Distinct from the LCA and social science literature, it is not surprising that significant
effort has been expended in the optimization of WWTP designs with the objective of
either a minimization of effluent pollutant concentrations (e.g., NH4") or a minimization of
cost. Very recently, however, some studies have pursued the minimization of
environmental impacts [76, 77], where environmental impacts are placed in the objective
function of a single- or multi-objective optimization problem. Biswas and colleagues
used a multi-objective optimization methodology for WWTP process selection that
included an “environmental cost” constraint, but this parameter was essentially a
treatment reliability constraint (they did not evaluate environmental impacts) [78]. To
date, no sustainable design methodology has been published that integrates emerging
concerns for environmental and social sustainability with traditional considerations of
cost and performance in such a way as to create opportunities for innovation. To do
this, a comprehensive framework must be assembled that creates flexibility in design
conceptualization (i.e., not impose new constraints or objective functions) while providing
a structured framework for comparative assessments. This is a central objective of the
sustainable design methodology developed in this dissertation, which is presented in
Chapters 3-5.

2.1.3. Resource Recovery from Wastewater

As we pursue more sustainable wastewater systems, however, it is important to note
that there is no single technology or process that will always be optimal: sustainability is
subject to locality-specific considerations [79] that may include land availability, permit
requirements, and stakeholder acceptance of WWTP unit processes and recovered
resources. By first focusing on what can be recovered from wastewater (rather than

what must be removed), wastewater infrastructure may begin to be described as
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resource recovery systems [24]. This shift in thinking may allow wastewater
management systems to not only mitigate environmental impacts and protect human
health, but to also have a net benefit for the environment [80]. As we consider the need
for locality-specific solutions to wastewater management, it should not be surprising that
the sustainability of resource recovery from wastewater will vary from plant to plant.
Wastewater is a renewable resource from which water [11, 81], energy [56, 82], and
materials [37, 83-85] can be recovered [11, 35]. The most common drivers to achieve
resource recovery include a local need for such resources (e.g., water reuse in
Singapore [86]) or to generate revenue or offset costs (e.g., on-site energy recovery
[87]). Recent LCAs typically demonstrate that resource recovery also results in net
reductions in broader environmental impacts in localities where and end use for such

resources exists [38].

Although it has been speculated that the use of wastewater would reduce the broader
environmental impacts of phototroph-to-biodiesel production processes [88], it is
unknown how phototrophic bioprocesses would influence the life cycle environmental
impacts of wastewater treatment systems. Although phototrophic microorganisms may
appear to have enormous potential for energy and nutrient recovery from wastewater
[89], we must develop a much more thorough understanding of the performance of
bioprocesses designed for this purpose before we can actually estimate the net
environmental impacts of the use of phototrophs for resource recovery from wastewater.
The work presented in Chapter 6 of this dissertation will help fill this knowledge gap and
contribute to future assessments of the relative sustainability of this emerging

technology.

2.2. Bioprocess Modeling

2.2.1. Current Approaches to Wastewater Bioprocess Modeling

The first presentation of the widely adopted International Water Association (IWA)
Activated Sludge Model No. 1 (ASM1) was in 1987 [90]. Since that time the ASM series
has grown to include ASM2 [91] and ASM2d [92] for the modeling of enhanced biological
phosphorus removal (EBPR), and ASM3 [93] to include organic carbon storage by all
heterotrophs. The ASMs are pseudo-mechanistic, deterministic models that simulate
biological wastewater treatment through the characterization of specific processes (e.qg.,

aerobic heterotrophic growth) using a set of state variables (e.g., readily biodegradable



substrate, Ss). In general, the wastewater industry relies heavily on the ASMs and they
are widely applied by researchers, consultants, and utility personnel to improve
treatment efficiency, design new WWTPs, and simulate process changes and upsets. A
pseudo-mechanistic model for anaerobic digestion (Anaerobic Digestion Model 1,
ADM1) has also been developed [94, 95] and is increasingly used. The ASMs cannot
directly link with ADM1, however, because they use different state variables. A fact that
presents a challenge for plant-wide modeling and that must be overcome for any new

bioprocess models.

To develop plant-wide models that include both activated sludge and anaerobic
digestion processes, integration techniques for ASMs and ADM1 have been developed.
At present, there are three main approaches to plant-wide dynamic WWTP modeling:
(1) the interfaces approach [96-99], (2) the standard supermodel approach [100, 101],
and (3) the tailored supermodel approach [102]. A summary of these approaches can
be found in Grau et al. [103]. A number of software packages are commercially
available for whole-plant simulations (e.g., GPS-X™, BioWin, WEST®), taking
advantage of both the interfaces (e.g., GPS-X™) and supermodel (e.g., BioWin)
approaches for whole-plant modeling. Although the supermodel approach is sometimes
used in practice, there are two key benefits in the use of interfaces: (i) modelers can use
well-established models like the ASMs and ADM1, and (ii) new models for innovative
unit processes can simply be added to an existing WWTP model with transformers
(rather than having to develop an entirely new supermodel). Although developing state
variable transformers (to interface between one model and another) may present
challenges [103], supermodel approaches require the development of new state
variables and processes which can be a significant barrier to the adoption of new
models. The interfaces approach, therefore, is particularly useful in the development of
new models (e.g., for phototrophic microorganisms) and their coupling with existing
activated sludge and digestion models for whole-plant modeling. As such, this approach
was used for the development of the phototrophic process model for stored lipids (Xtac,
which may be converted to X, in ADM1) and carbohydrates (Xpg, which may be
converted to Xsy in ADM1) in Chapter 6 of this dissertation.

2.2.2. Lumped Sum Metabolic Models
As we consider where to begin in the development of new bioprocess models, one of the

areas identified as having not received sufficient attention in wastewater modeling is the
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use of lumped sum metabolic models [104]. Lumped sum metabolic models are distinct
from metabolic flux models in that the latter are developed for in silico modeling of gene
expression across an organism’s genome while the former focus on inputs and outputs
of metabolisms to enhance bioprocess understanding [104, 105]. In the field of
wastewater treatment, lumped sum metabolic models have been particularly helpful in
understanding experimental observations of competition between polyphosphate
accumulating organisms (PAOs) [106-109] and glycogen accumulating organisms
(GAOs) [110, 111], and in the modeling of other organisms subjected to feast/famine
conditions [112, 113]. To date, however, metabolic models of phototrophic metabolisms
have been limited to flux models [114, 115], with the intent of evaluating metabolic
engineering strategies for biofuel development. In contrast, Chapter 6 of this
dissertation introduces a lumped sum metabolic model for phototrophic unit processes
that is consistent with current wastewater bioprocess modeling approaches. In addition
to enabling its incorporation into existing WWTP simulators, this approach also enables
users to add well-established chemotrophic models (e.g., ASM2d) to better understand
competition and synergies among microorganisms that would likely be present in a
WWTP setting.

2.2.3. Modeling Uncertainty

There are a number of sources of uncertainty in WWTP modeling that include the
context (or boundary identification), inputs, parameters, and both the structure and
implementation of the model itself [116]. Commonly discussed sources include influent
characteristics and fractionation [117], biomass kinetic parameters [118, 119], and even
biomass stoichiometry [120-122]. In an effort to account for these uncertainties,
researchers commonly use methods such as Monte Carlo to determine model outputs
based on a range and distribution of model inputs [48, 117, 123-126]. Among other
advantages of including uncertainty analysis in design refinement is the ability to perform
risk-based probabilistic design which may offer economic advantages to WWTPs by
reducing capital investments while considering trade-offs such as risk of non-compliance
with permit requirements [123, 125, 127]. At the very least, however, performing
uncertainty analyses enables designers to more robustly characterize the likely
performance of a process or treatment plant and more explicitly address specific sources

of uncertainty in design [48].
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Beyond process modeling and predictions of effluent quality and costs, uncertainty
assessments have been limited in wastewater literature. In particular, published
wastewater LCAs have seemed to rely exclusively on either (i) real data from a WWTP
(e.g., [73, 128]) or (ii) a single set steady-state simulation (e.g., [129, 130]). Although
sensitivity analysis is a key component of LCA, it is typically only applied to the inventory
and impact assessment stages in wastewater LCAs. The application of uncertainty
assessment to account for WWTP modeling uncertainties, therefore, has been severely
lacking in the wastewater literature. In contrast to past wastewater LCAs, this
dissertation will introduce a framework that combines state-of-the-art approaches for
wastewater uncertainty assessment with LCA (Chapter 5) to better understand the

broader environmental impacts of design and operations decisions.

2.3. Phototrophs as an Emerging Technology

2.3.1. A Role for Phototrophic Microorganisms in Resource Recovery

The role of phototrophic microorganisms as a resource recovery technology in
wastewater management dates back to the 1950’s in published literature by Oswald and
colleagues [131] at the University of California, Berkeley. These researchers
recommended the harvesting of phototrophic microorganisms from stabilization lagoons
for anaerobic digestion [131, 132], and even experimentally investigated the coupling of
phototroph production with anaerobic digestion in a completely closed system (except
for light transmission into the reactor) [133]. Although these studies achieved their
intended result, there was little follow-up in the academic literature in the 1960’s and
1970’s, and researchers were skeptical about the benefit of using phototrophic
microorganisms for the generation of renewable energy (in the form of methane)
because of nutrient, water, and land requirements [134]. It was clear at the time,
however, that phototrophs did have the potential to provide agriculture with an
appreciable supply of fertilizer, and it was hypothesized that lipid accumulation might

improve the feasibility of energy recovery [135].

Advances since the work of Oswald and colleagues include (i) further investigation of
algal biomass in anaerobic digesters [136-140], (ii) the use of algae in MFCs [141-143],
(iii) the “revival” of the closed system concept tested by Oswald and Golueke [133] but
with the inclusion of a MFC [144], and (iv) the accumulation of lipids in phototrophic

microorganisms for the production of biodiesel [58, 62]. In particular, research into lipid
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accumulation [145-148] and processing to biodiesel [58, 61, 62, 149] has exploded in
recent years because of its potential implications for transportation-based fuels [150].
Although the production of biodiesel from phototrophic microorganisms results in life
cycle environmental impacts throughout the production chain [61], the potential use of
wastewater as a source of nutrients and water has been identified as an opportunity to
reduce the life cycle environmental impacts of the production process [88].
Experimentation and modeling of phototrophs in this context, however, has been

severely limited.

2.3.2. Organic Carbon Storage in Phototrophic Microorganisms

The key to energy recovery via phototrophic microorganisms is their ability to convert
light energy and carbon dioxide (CO,) into organic carbon. Organic carbon in a cell is
largely associated with macromolecules including proteins, polysaccharides, lipids, and
nucleic acids. Of particular relevance to energy recovery is the ability of phototrophic
microorganisms to accumulate both lipids [146, 151] and polysaccharides [152, 153] for
intracellular energy storage. Despite the advantages of polysaccharide accumulation
coupled with anaerobic digestion [136], the vast majority of energy-recovery research
has focused on lipid accumulation [62, 154, 155]. Among lipid-accumulation studies,
most have used pure cultures of phototrophic microorganisms and synthetic algal media
[145, 148, 156, 157] which have little relevance to wastewater. More recent studies
have used actual wastewaters for cultivation [158], with researchers using both pure
cultures (e.g., [159]) and mixed consortia (e.g., [160]) in experimentation. One of the
key challenges in trying to predict the life cycle environmental impacts, performance, and
cost of this technology, however, is that the vast majority of published work in this field is
limited to data collection on the timescale of days (e.g., once per day [159-161] or even
less frequent [162-164]). Despite the fact that researchers regularly draw conclusions
about the kinetics of growth and carbon storage from such experiments — ultimately
leading to speculation about the full-scale design of such processes (see examples
summarized in [158]) — the lack of regard for diurnal cycles and the dynamics of growth,
organic carbon storage, and organic carbon mobilization result in a severely limited
understanding of the performance (and potential) of such systems. [Note: The term
dynamic is used here to characterize a process or behavior that changes in response to
changing environmental conditions (e.g., a change in growth rate as nutrients are

depleted).] It is important to note that WWTPs have their own range of wastewater
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compositions and (justifiably) operate using enriched rather than pure cultures. As a
result, phototrophic microorganisms grown in wastewater will have to compete with
heterotrophic bacteria, ammonia and nitrite oxidizing bacteria, and predators in a non-
ideal nutrient stream. These complicating factors will undoubtedly impact the
performance of phototrophic microorganisms and their potential for energy recovery in
wastewater management — a key driver for the phototrophic process model developed

as part of this dissertation (Chapter 6).

Much of the earliest research on macromolecule content in phototrophic microorganisms
stems from its use as a dietary supplement in mariculture [165], the cultivation of marine
organisms for food and other products. In comparisons of phytoplankton species for
their nutritional value, researchers in the 1980’s recognized that the dynamics of organic
polymer storage in phototrophic microorganisms were both a function of species and
growth phase (stationary versus exponential growth) [152]. Although the vast majority of
research since that time has focused on lipid accumulation, some observations have
also been related to polysaccharide accumulation. In particular, intracellular
polysaccharide accumulation has been linked to nutrient-rich growth under light
conditions [166] with a positive correlation with light intensity [167], and in nitrogen-
deplete, lit conditions [152, 153]. Under dark conditions stored polysaccharides fuel
protein synthesis and cell division [168], and their degradation has also been observed
in light under nitrogen and sulfate limited conditions in cyanobacteria [166]. Beyond
these observations, however, there is little known about mechanisms for enhanced

polysaccharide accumulation in phototrophic microorganisms.

Courchesne and colleagues [155] classify ongoing research strategies for enhanced lipid
production by phototrophic microorganisms into three categories: (i) biochemical
engineering — manipulating environmental conditions to create physiological stress such
as nutrient starvation or high salinity to channel metabolic fluxes to lipid accumulation,
(ii) genetic engineering of metabolic genes — modifying a cell’'s genome to overexpress
one or more key enzymes (especially rate-limiting enzymes) to channel metabolites to
lipid biosynthesis in recombinant microalgal strains, or (iii) genetic engineering of
regulatory elements — modifying a cell’'s genome to overexpress transcription factors
regulating the metabolic pathways involved in the accumulation of target metabolites.
The challenges associated with genetic engineering include the need for axenic cultures

[169], the expense of gene modification, and the lack of public acceptance [170]
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associated with genetically modified organisms. Biochemical engineering, on the other
hand, merely takes advantage of natural characteristics of a given set of microorganisms

— an approach relied upon in chemotrophic wastewater bioprocesses.

The design of wastewater treatment processes is based on the fundamental principle
that we can create the physiological conditions that select for the microorganism function
we desire. An example of this concept can be seen in the selection for polyphosphate
accumulating organisms (PAOs) at enhanced biological phosphorus removal (EBPR)
WWTPs. By first exposing mixed liquor (a solution of suspended WWTP biomass) to
anaerobic, simple carbon-rich conditions and then to aerobic, carbon-limited conditions,
a treatment system will enrich for PAOs because their metabolism will give them a
competitive advantage over most other microorganisms (assuming appropriate solids
retention time, pH, etc.). This process of enrichment allows for the cultivation of diverse
communities of microorganisms that will perform a desired function and offer a level of
functional redundancy that may enhance performance stability [171]. Therefore, as we
consider how best to pursue enhanced intracellular carbon storage as a tool to achieve
resource recovery from wastewater, it seems logical to begin with the biochemical

engineering approach.

In the application of this approach to phototrophic microorganisms, there are three
environmental conditions that are particularly relevant: (i) lit, nutrient-replete conditions
under which cells grow and multiply, (ii) lit, nutrient-deplete conditions under which cells
reduce their rate of division and accumulate intracellular organic carbon, and (iii) dark
conditions under which cells switch to aerobic, chemoheterotrophic growth and degrade
intracellular storage products. Although nitrogen limitation is the most commonly
reported trigger for lipid-accumulation in phototrophic microorganisms, phosphorus and
other nutrient deficiencies have also been reported to induce lipid accumulation (as have
temperature, light, and salinity) [146, 154, 172]. The trade-off in subjecting cells to
nutrient-limited conditions, however, is that cells decrease their rate of division (and
possibly polysaccharide accumulation) which will have implications for total energy
recovery and nutrient uptake [155]. As we continue to investigate the potential for
phototrophic microorganisms as a resource recovery technology in wastewater
treatment, it is vital that we consider the role cell physiology will play in intracellular lipid

and polysaccharide storage and nitrogen and phosphorus assimilation.
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2.3.3. Modeling Phototrophic Microorganisms

The study of phototrophic microorganisms has a long history that has stemmed from
concerns of harmful blooms in marine [173] and freshwater [174] aquatic environments.
In particular, there has been extensive research surrounding the environmental
conditions that promote harmful blooms (e.g., [175, 176]). Seemingly separate from
these studies has been the pursuit of engineered systems that use phototrophs. In the
wastewater industry, the use of phototrophic microorganisms has principally been in
waste stabilization lagoons — facultative systems (containing both aerobic and anaerobic
zones) that have been traditionally designed based on empirical considerations [59]. In
addition to the treatment of raw sewage and primary effluent, phototrophs have also
been used in tertiary treatment to either inactivate pathogenic organisms (e.g., in
maturation ponds) [177] or to achieve nutrient polishing (often, but not exclusively, using
biofilm-based systems) [178-180]. One barrier to innovation in these systems, however,
has been their apparent simplicity. Lagoons and ponds are often presented as low-cost,
low-tech, low-maintenance options (as compared to activated sludge systems) — so why
add complexity to a system whose advantage is simplicity? Additional challenges to the
development of wastewater treatment models for lagoon- and pond-based systems are
that (i) they are often unmixed and (ii) light presents a unique challenge because it
cannot be mixed. As a result, spatial differences in nutrient concentrations, temperature,
light intensity, etc., add enough complexity and variability from locality-to-locality to deter
modeling efforts. Therefore, one challenge we face in developing innovative phototroph-
based wastewater treatment systems is a lack of well-proven, widely-adopted

phototrophic wastewater process models to predict system performance.

Recent advances in the modeling of phototroph-bacterial wastewater treatment systems
include the development of mechanistic models for high rate algal ponds (which have a
shallow raceway design) [181], for chemostats treating inhibitory pollutants [182], and for
biofilms achieving secondary effluent polishing [183]. Of particular interest are the
models of Wolf et al. [183] and Jupsin et al. [181] which have been developed for
wastewater-related systems and calibrated using experimental data with mixed-microbial
communities. In particular, the Wolf kinetic and metabolic model (termed PHOBIA) is of
interest because it includes processes for the production of extracellular polymeric
substance (EPS) and internally stored polyglucose by phototrophs [184]. Much like
ASM3 [93] for heterotrophs, the PHOBIA model assumes that phototrophs grow on
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stored polyglucose. Divergent from the ASM3, however, is the assumption that this only
occurs in the dark. Due to the absence of information on the kinetics of polyglucose
storage, Wolf and colleagues assumed the rate of storage was directly coupled to
growth rate. This was handled by multiplying growth rate by a fixed factor to get the rate
of polyglucose storage or EPS production. The justification for this assumption was
attributed to work by Neu and Lawrence [185], who microscopically identified EPS
formation in a biofilm with river water inocula, and the work of Horn et al. [186], who
examined only EPS dynamics in a heterotrophic bacterial community. Neither of these
studies, however, investigated the dynamics of intracellular carbon storage or the
formation of EPS by phototrophic microorganisms. Wolf and colleagues acknowledged
that the lack of data related to internal carbon storage and EPS formation was a
challenge for phototrophic models, and took the approach of using ranges of factors to
better understand the sensitivity of the PHOBIA model to rates of EPS and polyglucose
formation [183]. The selected range for EPS was not justified, and the range for internal
carbon storage was based on a phototrophic bacterial reference [187] and a study on

poly-beta-hydroxybutyrate storage by WWTP mixed liquors [188].

As we consider the use of phototrophic microorganisms as an energy recovery
technology (in addition to a unit process for wastewater treatment), intracellular organic
carbon storage (as lipids or polysaccharides) will be an important factor that must be
considered. This preliminary inclusion of the organic polymers EPS and polyglucose in
the PHOBIA mechanistic model, therefore, provides an excellent starting point, as does
experience with PAO storage polymers in ASM2d [92]. What we still lack, however, is a
wastewater process model that includes independent processes for intracellular carbon
storage as lipids and polysaccharides such that the potential use of phototrophic
microorganisms as an energy feedstock for biodiesel or methane can be evaluated; a

need we seek to address in this dissertation (Chapter 6).
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Chapter 3
A New Planning and Design Paradigm to Achieve Sustainable
Resource Recovery from Wastewater

Reprinted with permission from (Guest, J. S.; Skerlos, S. J.; Barnard, J. L.; Beck, M. B.;
Daigger, G. T.; Hilger, H.; Jackson, S. J.; Karvazy, K.; Kelly, L.; Macpherson, L.;
Mihelcic, J. R.; Pramanik, A.; Raskin, L.; van Loosdrecht, M. C. M.; Yeh, D.; Love, N. G.,
A new planning and design paradigm to achieve sustainable resource recovery from
wastewater. Environ. Sci. Technol. 2009, 43, (16), 6126-6130). Copyright (2009)

American Chemical Society.
3.1 Introduction

Water and wastewater system decisions have been traditionally driven by considerations
of function, safety, and cost-benefit analysis. The emphasis on costs and benefits would
be acceptable if all relevant factors could be included in the analysis, but unfortunately
many relevant factors are routinely excluded. Coupled with failures to fully engage the
public in decision-making processes, this can impede progress toward achieving
sustainable solutions. Ignoring broader social issues that impact the adoption of
sustainable solutions prolongs not only global environmental and ecological problems,

but also unjust public health and social conditions in the developing world.

Within the water and wastewater management industry, discussions of sustainable
development have often focused on water stress [20, 189]: a hazard that is exacerbated
by other global stressors such as climate change, demographic and land use changes,
increasing population, and urbanization [20]. In addition to water stress, water and
wastewater management practices contribute to nutrient imbalances and a host of
environmental detriments such as eutrophication [190], discharge of pharmaceuticals
and other emerging contaminants [191], and a loss of biodiversity in receiving streams
[192]. Efforts to address these issues across regional and global scales are hindered by

the historical disconnect between the water quality and water quantity factions of the
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water profession. Although our understanding of sustainability is constantly evolving, the
water and wastewater design process retains its foundation in engineering traditions
established in the early 20" century [11]. As we chart a path in the 21% century, we
contend that wastewater contains resources worthy of recovering and that the
development of technologies, practices, and policies that enable cost effective recovery

will have broad geopolitical implications.

The primary problem we face is not the availability of technology for resource recovery,
but the lack of a socio-technological design methodology to identify and deploy the most
sustainable solution in a given geographic and cultural context. We acknowledge that
the most sustainable solution may not result in maximum, or any, recovery of resources
from wastewater. Instead a sustainable water and wastewater decision-making process
considers environmental, economic, and social ramifications of decisions across spatial
and temporal scales to achieve the best balance identified by the project stakeholders.
A central element of sustainability is that stakeholders are defined broadly to include
utility managers, operators, regulators, local government officials, end-users, public
interest groups, and other parties impacted by the project. The objective of this paper is
to identify elements of such a decision-making methodology that can provide all
stakeholders with the tools needed to advance sustainability, as well as to suggest a set

of guiding principles for resource recovery systems in the water industry.
3.2 Wastewater as a Renewable Resource

Sustainability demands that we acknowledge wastewater as a renewable resource from
which water [193], materials (e.g., fertilizers [37], bioplastics [84]), and energy [193]) can
be recovered. By shifting away from today’s paradigm, which focuses on what must be
removed from wastewater, to a new paradigm focusing on what can be recovered,
sanitation systems may begin to be described as resource recovery systems (RRS) — a
conceptual transformation that could allow the perceived impact of wastewater on

communities to become a net positive [192].

Water recovery. Water reclamation and reuse (or water recycling) can provide
additional water resources in water stressed areas. Successful examples include the
Orange County Water District (California, U.S.) and the Upper Occoquan Sewage

Authority (Virginia, U.S.), which have each been achieving indirect potable reuse for over
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30 years. A large “systems-level’” example of reuse can be seen in Singapore’s “four
national taps” strategy. That island nation has a diverse water portfolio which includes
1) imported water from Malaysia, 2) local water supplies, 3) desalination, and 4) indirect
potable reuse of reclaimed water (NEWater). In fact, with the opening of the Changi
plant in 2010, NEWater will meet 30% of Singapore’s drinking water demand [194]. A
successful example of direct potable reuse is found in Windhoek, Namibia, where water

resources are particularly sparse [195].

Energy recovery. The most common form of energy recovery from wastewater is
methane (CH,)-containing biogas produced during the anaerobic treatment of
wastewater and the digestion of solids collected and generated. Anaerobic reactors are
in use throughout the world, producing CH, that can 1) be combusted on-site for heat or
electricity generation, 2) be cleaned and sold to a local natural gas provider, or 3) be
cleaned and used as fuel for vehicles. Other examples of wastewater energy recovery
include microbial fuel cells [196] and the extraction of latent heat for buildings’ heating

and cooling [82].

Material recovery. The use of biosolids as a fertilizer is a well-documented application
that is becoming increasingly common in the U.S. [197] and U.K. [198]. There have also
been recent developments in the harvesting of struvite (MgNH4PO,) from solids
treatment processes [199] as well as the recovery of nutrients from source-separated
urine [37]. For instance a significant portion of the vegetables consumed in Kampala,
Uganda, are produced in backyard gardens using storage-sterilized, source-separated
urine [200].

Resource recovery systems (RRS). Water, energy, and materials recovery from
wastewater can all be achieved with existing technologies, and new technological
approaches are on the horizon [11]. Despite such advances, our observation is that
wastewater systems contribute to a greater proportion of negative impact on regional
hydrological cycles than on energy and materials consumption. Indeed, is the recent,
heavy focus by the water industry on energy sustainability causing us to miss the major
point of water sustainability? We propose a reorientation of (stakeholders’) thinking
towards addressing the impact of wastewater technologies on regional and global
hydrological cycles first, then assess whether these approaches are negatively

impacting global energy, climate, and/or material(s) sustainability. By utilizing this
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approach, our planning and design processes will evolve toward applying available
technologies that have the maximal benefit for regional and global goals for water
resource quality and availability, while simultaneously reducing negative impacts on
other aspects of sustainability when possible. Note that although an RRS may not
include energy or material recovery in a specific instance, what matters most is that
decisions in the water industry do not significantly impede regional or global action plans
for energy and/or material sustainability (which are unlikely to include the water industry
to a significant degree in the foreseeable future). Once we understand which
technologies best contribute to sustainability from this regional and global perspective,
we must strive to learn how best to implement these technologies in a manner that is

socially acceptable from the local perspective.

Barriers to the successful implementation of RRS. Given the availability of
technologies to recover resources from wastewater, why don’t we use them more often?
Reasons include a lack of agreed upon sustainability goals and targets (see [201]) and
the absence of a holistic design methodology capable of including sociological factors.
The importance of sociological factors is illustrated by San Diego (U.S.) [202], a coastal
city with a semi-arid climate and population >1.3 million. The city relies on the
importation of water a distance of 390 and 715 km from the Colorado River and
Sacramento-San Joaquin Delta, respectively. In recent years, imported water
(containing discharge from over 200 wastewater treatment plants) has constituted up to
90% of San Diego’s water supply. To provide more water from local sources, two
reclamation plants were constructed with the capacity to recycle just over 25% of the
local water demand. In an attempt to encourage reuse, the U.S. EPA mandated that
one of the plants would operate at 75% capacity and produce water for non-potable
reuse. However, public rejection of the plan has resulted in returning 73% of the water
produced by this plant to the sewer for treatment at the local wastewater treatment plant
before discharge to the ocean. Despite having technology in place to recover a major
fraction of wastewater, the failure to simply use it demonstrates the need to include

social sustainability factors in the planning and design process.

The San Diego example teaches us that there is more to sustainability than economics
and process performance. Public and political pressures coupled with opposition from
the media have significantly restricted the use of reclaimed water [203] and not just in

San Diego: also Toowoomba, Australia [40], and the California locales of San Ramon-
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Dublin [204] and Los Angeles [204]. The reclamation of water is a volatile issue that
challenges cultural and historical notions of water, resulting in perceived risks that
engineers and scientists often believe to be unjustified [40, 205]. In order to engage
successfully with the public it is important that engineers and decision makers
understand the socio-political context of stakeholders’ existence [206] including: forms of
relevant experience, past relations with expert and decision-making bodies, and the
distinctive forms and styles through which diverse publics make sense of expert
knowledge — concerns nicely captured by Jasanoff’'s notion of civic epistemology [207].
Beyond the challenge of understanding civic epistemology, additional barriers to the
advancement of water and wastewater systems may include the lack of political will [44,
208] and the absence of an enabling environment (policies, legislative frameworks,

financing, and modes of public discourse) [44, 206, 209].

To date, the water industry has been poorly equipped to address factors outside of the
traditional engineering scope. We believe that this can be traced to the long standing
and narrowly defined approaches that are used to train water industry professionals.
This shortcoming — as well as the institutional compartmentalization that impedes
integrated water resource management [11, 210] — must be remedied to make progress

in developing and deploying sustainable water management strategies.
3.3 The Pursuit of Sustainability in Water Management

Since sustainability does not exist at a single project level, our overall goal must be to
harmonize RRS design at the local level with the goal of global sustainability. Guiding
principles at the local level that impact the global sustainability goals of the water
industry are provided in Table A1 in Appendix A. Following all these principles
simultaneously is usually impossible in a given project and therefore we require context-
specific assessment techniques to evaluate alternatives and a means to resolve
tradeoffs among them. Representative methods to evaluate project alternatives from the

sustainability perspective are described in the following paragraphs.

Environmental and ecological assessment. Life cycle assessment (LCA) is a tool
traditionally used to elucidate the environmental and ecological impacts of products or
processes throughout their life cycle. For instance, Sydney Water (Australia) in

collaboration with the University of New South Wales produced a comprehensive LCA of
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their integrated water and wastewater infrastructure to forecast environmental and
ecological impacts through the year 2021 [73]. While this approach provides guidance
on the impact of specific emissions expected from design choices, it can only serve as
an input to a broader stakeholder decision-making process which must resolve the
tradeoffs that inevitably emerge: 1) between different environmental and ecological
impacts, 2) across spatial and temporal scales, and 3) across the categories of guiding
principles listed in Table A1 that also include considerations of economics, societal

acceptance and equity, and functional performance.

Economic assessment. Life cycle costing (LCC) can start to address the economic
dimension of sustainability by estimating capital, operational, and maintenance costs, as
well as costs from upstream and downstream processes [49]. The absence of LCC
approaches has led to implementation failures in both industrialized [211] and
developing countries [212]. Although LCC could improve the economic sustainability of
a given project, neither it nor other economic assessment techniques are appropriate for
the evaluation of other sustainability dimensions. Recent progress has been made in
the use of environmental valuation — a tool that monetizes environmental and ecological
impacts — but the monetization of externalities (including social impacts such as
morbidity and mortality effects) has met with a number of criticisms (see [213]).
Ultimately, if the objective of the assessment is to evaluate a project’s sustainability
characteristics, the monetization of nonmarket impacts is inappropriate since it forces a
value mapping by the decision makers which, even if it could be done ‘correctly’,
eliminates the independence of environmental and social dimension bases; an outcome
that is contrary to the sustainable development principle of balancing considerations
across all three categories [214]. Instead LCC should be used along with other
assessment tools such as LCA for the environmental and ecological dimensions, and

new tools should be developed to help assess the social dimension(s) [215].

Social assessment. Ideally social dimensions could be included in an LCA framework
but this has proven difficult [214]. One of the great challenges associated with social life
cycle evaluations is the existence of several hundred indicators [216]. Although risk
assessments have been used to quantify potential impacts on public health, few
methods have been developed for the water industry to incorporate a broader set of

social indicators into the planning and design process (e.g., those listed in Table A1).
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Recent work includes that of Hunkeler [216] using employment as a mid-point variable

and Ashley et al. evaluating stakeholder perception and understanding [52].

Resolving tradeoffs in decision-making. After the assessment of project alternatives
in each dimension of sustainability, decision makers must resolve the tradeoffs that will
inevitably exist. One tool that can provide a framework for comparative sustainability
assessments is multi-criteria decision analysis (MCDA): a class of formal approaches to
decision-making that allow stakeholders to take explicit account of multiple criteria [217].
Of particular value to sustainability decision-making is MCDA’s ability to resolve
tradeoffs among qualitative and quantitative metrics, and for the process to evolve as

stakeholder preferences are articulated [217].

Stakeholder participation is a vital component of sustainability that has not been
universally applied in the planning and design of water systems [218]. The importance
of appropriately-timed stakeholder participation in decision-making is not unique to the
water industry and has been acknowledged as a key component of socio-technological
planning and design methodologies in natural resource management [217] and

sustainability projects [70].

Box 1: Decision-making in a developing world context

In a development setting, beneficiaries are often poor and reside in under-developed
communities. The word project encompasses more than the physical structure that is
designed and constructed. Projects must account for the local social and cultural setting
and include input from the people who will ultimately operate, manage, and benefit from
the whole endeavor [219]. Therefore project designers must establish the appropriate
ownership, skills, and management capacity to support the effort while at the same time
designing the physical structure. In addition to environmental and economic
sustainability elements, designers should consider the following social factors: socio-

cultural respect, community participation, gender roles, and political cohesion [46].

3.4 Challenges and the Path Forward

As we pursue a more sustainable water industry, management strategies must evolve to
address the broad set of challenges listed in Table A2 in Appendix A. Our water

systems must become integrated RRS that 1) match water supply with demand (both in
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location and level of treatment), 2) enable the efficient recovery of resources, and 3)
acknowledge the significance of environmental, economic, and social aspects of

sustainability throughout the planning and design process.

Stakeholder participation in planning and design. The successful implementation of
more sustainable solutions requires that the social dimension of technology be
acknowledged via both assessment techniques [52, 70] and participatory planning [40,
52, 70, 218]. Through the respectful inclusion of stakeholders in the decision-making
process, project managers can facilitate positive social learning, minimize and resolve
conflicts, elicit and use local knowledge, and achieve greater public and stakeholder
acceptance of water management decisions [218]. The sustained participation of
stakeholders can be achieved through regular workshops that are designed to facilitate

meaningful contributions and build trust among participants (Figure 3.1).

A more thorough discussion of stakeholder participation in water industry projects may
be found elsewhere [52, 206, 217, 218]. These articles discuss the importance of
community values and mechanisms for their inclusion in planning and design. The next
step is for these approaches to be extended to RRS in pursuit of sustainable water

systems as a critical element of global sustainability.
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Figure 3.1. A recommended planning and design process that connects
engineering (outer loop) with sustained stakeholder participation (inner loop).
Double-headed arrows connecting the technical design process with stakeholder
participation represent workshops held throughout the planning and design of a
water system. This depiction bears resemblance to the Framework for
Environmental Health Risk Management [220] in that the technical decision-
making process relies on stakeholder participation throughout.

The transition toward sustainability. For over 100 years, drinking water and
wastewater treatment have existed for the protection of human health. Although
successful, we now rely on infrastructure and management strategies that are not
sustainable in the 21 century. Envisioning wastewater as a renewable resource offers
exciting opportunities for the water industry to contribute to global sustainability through
the recovery of water, energy, and materials. Achieving this objective will require
coordination and cooperation among the different sectors of water and wastewater

management to set achievable sustainability targets for the water industry.

After the identification of industry-wide targets, a research and implementation strategy

will be necessary to identify and support their pursuit, recognizing that water recovery
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may be the most important strategic focus due to the disproportionate impact of water
and wastewater systems on the sustainability of water resources (as compared to
energy and materials resources). Next, place-based definitions of sustainability will
need to be developed using a socio-technological planning and design methodology.
Finally, through both industry-wide leadership and locality-based initiatives, it will then
become possible to identify the best practices that promote sustainable resource

recovery systems in water and wastewater management.

This will not be a “one size fits all” endeavor. Methods for evaluating the sustainability of
alternatives in a local (or place-based) context are needed, along with an inherently
subjective process for resolving tradeoffs across spatial scales, temporal scales, and
sustainability dimensions (social, environmental, and economic). Furthermore, the
pursuit of sustainable systems must not take place in a vacuum between only experts.
The planning and design process will require collaboration across stakeholder sectors
building on the expertise of a broad set of disciplines. The importance of undertaking
this challenge cannot be understated. As the water industry discovers new technological
solutions contributing to environmental protection, public health, and global
sustainability, it must recognize that these solutions will not be adopted unless greater
attention is given to stakeholder interests as a central element of a sustainable planning

and design paradigm.
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Chapter 4
The Use of Qualitative System Dynamics to Identify
Sustainability Characteristics of Decentralized Wastewater
Management Alternatives

Reprinted from Guest, J. S.; Skerlos, S. J.; Daigger, G. T.; Corbett, J. R. E.; Love, N. G.,
The use of qualitative system dynamics to identify sustainability characteristics of
decentralized wastewater management alternatives. Water Sci. Technol. 2010, 61, (6),

1637-1644., with permission from the copyright holders, IWA Publishing.
4.1. Introduction

With an aging infrastructure and increasingly stringent nutrient removal requirements,
decentralized wastewater treatment systems have the potential to be cost-effective
solutions in the 21° century [221]. Beyond simple economics, however, it has been
widely recognized that decentralized systems have the potential to be a more efficient
and sustainable approach to wastewater treatment [222]. A key advantage of
decentralized treatment is the potential for the source-separation of waste streams — a
management strategy that offers exciting opportunities for the recovery of resources

from wastewater including nutrients, energy, and water [37, 222].

Although technologies and processes for decentralized treatment and the recovery of
resources from wastewater are available, the lack of a comprehensive planning and
design methodology incorporating sociological factors has left innovative wastewater
projects susceptible to failure (e.g., water reuse in San Diego as discussed elsewhere
[24]). In order to facilitate the implementation of decentralized wastewater treatment
systems, we must develop planning and design tools that can address a broader set of
factors (e.g., social and institutional barriers [223]) and account for the dynamic
interactions among the many variables influencing system sustainability. To this end, we
will discuss the use of qualitative system dynamics and complementary quantitative tools

for practitioners to identify and better understand interactions among different aspects of
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sustainability during the planning and design of decentralized wastewater treatment
systems. This paper will discuss the hypothetical application of these qualitative tools in
the context of an ongoing sanitation infrastructure upgrade in the Capital Regional

District, Canada.
4.2. Sustainability Metrics in Wastewater Management

To facilitate the adoption of more sustainable wastewater management strategies, a set
of guiding principles for water and wastewater systems has been proposed (see Guest
et al. [24] for a discussion in the context of a broad body of literature). These guiding
principles are general and do not apply contextually at the functional level of wastewater
management decisions: the project-level. This is important since a locality’'s set of
physical and social considerations may be unique and therefore there is always a need
to contextualize and balance global sustainability objectives so that they are tangible to
the stakeholders. Furthermore, a need to balance competing sustainability objectives

(e.g., economic, environmental, social) always exists at a project-level.
4.2.1. The Triple Bottom Line

Often, the incorporation of sustainability in engineering decision-making has taken the
form of the Triple Bottom Line (TBL). The TBL identifies three categories of criteria that
must be considered in decision-making: economic, environmental, and social. The TBL
may also be known as profit/planet/people or economy/ecology/equity. No matter how it
is referred to, it simply suggests that criteria from each of the three categories have been
identified and considered in the final decision. These criteria may be in the form of

qualitative or quantitative metrics and are discussed in the following paragraphs.

Economic Metrics. Economic metrics are typically the easiest to quantify. Standard to
every project are capital, operational, and maintenance costs. Life cycle costing (LCC)
is a methodology that seeks to further develop decision makers’ understanding of cost
comparisons among alternatives by elucidating cost drivers and identifying cost tradeoffs
in the life cycle of a project [49]. When considering infrastructure upgrades, it has also
been recommended that comparisons be made not in terms of average costs, but in
terms of incremental costs [11]. Incremental costs, in this context, have been defined as
the cost difference between the alternative under consideration and the cost that will be

avoided if the alternative is selected.
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Economists may also contend that methods such as contingent valuation (a survey-
based method for the monetization of externalities) are appropriate for evaluating
environmental or ecological impacts and may provide insight for policy makers [224].
However, the elimination of independent evaluation tools for the environmental or social
dimensions of sustainability is contrary to the sustainable development principle of
balancing considerations across all three categories and the monetization of ecological

and certain social externalities has received significant criticism (e.g., [225]).

Environmental/Ecological Metrics. A number of environmental and ecological metrics
have been developed to compare one product or process to another. The terms
environmental and ecological are often used interchangeably to include consideration of
air, soil, water, and non-human life. Although a distinction between the two will be made
in the causal loop diagram below (ecology will specifically include criteria related to the
interaction of non-human organisms and their environment), combined they form one
category of the traditional TBL. Environmental/ecological metrics have benefited greatly
from the development of life cycle assessment (LCA), a methodology to determine the

environmental impacts of a product or process across its life cycle.

LCA metrics utilized in the wastewater literature (e.g., [73]) may fall into one of two
categories: inventory-based or impact-based. Inventory is one of the steps of LCA, and
is essentially an accounting process to quantify the inputs to (e.g., energy and natural
resources) and outputs from (e.g., emissions to air and water) a process across its life
cycle. Impact-based metrics, on the other hand, predict an environmental or ecological
impact that would result (based on characterization factors) from the inputs or outputs
identified during the inventory stage (e.g., global warming potential). Although inventory-
based metrics offer the advantage of source-number transparency and the removal of
characterization-based biases, their repercussions may be more difficult to understand
(e.g., what does 1 kg of aquatic cadmium emissions really mean?). Impact-based
metrics, however, may present data in more relatable terms (e.g., potential human
health impacts), but they lack the transparency of inventory-based metrics and their
uncertainties are much larger. Both types are acceptable, but users should be aware of

the advantages and disadvantages of the metrics they use.

Social Metrics. Although metrics related to human safety and health (e.g., risk

assessments) are relatively well-developed, other human aspects of engineering
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projects are often overlooked. Social considerations related to institutional governance
(e.g., permitting structure, utility structure) may be included in the decision-making
process [223], but less common is the incorporation of cognitive or normative aspects of
the human dimension [226]. Examples of social metrics include political cohesion,
employment, and public awareness and understanding. These types of metrics are
more commonly applied in the developing world [75], and may lack explicit definition in

developed world projects.

Directly related to social metrics is the process by which they are incorporated into the
planning and design of a wastewater system. In order to earnestly pursue social
sustainability, it is vital that appropriately timed stakeholder participation be achieved
[223]. Although this participatory planning process is a means rather than an end, it is a
component of planning and design that must be considered in evaluating the

sustainability of a wastewater management strategy [24, 52].
4.2.2. Beyond the Triple Bottom Line

Functional Metrics. The need for a broader set of functional metrics is becoming
increasingly apparent as we try to design systems that are able to manage changing
human (e.g., population, settlement patterns), environmental (e.g., water availability,
climate stability), and engineered (e.g., mixed versus source-separated waste streams)
parameters without having to completely replace infrastructure [227]. Examples of
functional metrics include adaptability, flexibility, robustness, resilience, reliability, and
manageability: concepts which have been discussed thoroughly in the context of socio-
ecological systems [228]. Some of these metrics may also be included in other
categories of the TBL. For instance, metrics such as adaptability or flexibility of a
wastewater management alternative may also be classified as economic concerns (by
projecting the likelihood of potential expenses to adapt the system), but including a
fourth category may help direct attention to functional metrics that can identify
differences among alternatives that may be obscured if only metrics that fit into the TBL

are utilized.

4.3. Qualitative Tools for Planning and Design

In order to comparatively evaluate wastewater management alternatives using the

sustainability metrics identified above, decision makers must understand the
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interconnectedness of various criteria and have a means to predict how a given decision
will influence each aspect of sustainability (economic, environmental/ecological, social,
functional).  Decision makers must also gain an understanding of stakeholder
preferences through a participatory planning process designed to elucidate stakeholder
values. Challenges associated with these tasks include the need to cope with subjective
information and uncertainty in the decision-making process. We begin here with a
description of tools that can help elucidate stakeholder values and find ways to plan,
design, and implement projects that simultaneously meet broader sustainability

objectives.
4.3.1. Force Field Diagrams

A force field diagram is a simple, graphical way to characterize the factors influencing a
decision. It does not offer specific solutions, but it identifies a list of items that must be
considered [11]. This representation has been used to help stakeholders identify
potential barriers to project success (i.e., restraining forces), and provides a foundation
for more complex and dynamic diagrams. It also provides some direction for addressing
implementation barriers, as it is usually expected that removing restraining forces is a
more effective approach than bolstering advancing forces (i.e., factors that are pushing

the project forward).

To demonstrate the concept of a force field diagram, here we interpret an on-going
project in the Capital Regional District (CRD), Canada. The CRD is transitioning from
the discharge of screened wastewater to the marine environment to a comprehensive
wastewater management process — including secondary treatment, biosolids
management, and resource recovery— and is considering a range of alternatives in the
continuum between “centralized” and “decentralized” infrastructure. The layout in Figure
4.1 is a preliminary example of a force field diagram for the identification of forces
influencing the decision of whether or not to implement decentralized wastewater

management.
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Figure 4.1. A hypothetical force field diagram with advancing and restraining
forces related to the selection of decentralized wastewater management as part of
the CRD planning and design process for liquid stream management. This
diagram was generated by the authors based on personal observations and
reports collected from the project website [229].

One shortcoming of force field diagrams is that they do not illustrate the interactions
among restraining and advancing forces, and instead give the impression that if each
restraining force is removed the proposed system will be successful. Another
shortcoming is that force field diagrams do not on their own advance sustainability
factors but rather consider advancing and restraining factors with respect to proposed
project decisions — regardless of their sustainability. In other words, if the question being
asked is tangential to sustainability, or biased towards a specific aspect of the TBL or

beyond, then the approach itself does not necessarily promote sustainable solutions.
4.3.2. Causal Loop Diagrams

The forces or factors influencing a project can be viewed in the context of the broader,
non-linear system through the use of qualitative system dynamics. Qualitative system
dynamics uses causal loop diagrams (CLDs) for the visualization of feedback thinking,
providing users with the ability to identify potential unintended consequences of their

decisions [230]. CLDs are a core tool in systems thinking [231] and may facilitate
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participatory diagramming — a valuable component in the growing application of systems
thinking to water management [232]. To demonstrate this tool, a hypothetical CLD has
been created (Figure 4.2) based on our interpretation of the CRD project. Although the
relationships identified in Figure 4.2 may be intuitive, there are many complex
interactions that are easily overlooked without the development of a diagram that

specifically illustrates the dynamic relationships among factors.
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Figure 4.2. A hypothetical CLD illustrating the impact on each sustainability stock
for a utility switching from the marine discharge of screened wastewater to a
decentralized wastewater management system. A “+” at the head of an arrow
indicates that the variable at the tail end causes a change in the variable at the
arrow head in the same direction. A “-” indicates a change in the opposite
direction. The arrows in this figure are not comprehensive, but represent a
preliminary set of relationships worthy of discussion. Arrows discussed in the
text are bold. This diagram was generated by the authors based on personal
observations and reports collected from the project website [229].

In Figure 4.2, the four sustainability categories (economic, environmental/ecological,
social, and functional) are represented as five qualitative stock variables — entities that
may improve or diminish depending upon the factors influencing them (environmental

and ecological stocks have been separated to distinguish between the two). By
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evaluating infrastructure alternatives in this way, decision makers can track the impact of
a given wastewater management strategy through the loops and improve their
understanding of how it will influence each category of sustainability. For example, how
will the decision to implement decentralized wastewater management impact economic
sustainability? The capital costs and projected operation and maintenance costs will
always be quantified, but greenhouse gas (GHG) emissions may only be thought of as a
criterion for environmental sustainability. As Figure 4.2 illustrates, however, GHG
emissions may influence the life cycle costs of the project, particularly if these emissions
become taxed or capped. Beyond this however, Figure 4.2 reminds us that the emission
of GHGs may contribute to changes in the local water cycle that include the reduced
availability of quality water or increased sensitivity of receiving waters. The selection of
a management strategy that reduces GHG emissions, therefore, would reduce the
likelihood that a utility would incur these additional costs. Further, recognizing that
climate change might alter the assumptions driving the design, an emphasis on
infrastructure resilience and adaptability may support solutions that simultaneously

improve ecological sustainability as well as functional sustainability.

The CLD also highlights other considerations that are of contemporary interest beyond
economic and environmental sustainability. For instance, the importance of stakeholder
participation and public understanding are aspects of social sustainability that are clearly
related to functional sustainability (Figure 4.2). Specifically, the influence of system
reliability and resilience on public acceptance is unique in that the impact of the former
on the latter transcends the specific project and may be tied to public awareness of past
successes or failures. To draw a parallel, we can consider the implementation of
decentralized “package” wastewater treatment plants in the 1970’s designed to enable
high-density lot development. These systems often failed due to a lack of an operational
and maintenance support system, contributing to the negative impression many
designers had of decentralized wastewater management. Although it is clear from
Figure 4.2 that many aspects of decentralized wastewater management will move
sustainability stocks in the right direction, it is important to note that system performance
will influence stocks beyond functional sustainability. Projects implemented in a less
than perfect manner can negatively influence social sustainability because of their

impact on cognitive [233] and affective [234] aspects of decision-making — factors that
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have been identified by others to play a significant role in social learning and both

individual and collective decision-making [226].

4.4. The Pursuit of Sustainability By Way of Transparency

With over one hundred definitions of sustainability having been proposed, it is clear that
the concept can be challenging to articulate. In order to orchestrate an inclusive and
successful planning and design process, it is vital that both qualitative and quantitative
tools be used to enhance the transparency of comparisons being made. In particular,
stakeholders must understand the metrics used and how they fit into the context of

sustainability as it pertains to their wastewater infrastructure project.
4.4.1. The Use of Qualitative Tools to Understand the Broader Context

As discussed above, examples of quantitative tools include LCA, LCC, and risk
assessment. By using qualitative tools to put quantitative outputs into a broader context,
practitioners can greatly enhance the transparency of the decision-making process. By
developing a project-specific CLD, stakeholders can identify causal loops that are of
particular importance to them and can identify barriers to project success. This method
of interactive modeling has had success in increasing public understanding of the value
of water conservation in Las Vegas (United States), where a CLD and quantitative model
were used to illustrate the system dynamics of residential water consumption to a public
audience [235]. This model only quantified factors influencing water consumption (e.g.,
per capita water use and population), but was found to stimulate discussion among
stakeholders and “help build the consensus and support resource managers need[ed] to
implement their decisions” [235]. The benefits of interactive modeling is not unique to
water projects, and similar results have been observed with the use of interactive

“dialogue mapping” as discussed by Conklin [236].

Although there are many relationships among sustainability system variables that we, at
present, have no means of quantifying (e.g., the impact of stakeholder participation on
the demand for reuse water), merely understanding and diagrammatically representing
their connections may have a significant impact on the transparency of decision-making.
Even without quantifiable parameters, qualitative models may: (7) bring added
transparency to the planning and design process, (2) inspire new thinking, (3) expose

potential unintended consequences and project barriers, and (4) identify metrics that are
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measurable that will provide insight into the CLD loops of interest. Such uses of
qualitative system dynamics have been found to be effective in natural resource
management [217] and in automotive policy design [237], and may be equally influential

in the management of wastewater resources.
4.42. Combining Qualitative and Quantitative Tools in Decision-Making

After the identification of alternatives, the development of project-specific CLDs, and the
selection of a comprehensive set of metrics, decision makers must undertake the task of
resolving the inevitable tradeoffs between and among sustainability aspects. One
analytical tool that can provide a framework for comparative sustainability assessments
is multi-criteria decision analysis (MCDA). MCDA is a class of formal approaches to
decision-making that allow individuals or groups to explore decisions while taking explicit
account of multiple criteria [238]. Some of the advantages of MCDA identified by Belton
and Stewart [238] include its ability to: (7) provide structure for the problem, (2) account
for multiple, conflicting criteria, (3) add transparency to the decision-making process, and
(4) help decision makers learn about their own and others’ values and judgments.
MCDA has been widely utilized as a decision aid in a number of resource management
fields (e.g., energy [239]), as well as water resource [240] and wastewater management
projects [64, 241].

In order for MCDA to be effective for the wastewater planning and design process, it
must provide a means to resolve tradeoffs among qualitative (e.g., public understanding)
and quantitative (e.g., energy consumption) metrics and evolve as stakeholder
preferences are articulated. Using global and local targets for sustainability (e.g., “our
wastewater management system should be GHG-neutral”), stakeholders can develop a
CLD, identify loops of interest, and apply weightings based on their value judgments.
Weighting the criteria is one of the most important and challenging aspects of applying
MCDA [242]. Eliciting people’s preferences may lead to inconsistent data [243] resulting
in criteria weightings that may have large uncertainties [242, 244]. Even if stakeholder
preferences are elicited through a participatory planning process, cognitive biases may
arise from the participation process itself — leading to skewed weightings of criteria [245].
In addition to the complexities of eliciting stakeholder values, there are also uncertainties
associated with the decision-making process itself that must be included in the

comparative analysis (e.g., selection of the appropriate goals and objectives) [246].
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Although there are a number of processes to elucidate stakeholder preferences and
minimize epistemic uncertainty [244, 247], there exists a level of uncertainty from human
input that may be irreducible because of the inherent variability of socio-political systems
[246]. Despite these challenges with MCDA and other participatory decision-making
tools, it is important to note that stakeholder participation can improve the public
acceptance of a decision and provide valuable insight to the planning and design
process through local knowledge and creative thought; especially in the case of
complex, poorly structured problems [244, 247]. For this reason we must continue to
use and develop tools that will facilitate stakeholder participation in the pursuit of more

sustainable wastewater systems.

4.5. Conclusion

In the simplest of terms, our pursuit of sustainability should involve solving problems
without creating new ones. Unfortunately, it is highly unlikely that an improvement in
one aspect of sustainability will not have tradeoffs with other aspects. Through the use
of force field diagrams and CLDs in a participatory planning and design process,
individual metrics can be placed in the broader context of sustainability so that
stakeholders may better understand the impacts of their decision. Ultimately, these tools
will help qualitatively assess whether the alternative being considered would be a shift
toward or away from a more sustainable wastewater management system. In other
words, stakeholders can simply ask themselves: “if our goal is sustainability, are we

moving in the right direction?”
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5.1. Introduction

With aging infrastructure [19] and increasingly stringent effluent quality requirements,
utilities across the United States are making large investments toward the replacement
and upgrade of existing wastewater treatment plants (WWTPs). Such upgrades often
result in the construction and operation of more advanced treatment processes,
processes which have been observed to achieve net reductions in effluent nutrients but
at the expense of other life cycle impacts and higher operational costs [248]. Although
environmental or economic burdens may be partially reduced by use of design
optimization [47, 249, 250], a holistic sustainable design methodology for the wastewater

industry is still lacking.

In the literature, a number of sustainability assessment frameworks have been proposed
(e.g., the Human Hierarchy [251], Social-Ecological Systems [228]), but these
frameworks can be difficult to employ in practice. As a result, industry has commonly
used the concept of the friple bottom line (TBL), which simply means that environmental/
ecological, social, and economic factors have been considered. The lack of

standardization in TBL analysis, however, can lead to its misuse and the erosion of the
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TBL as a guiding principle in design. Along these same lines, the application of
sustainable design in the wastewater industry has suffered from a lack of transparency

in decision-making and the absence of a standardized methodology.

In the pursuit of more sustainable WWTPs, decision-making processes should address
performance, economic, environmental, and social factors [24], and do so in a way that
incorporates locality-specific elements. A reasonable goal for such a process is to
balance local sustainability (which may have local water quality, cost, and stakeholder
preferences as primary concerns) with the pursuit of regional and global sustainability
(which may have more of an emphasis on non-traditional emissions and life cycle
environmental impacts). Although social factors can be addressed (to a degree) through
a participatory planning process [24, 252], a process is still needed by which designs
can be quantitatively compared to elucidate the performance, environmental, and
economic trade-offs. It may not always be possible to achieve designs that
simultaneously improve local and global sustainability efforts, but such a process could

elucidate trade-offs that may inform decision-making processes at the local level.

Although much recent effort has focused on performing comparative evaluations of the
life cycle environmental impacts (using life cycle assessment, LCA) of configuration
alternatives (e.g., [41, 128, 253, 254]), fewer published studies have included cost
assessments in their comparative evaluations (e.g., [248, 255]). More recent
advancements toward the integration of economic and environmental assessments
includes the work of Wang and colleagues [256], who evaluated the reduction of N,O
emissions as a financing mechanism (via their sale as carbon credits) to upgrade
WWTPs for nitrogen removal. Independent of these advancements toward integrating
environmental and economic considerations has been the development of more rigorous
simulation approaches to better predict the likely performance of a specific WWTP
design [48, 124, 126]. Simulation-based uncertainty assessments have been limited in
their application to cost analysis in the literature [125], and have not been applied in
connection with LCA. In particular, it has recently been shown that influent composition
may play an important role in WWTP greenhouse gas emissions [257], but such factors
are generally not addressed in WWTP LCAs. Also missing is the use of diurnal
simulation to predict life cycle and economic performance in a holistic way, as the bulk of

LCA and economic studies rely on steady-state data despite observations that steady-
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state simulations may result in artificial performance differences between compared
designs [47].

To develop more sustainable WWTP designs, what is needed is a methodology by
which performance (specifically in terms of diurnal effluent quality), life cycle
environmental impacts, and costs can be quantified together under uncertainty to
elucidate trade-offs between design decisions. Here we present a quantitative
sustainable design methodology that addresses social, performance, environmental, and
economic factors, and apply it to refine the design of a WWTP upgrade. Designs were
developed through coordination with utility and consultant stakeholders, and were
assessed by way of Monte Carlo, diurnal simulations, LCA, and cost analysis. This
quantitative process is the backbone of a larger planning and design process [24] that

has an overarching goal to advance both local and global sustainability efforts.
5.2. Quantitative Sustainable Design Methodology

5.2.1. Case Study

The Chesapeake-Elizabeth Wastewater Treatment Plant (WWTP) is located in Virginia
Beach, Virginia (USA) and has a design capacity of 24 million gallons per day (MGD).
Although the Chesapeake-Elizabeth WWTP currently uses a high rate activated sludge
(HRAS) process for secondary treatment, pending nutrient limits will require an upgrade
to an enhanced biological phosphorus removal (EBPR) process. In addition to HRAS,
existing unit processes at the plant include secondary clarification with ferric chloride
addition for phosphorus removal, disinfection via sodium hypochlorite, gravity thickening
of waste activated sludge (WAS), centrifugation of thickened sludge, and on-site

incineration of centrifuge cake.

As part of the Chesapeake Bay initiative, Chesapeake-Elizabeth will have a waste load
allocation of 3-8 mg-(N)-L™" total nitrogen (TN) and 0.7 mg-(P)-L™ total phosphorus (TP)
at design flow on an annual average basis. In preparation for this permit change, the
Hampton Roads Sanitation District (HRSD) is planning an upgrade of the Chesapeake-
Elizabeth  WWTP to achieve biological nitrogen and phosphorus removal. The
centerpiece of this upgrade is the construction of a 5-stage Bardenpho process followed
by denitrification filters, where a 5-stage Bardenpho process consists of five sequential

zones (anaerobic-anoxic-aerobic-anoxic-aerobic) with an internal recycle between the
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first aerobic and anoxic zones. In general, processes are sized such that the minimum
anaerobic, anoxic, and aerobic SRTs are achieved under both winter and summer
conditions (with winter controlling). In the case of Chesapeake-Elizabeth, the selected
total SRT of the system is proportional to the reactor volume required — this is due to
existing secondary clarifiers that cannot be easily (or cheaply) replaced. Likewise,
anaerobic, anoxic, and aerobic volumes are proportional to their respective design
SRTs. Although nitrifiers are highly sensitive to low temperatures (making winter aerobic
SRT a key design parameter), anaerobic and anoxic growth rates are less sensitive to
temperature changes. Therefore, if a process is designed for minimum anaerobic,
anoxic, and aerobic SRTs under winter conditions, the ability of operators to decrease
the total system SRT under summer conditions will be limited by minimum anaerobic
and/or anoxic SRTs (with aerobic summer SRT typically in excess of what is required to
maintain nitrification). The prospect of superfluous aerobic SRT under summer
conditions raises the question of whether or not an alternative design can be developed

to meet performance goals while reducing life cycle costs and environmental impacts.

Although the 5-stage Bardenpho process is capable of achieving high levels of biological
nutrient removal year round, the prospect of an annual average permit offers the plant
the opportunity to offset higher effluent nitrogen levels in the winter with lower levels in
the summer. Rather than relying on high levels of BNR at all times, there is the
opportunity to shift to a BNR process with higher effluent TN in the winter months if it
offers other benefits (e.g., in terms of lower costs or environmental impacts). The
relative sustainability of operational flexibility in the form of a full-scale seasonal process

change at the Chesapeake-Elizabeth WWTP, however, is unknown.
5.2.2. Alternative Design — Seasonal Process Change

As an alternative to the Standard Design defined by a year-round 5-stage Bardenpho
process, we have developed a Seasonal Design that enables operation as a 5-stage
Bardenpho under summer months and operation as an Anaerobic-Anoxic-Oxic (A20)
process in the winter months. This process transformation may be achieved by making
the second anoxic zone (ANX2) a swing zone, capable of being aerated during winter
months. A key difference between the 5-stage Bardenpho and A20 processes is that
the A20 process consolidates anoxic conditions into a single stretch of the reactor

basins. This change reduces the capacity (all else equal) of the secondary treatment
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process to denitrify as it relies exclusively on internal recycle pumping to deliver nitrate

to the anoxic zone.

For this case study, conceptual designs of two alternative upgrades are studied here:
(1) the Standard Design, which consists of a year-round 5-stage Bardenpho process,
and (2) the Seasonal Design, which consists of a secondary treatment process that can
be operated as a 5-stage Bardenpho in the summer and as an A20 process in the
winter. Both design alternatives include the construction of new primary clarifiers,
denitrification filters, an acetic acid (HAc) delivery system (to provide HAc as an electron
donor for denitrification), an incinerator scrubber blowdown treatment system (to treat
wastewater generated by on-site incinerators), and gravity belt thickeners, as well as
capacity increases to secondary sludge pumping systems. Based on the site layout,
both designs would use existing HRAS tankage by converting it to aerobic and anoxic
tankage toward the end of the biological process, and secondary clarifiers would be
unchanged. All unit processes were designed based on annual average flow (24 MGD)
with the largest, most critical unit operation out of service. The key factors in reactor
sizing were (i) maximum mixed liquor suspended solids (MLSS) concentration (dictated
by existing clarifiers) and (ii) winter design SRTs. A maximum MLSS of 3,100 mg-
(TSS)-L™" based on acceptable solids loading rates to existing secondary clarifiers under
annual average (largest unit out of service) and maximum month (all units in service)
conditions. As a result of the fixed design MLSS, any increase in design SRT resulted in

increased reactor volume.

Anaerobic (ANA), anoxic (ANX), and aerobic (AER) SRTs for design were selected
based on utility and consultant input. Under winter conditions, the design values for the
Standard Design were 1.0 (ANA), 2.0 (ANX), and 10 (AER) days. The Standard Design
volume ratio of ANX1:ANX2 was designed at 1.0:1.5 to take advantage of endogenous
respiration in the second anoxic zone. Design values for the Seasonal Design were 1.0
(ANA), 1.5 (ANX), and 10 (AER) days. This reduction in ANX SRT of 0.5 days was
deemed reasonable because it provided a sufficient safety factor for reliable
performance (equivalent to the reliability of an ANX SRT of 2.0 days in the Standard
Design) given that the whole of the ANX zone would be consolidated and less dissolved
oxygen would enter the zone. Additionally, the ANX1:ANX2 volume ratio was reduced to
1.0:1.0 to maintain sufficient anoxic volume during A20 operation. Target total SRTs

under summer conditions were selected to be 70% of winter design values, resulting in
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anaerobic/anoxic/aerobic SRTs of 0.7/1.4/7.0 days and 0.7/2.1/6.0 days for the Standard
and Seasonal Designs, respectively. By switching the second anoxic zone from anoxic
conditions (in summer) to aerobic conditions (in winter), the Seasonal Design allows the
utility to partially uncouple winter AER SRT from summer AER and ANX SRTs,
achieving the necessary minimum aerobic SRT in winter conditions while

disproportionally increasing the anoxic volume fraction in summer.

Another key difference between the Standard and Seasonal designs is the sizing of
denitrification filters. Based on existing design standards, denitrification filters were
sized to meet hydraulic loadings of 4.0 gal-min™"-ft? for the Standard Design and 3.5
gal-min™"-ft2 for the Seasonal Design assuming 2 of 12 units are out of service at any
time and annual average flow. Other than different design parameters for the secondary
treatment process (different anoxic SRTs and ANX1:ANX2 ratios) and denitrification filter
loadings (4.0 vs. 3.5 gal-min™'-ft?), all other unit processes and pieces of equipment

were designed using consistent design standards [6, 7] (see Appendix B).
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Figure 5.1. System boundary for LCA and cost assessment.
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5.2.3. Performance Assessment

Performance of the WWTP designs was simulated using GPS-X™ (Hydromantis
Environmental Software Solutions, Inc.; Hamilton, Canada). All processes within the
system boundary (Figure 5.1) except disinfection, incineration, and ash hauling and
landfilling were explicitly modeled in GPS-X™, using the Mantis2 model for biological
process modeling. A weekday and a weekend dry weather diurnal flow pattern were
modeled from hour-by-hour data, and a characteristic hydrograph was established for
infiltration and inflow resulting from rain events. Each simulation was run to steady
state, followed by a dynamic simulation period of 10 days. The first 3 days of each
dynamic simulation was a dry weather, weekday diurnal. It was observed that every
model parameter used for the performance, life cycle impact, and cost assessments
(except effluent nitrite) was within 0.3% of the previous day’s value after 3 days of
dynamic simulation; nitrite was within 1.3% (data not shown). Data was collected from
simulation results from days 4 through 10, which were simulated as a Wednesday
morning through Tuesday night and included random rain events consistent with the

frequency and intensity of rain events recorded by HRSD from 2005-2010.
5.2.4. Cost Assessment

Cost estimates of unit processes within the system boundary (Figure 5.1) were achieved
using equations derived from CAPDET [258] and CapdetWorks™ (v2.5e; Hydromantis
Environmental Software Solutions, Inc.; Hamilton, Canada). For each unit process, the
following costs were quantified: construction and equipment cost ($), operational labor
cost ($-yr'"), maintenance labor cost ($-yr'), material and supply cost ($-yr"), chemical
cost ($-yr'), and energy cost ($-yr'). These values were then used to determine the

present worth of a given design and simulation scenario assuming a discount rate of 8%.
5.2.5. Life Cycle Impact Assessment

Goal Scope and Definition. The functional unit for this study was the treatment of HRSD
influent wastewater (as characterized by the probability density functions in Table 5.1)
over 40 years, with effluent TP less than or equal to 0.7 mg-(P)-L™, effluent TN less than
or equal to 5.5 mg-(N)-L", and residual solids disposed of at a municipal solid waste
landfill. The system boundary excluded sources of impact from utility infrastructure

upstream of the wastewater treatment plant (collection system, gaseous emissions in
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collection system, electricity for pumping, etc.; Figure 5.1). First-order (direct emissions
and discharge) and second-order (electricity generation, chemical manufacturing, etc.)
processes during the construction and operation of the WWTP were included in the
system boundary. The end-of-life phase of the WWTP was not assessed as it was
expected to be negligible compared to the construction and operating phases (consistent
with assumptions in [130, 259]).

Inventory Analysis. Data for the inventory analysis of the construction phase was
generated in two steps. First, the volume of earthwork (excavation), sand (for
denitrification filters), and reinforced concrete was estimated using equations derived
from CAPDET [258] and CapdetWorks™. Next, the volume of reinforced concrete was
used as a multiplier for the estimation of other construction phase processes and
materials as described by Doka [260] (consistent with approach taken in [130]). This
approach is based on inventory data from a series of publications ([261, 262], in Swiss
German) leading back to the diploma work of Fahner and colleagues who quantified
materials and processes required to convert a flat field into an operating WWTP using
receipts from construction, planning documents, and information directly from material
suppliers, vendors, contractors, and designers ([263], in Swiss German). These
multiplicative factors include items such as: reinforcing steel; steel, aluminum, copper,
and plastics for control panels (excluding precious metals); bitumen for asphalt;
electricity; and a number of other materials and processes (see Appendix C). Although
we are evaluating upgrades rather than new plant construction, it was assumed that
these multiplicative factors would still be applicable as many of the same WWTP
components would still have to be constructed (new pump and blower buildings, new
paving, etc.). The sensitivity of the results to this assumption was evaluated by varying
multiplicative factors (discussed in more detail in Uncertainty and Sensitivity Analysis
section, below). Inventory data for these processes was based on U.S. data whenever
possible, and the sensitivity of the results to these assumptions was evaluated (see
Table 5.2).

Operation-phase inventory data were generated using the following steps. First, direct
emissions from the WWTP were estimated using data from GPS-X™ simulations.
Effluent nutrients (including ammonium, nitrate/nitrite, organic nitrogen, COD, and
soluble total phosphorus) and chemical consumption (HAc for denitrification and ferric

chloride for phosphorus precipitation) were directly quantified. Biogenic gaseous
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emissions of nitrous oxide (N,O) at the WWTP were estimated using the emission factor
approach [264] with a value of 0.005 kg-(N.O-N) per kg-(N) discharged (for “effluent”
biogenic N,O emissions) or denitrified (for “WWTP” biogenic N,O emissions). The
sensitivity of the results to assumed N,O emissions factors were evaluated across
ranges from the literature (see Table 5.2). Electricity consumption during operation was
estimated using (i) required airflow and pumping rates from GPS-X™ simulations and (i)
continuous equations derived from CAPDET [258] and CapdetWorks™ for all unit
processes (including pumping and various mechanical operations such as gates, arms,
rakes, etc.). Polymer and hypochlorite use, natural gas and fuel oil (for incineration)
consumption, and ash production were estimated based on correlations in monthly data

(e.g., polymer used per kg of solids centrifuged) at the Chesapeake-Elizabeth WWTP.

The life cycle emissions and raw materials required for all materials (e.g., HAc),
processes (e.g., electricity production and delivery), and wastes (e.g., construction
waste) were quantified using the ecoinvent database accessed via SimaPro (v7.2.4;
PRé Consultants; Amersfoot, The Netherlands). The specific ecoinvent processes used

can be found in Appendix C.

Impact Assessment. The impact categories and characterization factors of the U.S.
EPA’s Tool for the Reduction and Assessment of Chemical and other Environmental
Impacts (TRACI 2; v3.03) [265] were used. TRACI mid-point indicators include
acidification, carcinogenics, ecotoxicity, eutrophication, global climate change, non-
carcinogenics, respiratory effects, ozone depletion, and smog formation. No
normalization was performed beyond the use of TRACI characterization factors and no
grouping, weighting, or aggregation of impact categories was used. Sensitivity analyses

were performed and are discussed in more detail below.
5.2.6. Uncertainty and Sensitivity Analyses

Monte Carlo analysis with Latin Hypercube Sampling (LHS) was used for uncertainty
analysis. LHS is a sampling technique that evenly samples from the parameter space to
reduce the number or runs required to produce representative and reproducible results
[266]. Uncertainty analysis was performed on a total of 9 parameters: average daily
influent flow, rainfall, dry weather influent BODs, influent BODs:TKN ratio, influent

BODs: TP ratio, nitrifier maximum specific growth rate, oxygen half saturation coefficient
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for heterotrophs, ammonium half saturation coefficient for ammonia oxidizing bacteria
(AOB), and temperature. The probability density function (PDF) and pertinent values for
each parameter are listed in Table 5.1. The values and PDFs of all influent parameters
are based on daily and monthly plant-specific data from 2005-2010. All values and
PDFs for kinetic parameters are from recently published WWTP modeling sensitivity
analyses [124, 126].

Table 5.1. Input uncertainty for model parameters.

Minimum &
Maximum (uniform)

Parameter Distribution or
Average & Standard
Deviation (normal)

1 | dry weather influent flow uniform 18 (min); 23 (max) MGD
2 | rainfall empirical ®° | NA MGD
3 | influent BODs normal ° 243 (avg); 19 (stdev) | mg-L”
4 | influent BOD:TKN ratio ° normal ° 5.7 (avg); 0.79 (stdev) | mg-(BODs)-L"
per mg-(N)-L'1
5 | influent BOD:TP ratio © normal ° 41 (avg); 2.5 (stdev) mg-(BODs)-L™
per mg-(P)-L”
6 nitrififer maximum specific growth uniform 0.77 (min); 0.92 (max) | d”
rate
7 | oxygen half saturation coefficient uniform © 0.1 (min); 0.3 (max) mg-(COD)-L™
for heterotrophs
8 | ammonium half saturation uniform © 0.5 (min); 1.5 (max) mg-(N)-L™
coefficient for AOB
9 | temperature uniform ° 12 (min); 28 (max) °C

® The plant experiences roughly 1 MGD of influent from rain events on average. The values for
dry weather influent flow exclude flow from rain events, which were simulated as a separate,
independent parameter.

® Observed distribution based on HRSD data.

° Empirical distribution characterized by HRSD data. See Supporting Information for additional
details.

¢ Influent ammonium was set to 74% of the influent TKN concentration based on the median
value of HRSD data.

® Influent soluble phosphorus was set to 80% of the influent TP concentration; no data from
HRSD was available for soluble phosphorus.

" AOB and nitrite oxidizing bacteria (NOB) decay were fixed at 0.17 d', and NOB maximum
specific growth rate was set to 0.1 d’ greater than the AOB maximum specific growth rate
based on this default assumption in GPS-X™.

9 Distribution and values are consistent with assumption in [126].

LHS was used to generate a set of 500 values for each parameter listed in Table 5.1.
These values were compiled into 500 discrete sets of input parameters, where an input
parameter set was defined by a single value for each of the 9 parameters. Each input
parameter set was used to simulate the performance of both the Standard and the

Seasonal designs, resulting in a total of 1,000 dynamic simulations (500 for each
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design). Comparisons between designs were made based on the differences in
performance, environmental impacts, and costs for each individual input parameter set.
It should be noted that because temperature was varied uniformly from 12-28 °C and 18
°C was arbitrarily selected as the separation between summer and winter performance,
37.5% of simulations (and operational time) would be under winter conditions and the
remaining simulations would be under summer conditions. Temperature was monotonic
and it was assumed the plant operation would only switch twice per year (once at the

start of winter and once at the end).

Table 5.2. Sensitivity analysis overview.

Likely Minimum Likely Maximum

Parameter Default Value
Value Value

Life Cycle Inventory

Energy Source — Fraction 0.342° 0.141° 0.632°
Supplied by Coal ®

N,O Emission Factor — In 0.005 ¢ 0.0002 © 0.0059 ©
WWTP [kg-(N,O-N)-kg-(N

denitrified) "]

N,O Emission Factor — In 0.005 ° 0.005' 0.046 ¢
Effluent [kg-(N2O-N)-kg-(N in

effluent)]

Construction Multiplication 1x Fahner factor " 0.5x Fahner 4x Fahner factor "
Factor per m® Concrete — Al factor "

Individual Materials & Processes

Cost Analysis

Electricity Unit Cost [$-kWh™] | 0.065' | 0.06 [ 0.10

@ Any changes to the coal fraction were compensated for with increase or decrease in
the fraction electricity from nuclear power. The balance of electricity replaced by (or in
place of) coal was assumed to be nuclear.

® Fraction based on 2010 data for the Commonwealth of Virginia [267].

¢ 25" percentile (likely minimum) and 75™ percentile (likely maximum) of coal fractions by
state for 2010 [267].

4 [264]

°[256, 268]

1256, 264]

91256, 269]

'h Factors developed in [263], and used by others (e.g., [130, 260])

"HRSD current pricing.

5.2.7. Implementation
MATLAB (MathWorks; Natick, Massachusetts) was used for LHS and, through operation
of GPS-X™ in batch mode, the execution of the methodology as a whole. The MATLAB

code used for simulation and preliminary data consolidation can be found in Appendix G.

The code used for cost analysis and LCA can be found in Appendix H. The largest
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computational burden in this approach stemmed from the GPS-X™ simulations,
averaging roughly 20 minutes per run (where a run includes a single steady state and 10
day dynamic simulation) on a 64-bit Windows 7 desktop with 3.16 GHz processor (6 MB
cache) and 4.0 GB of RAM. This computation time, coupled with the use of Monte

Carlo, was an influential factor in deciding to evaluate only two design alternatives.
5.3. Results and Discussion

5.3.1. WWTP Performance

Actual SRT values across simulations for winter and summer conditions matched design
values with averages (+/- standard deviations) of 13.0 +/- 0.2 days and 9.0 +/- 0.1 days
for the Standard Design, and 12.5 +/- 0.2 days and 8.7 +/- 0.1 days for the Seasonal
Design. EBPR was consistently achieved, but to varying degrees between the two
designs. The soluble phosphorus concentration entering the secondary clarifiers (before
chemical precipitation) had average values of 0.5 and 1.1 mg-(P)-L" for the Standard
and Seasonal Designs, respectively (Figure 5.2a), with summer and winter performance
of the Seasonal Design differing greatly (0.6 vs. 1.8 mg-(P)-L", respectively). Any
residual phosphorus above 0.7 mg-(P)-L" for each individual simulation set was
assumed to be precipitated with ferric chloride (this was the origin of ferric chloride use

estimates).

Effluent TN constraints were also met with average values of 5.0 and 4.8 mg-(N)-L™" for
the Standard and Seasonal Designs, respectively. The Standard Design achieved
similar TN removal under summer and winter conditions with median values of 4.4 and
4.0 mg-(N)-L™", respectively. As expected, the Seasonal Design had a greater difference
between summer and winter performance, with effluent TN median values of 2.1 and 6.9

mg-(N)-L™", respectively (Figure 5.2b).
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Figure 5.2. Box and whisker plot of effluent (a) TP and (b) TN of Standard and
Seasonal Designs. The boxes represent the span of the lower (25" percentile) and
upper (75" percentile) quartiles of 312 (summer) and 188 (winter) simulations. The
horizontal line within each box represents the median, and the vertical lines
(“whiskers”) represent the 10" and 90" percentiles, and symbols denote data
points outside of the 10" and 90" percentiles.

As expected, the Seasonal secondary treatment process had higher effluent nutrient
concentrations during A20 operation in the winter compared to 5-stage Bardenpho
operation in the summer. Overall, each design consistently achieved near complete
nitrification, creating the opportunity to achieve greater TN removal with the addition of
more electron donor to the anoxic zones. For the analyses presented here, HAc
addition was flow paced at a fixed ratio for each set of simulations. Specifically, HAc

was added to achieve the following target concentrations (in mg-(COD)-L™) in ANX2 and

51



denitrification filter (DF) influent: 42/22 (ANX2/DF) for Standard Design summer and
winter operation; 30/22 for Seasonal Design summer; and 0/30 for Seasonal Design
winter. The increased level of HAc addition to the Standard Design ANX2 zone was
required to achieve effluent total nitrogen concentrations on par with Seasonal Design
annual average performance. In particular, it was the extended summer anoxic SRT of
2.1 days for the Seasonal Design (as compared to 1.4 days for the Standard Design)
and, specifically, the increased ANX1 SRT that lead to lower levels of effluent nitrate
with less HAc addition. Ultimately, this reduction in the use of HAc addition (averaging a
22% reduction in summer and 69% reduction in winter, or 40% annual average) was a
major component of cost and life cycle environmental impact differences between

designs (discussed in more detail below).
5.3.2.Cost Assessment

A summary of the results of the cost analysis can be seen in the first row of data in Table
5.3. It was estimated the Seasonal Design would cost $4.5 million more to construct
than the Standard Design. This additional expense is largely due to the additional
denitrification filter area required for winter operation as well as the additional diffusers,
air headers and piping, and redundant internal recycle withdrawal points (during A20
operation the internal recycle is withdrawn from AER2 rather than AER1B). Some
construction cost savings are achieved with the reduced reactor volume required for the
Seasonal Design, but these savings do not overcome the additional costs identified

above.

Although the Standard Design was less expensive to construct, the Seasonal Design
consistently costs less to operate. In fact, the Seasonal Design has a payback period of
2.7 years and would only be equivalent to the Standard Design in net present worth at
an interest rate of 37% (a value of 8% was assumed for analyses presented here). This
difference is due almost exclusively to the savings in electron donor over the life cycle of
the plant. The Seasonal Design uses, on average, 2,800 fewer L-d™' of acetic acid and
achieves comparable annual average TN removal. Due to the magnitude of these
savings, the cost analysis results are highly sensitive to the price of acetic acid. The
default cost used in this analysis has been 1.57 $:L™' [270], but a price of 0.366 $-L

would result in equivalent net present values for the Standard and Seasonal Designs.
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Table 5.3. Summary of present worth and LCA comparisons between Standard

and Seasonal Designs.

Absolute

Construction Impact

Impact of Upgrade From Standard to Seasonal
Design [Seasonal minus Standard]

Standard | Seasonal |Construction Summer Winter Operation
Operation (40 years)
Indicator (40 years)
Present Worth 47.2 51.7 4.5 (11.2) +/- 0.8 (34.9) +/- 2.5
[million $]
Acidification 918 909 9) (12,300) +/- 3,100 (32,600) +/- 4,800
[thousand H+
moles eq]
Carcinogenics 43.0 42.6 (0.4) (165) +/- 30 (461) +/- 40
[tonnes benzene
eq]
Ecotoxicity 24,200 23,900 (200) @ (123,000) +/- (340,000) +/-
[tonnes 2,4-D eq] 23,000 38,000
Eutrophication 26.1 25.8 (0.3) (518) +/- 767 2,810 +/- 3,690
[tonnes N eq]
Global warming 4,890 4,840 (50) (47,100) +/- 7,600 (124,000) +/-
[tonnes CO, eq] 9,000
Non 456,000 451,000 (5,000) (1,200,000) +/- (3,310,000) +/-
carcinogenics 230,000 300,000
[tonnes toluene
eq]
Ozone depletion 0.206 0.204 (0.002) (7.16) +/- 0.69 (20.6) +/- 1.5
[kg CFC-11 eq]
Respiratory 7.23 7.16 (0.07) (64.8) +/- 16.7 (172) +/- 23
effects [tonnes
PM, s eq]
Smog [kg NO, eq] 11.2 11.1 (0.1) (112) +/- 18 (320) +/- 24

* Note: Parentheses are around negative values. Negative values mean the Seasonal Design
had a lower value than the Standard Design (i.e., the Seasonal design cost less or has less of an
environmental impact).
# Values in column of construction differences do not necessarily match values in Construction
Impact column due to rounding for presentation in table.
® Values are averages +/- standard deviation.
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Figure 5.3. Box and whisker plot of difference between the Seasonal and
Standard Design present worth of operation. The boxes represent the span of the
lower (25" percentile) and upper (75" percentile) quartiles of 312 (summer) and
188 (winter) simulations. The horizontal line within each box represents the
median, and the vertical lines (“whiskers”) represent the 10™ and 90™ percentiles,
and symbols denote data points outside of the 10" and 90" percentiles.

Although the promise of reduced electricity use often motivates design refinement,
electricity savings of only 3.1 +/- 4.0% are expected with the switch to the Seasonal
Design. Electricity savings accounted for only 1.1% of the operational cost savings,
largely resulting from reductions in aeration demand of 5.8 +/- 6.3% in the summer and
4.3 +/- 2.8% in the winter condition. These savings are not a strong contributor to the
values listed in Table 5.3, but would cause the Seasonal Design to have a lower
operational present worth if both designs used equivalent volumes of electron donor
(Figure 5.4; P << 0.00001 based on a paired, one-tailed t-test). The net present value of
the Standard Design, in this instance, would be less expensive than the Seasonal

Design by $3.7 million.
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Figure 5.4. Box and whisker plot of difference between the Seasonal and
Standard Design present worth of operation assuming equal use of acetic acid as
an electron donor. The boxes represent the span of the lower (25" percentile) and
upper (75" percentile) quartiles of 312 (summer) and 188 (winter) simulations. The
horizontal line within each box represents the median, and the vertical lines
(“whiskers”) represent the 10" and 90" percentiles, and symbols denote data
points outside of the 10" and 90" percentiles. Note that two outliers (positive 6.70
and 9.19 million $) from the winter condition were not plotted to preserve a legible
axis scale.

5.3.3.Life Cycle Environmental Impacts

Overall, the Seasonal Design resulted in fewer environmental impacts in all impact
categories except eutrophication (Figure 5.5). The reduced environmental impacts for
the construction of the Seasonal Design were only 1.0% in each category, which is not
likely to be significant relative to the uncertainty of the operation phase impacts. The
majority of operational differences were again the result of differential HAc use (Table
5.4), but an advantage to switching to the Seasonal Design was still observed due to

other factors (discussed below).
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Figure 5.5. Box and whisker plot of relative difference between the Seasonal and
Standard Design life cycle environmental impacts. The boxes represent the span
of the lower (25™ percentile) and upper (75" percentile) quartiles of 312 (summer)
and 188 (winter) simulations. The horizontal line within each box represents the
median, and the vertical lines (“whiskers”) represent the 10™ and 90™ percentiles,
and symbols denote data points outside of the 10" and 90" percentiles.
Eutrophication has a separate y-axis scale due to its larger variability.

Table 5.4. Fraction of LCA life cycle impact differences (Seasonal minus Standard
Design; presented in Figure 5.5) that result from different levels of HAc use
between Standard and Seasonal Designs.

Life Cycle Impact Summer Winter
(avg +/- stdev) | (avg +/- stdev)

Acidification [%] 69 +/- 26 77 +/- 78
Carcinogenics [%] 84 +/- 18 91 +/- 9
Ecotoxicity [%] 77 +/- 17 88 +/- 71
Eutrophication [%] -180 +/- 3,300 | -21 +/- 329
Global warming [%] 81 +/- 14 93 +/- 4
Non carcinogenics [%] | 82 +/- 20 89 +/- 11
Ozone depletion [%] 95 +/-7 102 +/- 4
Respiratory effects [%] | 72 +/- 29 75 +/- 44
Smog [%] 87 +/- 16 92 +/- 5

In addition to reducing exogenous electron donor requirements, the Seasonal Design
resulted in an average reduction in electricity consumption of 3.1 +/- 4.7% and 3.1 +/-
2.4% for summer and winter operation, respectively. This reduction in electricity

consumption reduced environmental impacts in all categories (although not to the same
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degree as differential HAc use), and accounts for 13 +/- 25% and 6 +/- 4% of differences
in operation phase greenhouse gas (GHG) emissions for summer and winter months.
Ultimately, even if the Standard Design were able to achieve equivalent TN removal with
the same amount of exogenous electron donor, the Seasonal Design would result in
statistically significant reductions in almost all environmental impact categories (Figure
5.6). P values << 0.00001 were calculated for all categories except winter ozone and
winter eutrophication based on a paired, one-tailed t-test. Both winter ozone and winter
eutrophication were shown to increase with the shift to the Seasonal Design (P <<
0.00001 based on a paired, one-tailed t-test). Although the increase in winter ozone
impacts was statistically significant, the life cycle impacts of the two designs were within
0.9% of each other on average. Differences in eutrophication, however, stemmed
largely from WWTP effluent which was responsible for 47 +/- 13% of life cycle
eutrophication across all simulations, and was relatively insensitive to changes in

assumptions of chemical or electricity use.
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Figure 5.6. Box and whisker plot of relative difference between the Seasonal and
Standard Design life cycle environmental impacts assuming equal use of acetic
acid as an exogenous electron donor. The boxes represent the span of the lower
(25™ percentile) and upper (75" percentile) quartiles of 312 (summer) and 188
(winter) simulations. The horizontal line within each box represents the median,
and the vertical lines (“whiskers”) represent the 10™ and 90" percentiles, and
symbols denote data points outside of the 10" and 90™ percentiles.
Eutrophication has a separate y-axis scale due to its larger variability.
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5.3.4.Exogenous Electron Donors as a Source of WWTP Environmental Impacts

The result that HAc is one of the key contributors to the differences in environmental
impacts is somewhat surprising, especially considering that chemical consumption
(although often included) has not been a focal point of WWTP LCAs [38]. As we
consider the addition of HAc and its impacts on the WWTP, it is helpful to discuss it in
the context of the addition of 1 mg-(COD)-L™. At the average influent flow of 20.5 MGD
(plus incinerator scrubber blowdown flow of 1 MGD), the addition of 1 mg-(COD)-L™" to
the denitrification filters results in 1.06 million liters of HAc over the 40 year life cycle of
the plant (or 73 liters per day). Adding 1 mg-(COD)-L™ to the influent to the ANX2 zone,
however, which includes forward flow (20.5 MGD) as well as RAS flow (roughly 70% of
influent flow) and liquid streams from the incinerator scrubber blowdown and solids
handling processes (e.g., the gravity belt thickeners; roughly 17% of influent flow),
results in an acetic acid use of nearly 2.0 million liters of acetic acid over 40 years (or
136 liters per day). The life cycle implications of these levels of addition can be seen in
Table 5.5.

Table 5.5. Costs and life cycle impacts of the addition of 1 mg-(COD)-L™ of HAc to
ANX2 and denitrification filter influent.

Addition of 1 mg- Addition of 1 mg-

Parameter (COD)-L™ of Acetate to (COD)-L™ of Acetate to
ANX2 Denitrification Filters

Annual Chemical Cost [$/yr] 78,000 42,000
Present Worth of Chemical Cost [$] 930,000 500,000
Acidification [thousand H+ moles eq] 660 350
Carcinogenics [tonnes benzene eq] 12 6.2
Ecotoxicity [tonnes 2,4-D eq] 7,800 4,200
Eutrophication [tonnes N eq] 14 7.6
Global warming [tonnes CO, eq] 3,200° 1,700
Non carcinogenics [tonnes toluene eq] 81,000 43,000
Ozone depletion [kg CFC-11 eq] 0.58 0.31
Respiratory effects [tonnes PM, 5 eq] 3.6 1.9
Smog [kg NO, eq] 8.2 4.4

a As a basis for comparison, 3,200 tonnes CO2 eq. would be emitted from the use of 5.1 million kWh assuming the
Commonwealth of Virginia's current electricity source mix [267]. This electricity consumption would be observed over
the lifetime of the plant if the average internal recycle were increased from 53.3 to 57.1 MGD (3.8 MGD increase).

Although this work has shown that significant reductions in life cycle environmental
impacts may be achieved by modifying design parameters for a single configuration (i.e.,
anoxic SRT and ANX1:ANX2 volume ratios under summer conditions), another
approach may be to simply replace HAc with an alternative substrate. As an example, a

comparison between HAc and methanol (MeOH) based on ecoinvent characterization
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factors is listed in Table 5.6. If the same ratio of COD added to N denitrified were
observed for MeOH, environmental impacts of exogenous electron donor use may be
reduced by 58-92% (right-most column in Table 5.6). These differences, however, are
based solely on ecoinvent inventories for HAc and MeOH production. Other factors,
including proximity of production facilities and details of a given supplier's production
processes, will influence the actual magnitude of environmental impacts. In the event
that HRSD could acquire a local waste product and use it as electron donor, the life
cycle impacts (depending on how the waste product was treated in the life cycle
inventory) could also be drastically reduced. This type of synergistic relationship has
been observed at a 5-stage Bardenpho plant in North Carolina, which receives acetic
acid waste from a pharmaceutical company at minimal cost. The decision to switch
electron donors, however, is one that should be made after assessments of local

availability and in collaboration with utility personnel.

Table 5.6. Comparison of ecoinvent impact factors for HAc and methanol on a
mass and COD basis.

Impact category Acetic acid, Methanol, Acetic Methanol, | Impact
98% in H20, at Acid, HAc | MeOH Reduction via

at plant/RER plant/GLO [per kg of [per kg of | Switch from
U [per kg] * U [per kg] * COD] COD] HAc to MeOH

Acidification [H+ 0.318 0.0692 0.298 0.0461 84%
moles eq]

Carcinogenics [kg 0.00555 0.000585 0.00519 0.00039 92%
benzene eq]

Ecotoxicity [kg 2,4- 3.75 0.399 3.50 0.266 92%
D eq]

Eutrophication [kg 0.00681 0.000739 0.00637 0.000493 92%
N eq]

Global warming 1.54 0.736 1.44 0.491 66%
[kg CO, eq]

Non carcinogenics 39.0 4.60 36.5 3.06 92%
[kg toluene eq]

Ozone depletion 2.81E-07 1.64E-07 2.62E-07 1.09E-07 58%
[kg CFC-11 eq]

Respiratory effects 0.00175 0.000265 0.00163 0.000177 89%
[kg PM; 5 eq]

Smog [g NOy eq] 0.00394 0.00106 0.00368 0.000709 81%

* Titles of columns 2 and 3 are the unique names of the ecoinvent inventories used in this
analysis.
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5.3.5.Nutrient Limits and Implications for Design

The primary responsibilities of a WWTP are to protect public health and the aquatic
environment. As we seek to make our designs more environmentally sustainable, we
are also seeking to prevent local, regional, and global emissions that would result in
environmental deterioration and transitions to unstable ecosystems (e.g., see the
Planetary Boundaries concept by Rockstrom et al. [2]). In this study, we have included
eutrophication as a life cycle environmental impact. The sources of eutrophication
include all processes and materials for which life cycle inventory data was acquired from
ecoinvent, as well as the direct emissions from the WWTP. This analysis revealed that
the largest single contributor (47 +/- 13%) to the WWTP's life cycle nutrient emissions is
the effluent. Environmental impacts of effluent are distinct from other life cycle impacts
because they are directly regulated by local permitting agencies. If we assume that
meeting effluent permit requirements will provide sufficient protection for the local
receiving environment such that it can assimilate discharged nutrients without
detrimental impacts (which, we acknowledge, may be overly optimistic), then we may be

free to pursue design alternatives that reduce other life cycle environmental impacts.

In this case study, the structure of the HRSD’s permits (i.e., load limits on an annual
average basis rather than a shorter timescale) has created opportunities for operational
flexibility that could achieve statistically significant reductions in life cycle environmental
impacts of acidification, carcinogenics, ecotoxicity, global warming, non-carcinogenics,
respiratory effects, and smog. These regional and global impact reductions, however,
come at the expense of seasonal variability in effluent nutrients entering the local aquatic
environment. Ultimately, the fate and impact of effluent nutrients will depend on the
receiving environment, and not all WWTPs have such flexibility in their effluent permits.
The Chesapeake-Elizabeth WWTP discharges near the mouth of the Chesapeake Bay,
immediately adjacent to the Atlantic Ocean. Although the Bay has undoubtedly suffered
from high levels of nutrient inputs from anthropogenic activities [271], point sources
represent only a fraction of the nitrogen discharged to the Bay [272]. Additionally, the
growth of phytoplankton in response to discharged nutrients in the bay may not be as
significant of a problem in winter months. Depending on the ultimate fate of effluent from
the Chesapeake-Elizabeth WWTP (which is influenced by hydrodynamics at the mouth

of the Bay), the discharged nutrients may or may not influence observable eutrophication
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in the Bay. If this is the case, the winter increase in discharged nitrogen and phosphorus

with the Seasonal Design may be at little local environmental cost.

5.4. Conclusions

Here we have developed a quantitative sustainable design methodology to evaluate
upgrade alternatives for the Chesapeake-Elizabeth WWTP. With a flexible permit
structure that allows for variable effluent quality over the course of the year, the
opportunity exists to implement operational flexibility in the form of a seasonal secondary
treatment process change: from a 5-stage Bardenpho process (in summer) to an A20
process (in winter). By using Monte Carlo, dynamic simulations, LCA, and present worth
analysis, we have elucidated the advantages and disadvantages of such an upgrade.
Although the Seasonal Design would require a larger capital investment, the differential
use of electron donor could result in a payback period of a few years and the upgrade
would reduce life cycle environmental impacts in all but one category (eutrophication).
The magnitude of operational cost savings and operational environmental impact
reductions are highly sensitive to estimated differential electron donor use (between the
Standard and Seasonal Designs), but even at equivalent usage rates a net benefit in
almost all impact categories would be observed. The opportunity to pursue this level of
operational flexibility is made possible by Chesapeake-Elizabeth’s annual average
permit, which is a result of the sensitivity and flow characteristics of the receiving

environment.

Although the stakeholders engaged in this case study were limited to HRSD personnel
and consultants, this quantitative sustainable design methodology could also be used to
engage a broader set of stakeholders including regulators, representatives from
environmental interest groups (e.g., the Conservation Fund), and up-stream utilities in
the Chesapeake Bay Watershed. By integrating these WWTP modeling efforts with
tributary and Bay models, workshop participants could use this framework to better
understand the implications of regulatory and design decisions on specific stakeholders
and the larger Chesapeake Bay system. Ultimately, the sustainable design of WWTPs
must balance local, regional, and global considerations. From an environmental
perspective, designs should (at a minimum) prevent the transgression of thresholds that
would result in non-linear impacts and the catastrophic failure of ecosystems. If we

entrust regulatory agencies with the protection of our local environment through the
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imposition of permits, and we impose those permits as constraints in the design process,
we are then free to pursue more sustainable WWTPs through the application of a
quantitative sustainable design methodology (presented here) coupled with a larger
qualitative planning and design process [24, 252]. The ultimate objective of such a
methodology is to advance the performance, social, economic, and environmental
sustainability of WWTPs while balancing local objectives with regional and global goals

for sustainability.

The framework presented here also offers the opportunity to evaluate the implications of
alternative approaches to design. For example, as we expand the traditional design
methodology to better address environmental factors, life cycle environmental impacts
may be included as part of the objective function or as constraints to the design process.
In particular, the inclusion of environmental criteria as constraints has three advantages:
(i) it is consistent with today’s practice of including performance constraints, (ii) it
represents the environment as a limiting factor that requires us to operate within a set of
impact boundaries for economic and social systems to be sustained [2], and (iii) it avoids
the direct comparison of environmental versus economic trade-offs, as well as trade-offs
across environmental criteria that may be incommensurable or incompatible [247].
Although the imposition of additional constraints in a design process tends to lead to
lesser designs, such constraints may also push WWTP designers to view process
design through a new lens that will inspire novel configurations and design concepts that
will advance the various dimensions and scales (spatial and temporal) of sustainability

simultaneously.
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Chapter 6
A Metabolic Model of Organic Carbon Accumulation by
Unicellular Phototrophic Microorganisms for Process Design

J.S. Guest', M.C.M. van Loosdrecht?, S.J. Skerlos"®, N.G. Love'*

' Department of Civil & Environmental Engineering, University of Michigan
2 Department of Biotechnology, Delft University of Technology
® Department of Mechanical Engineering, University of Michigan

6.1. Introduction

Phototrophic microorganisms have significant potential as alternative energy sources in
the 21% century. Of particular relevance to energy recovery is the ability of phototrophic
microorganisms to accumulate both lipids [146] and polysaccharides [152, 153] for
intracellular energy storage. Research into lipid accumulation [145-148] and the
conversion of phototrophic microorganisms to biodiesel [58, 61, 62] has rapidly
increased in recent years because of its potential implications for transportation-based
fuels [150]. There is also interest in polysaccharide storage for energy production [273]
or at least the use of polysaccharide residual post-lipid extraction for energy production
[274]. To develop enrichment processes for energy production systems with unicellular
phototrophic microorganisms, it is helpful to be able to model their diurnal behavior to
enhance our understanding of how phototrophs accumulate storage materials, and to
apply that knowledge to the development of resource recovery technologies for sewage

treatment.

Much like in engineered bioprocesses that use chemotrophic microorganisms [113],
storage compounds can provide phototrophic cells with a means to balance their
electron donor supply during short-term changes in environmental conditions (e.g., a
switch from light to dark conditions [275]). Predicting the conditions that control the rate

and extent to which these storage compounds are formed is key to the development of
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effective phototroph-based bioprocess technologies. For this reason, computational
models are needed that explicitly predict the behavior of storage compounds

independent of the rest of the cellular material.

Here we develop a lumped sum metabolic model for carbon-accumulating unicellular
phototrophic microorganisms, following the approach used by others for the modeling of
polyphosphate [106-109] and glycogen accumulating organisms [110, 111] (PAOs,
GAOs). This approach is distinct from recent genome-scale metabolic flux models of
phototrophic microorganisms that are designed to evaluate metabolic engineering
approaches in silico [114, 115], in that the interrelated complex processes occurring
simultaneously in the cell are represented as a function of a single parameter upon
which all are dependent [105]. The use of lumped sum metabolic models by other
disciplines has been used successfully to predict the competitive growth behavior of
mixed microbial communities when grown under conditions that impose various selective

pressures [104].

We have developed our model using the known metabolic pathways of Chlamydomonas
reinhardtii, a model green alga. C. reinhardtii has been extensively studied [276], its
metabolic pathways are well characterized [114, 115, 276], and it is capable of both lipid
and polysaccharide storage [277]. Furthermore, as a member of the green algae, it is in
the largest taxonomic group in which oleaginous phototrophs have been identified and
may be ubiquitous in diverse habitats [154]. Consequently, we believe that C. reinhardltii
serves as a model organism that is sufficiently representative of phototrophs that are
likely to proliferate in bioprocess systems used to recover energy from sewage. To
demonstrate the applicability of the model to a mixed phototrophic culture, we performed
experiments in flat panel cyclostats originally inoculated with biomass from a pilot-scale

phototrophic system at a wastewater treatment plant.
6.2. Experimental Methods

6.2.1. Culturing

Inocula and growth medium. Inocula were collected from an Algae Wheel pilot-plant
located after the secondary treatment process at the Hopewell Regional Wastewater
Treatment Facility (City of Hopewell, Virginia, U.S.A.). Upon arrival, biomass was

homogenized, operated in semi-batch mode for four days with daily light/dark cycles with
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increasing light intensity each day, and filtered through a mesh (0.6 mm pore size)
before being added to photobioreactors. Cultures were maintained using a modified
Allen’s BG-11 medium [278] with silicate [279] and adjusted nitrogen and phosphorus
concentrations to reduce excess nitrogen but maintain phosphorus-limited growth.
Medium was prepared using distilled water (ASTM Type Il) with the following nutrient
concentrations (mg-L"): NaNO; (750), K,HPO, (78), MgS0O,-7H,0O (75), CaCl, (27),
Na,SiO3-9H,0 (58), citric acid (6.0), ferric ammonium citrate (6.0), Na,-EDTA-2H,0
(1.04), Na,CO; (20), H;BO; (2.86), MnSO4H,O (1.55), ZnSO47H,O (0.22),
Na;MoQO,-2H,0 (0.39), CuCl,-2H,0 (0.054), CoCl,-6H,O (0.040). For nitrogen replete
and phosphorus replete experiments, additional NaNO; or K,HPO,, respectively, were

added to the levels indicated for each experiment.

Photobioreactors. Three flat plate photobioreactors with internal dimensions of 487
mm x 258 mm x 30 mm (height x width x depth) were constructed from 9.5 mm thick UV-
stabilized acrylic (Trident Plastics, Inc.; Richmond, Virginia) and filled to 3.0 L. All
photobioreactors were operated as cyclostats subjected to a daily light/dark cycle.
[Note: Cyclostats are chemostats subjected to repeatedly a varying light or temperature
regime where cells are in a dynamic equilibrium of balanced growth and are
appropriately poised for the characterization of model parameters [280].] All three
cyclostats were operated at a dilution rate of 0.41 d” +/- 0.01 d” and subjected to a
light:dark regime of 14:10 hours. Light was provided from both sides of the reactors by a
total of 16 fluorescent bulbs (Maxum™ 5000 48 inch F40-T12 MB, Full Spectrum
Solutions; Jackson, Michigan). The surface irradiance on each side of the cyclostats
was 400 +/- 18 yE‘m?s” PAR (photosynthetically active radiation, 400-700 nm), as
measured with a quantum meter (Apogee MQ-303; Logan, Utah). Average irradiance
within each reactor was calculated using the following equation, which is based on the

Beer-Lambert law (described in more detail in [281]):

1

Lavg = 2+ I (E6.1)

1-— e_aC'XVSS'breactor) .

breactor acXvss

All nomenclature is defined in Section 6.7. The system was vented with a fan to reduce
heat buildup, and mixing was achieved by sparging reactors continuously with air at a
rate of approximately 0.2-0.3 Lair-LreaCto{1-min'1. pH was maintained below 7.55 (typical
pH was 7.35-7.55) using a pH controller (EW-05802-25, Cole Parmer; Vernon Hills,

lllinois) that operated solenoid valves to deliver CO, gas when needed to decrease the
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reactor pH. Photobioreactors were cleaned weekly by temporarily removing biomass,
bleaching reactors, and reintroducing biomass after filtration through mesh (0.6 mm pore
size). Examples of microscope images from each of the three photobioreactors can be

seen in Appendix J.
6.2.2. Analytical Methods

Total and volatile suspended solids. Total solids concentrations (dry mass) were
determined in duplicate by filtration through a pre-rinsed, pre-combusted, pre-weighed
glass fiber filter with a pore size of 0.7 ym (Whatman GF/F, Item #0987472, Fisher
Scientific; Pittsburgh, Pennsylvania) [282]. Filters were dried at 105 °C for at least 1
hour and desiccated for a minimum of 30 minutes prior to weighing. Volatile solids were
determined by combusting samples in a muffle furnace at 550 °C for 20 minutes followed

by at least 30 minutes of desiccation prior to weighing.

Proteins. Total protein content was measured in duplicate using the micro-bicinchoninic
acid (micro BCA) method (ltem #23235, Thermo Scientific; Rockford, lllinois) modified
with an alkaline digestion step [283] consistent with previous work in our lab [284].
Briefly, cells were resuspended in 1 N NaOH, incubated at 100 °C for 20 minutes, cooled
to room temperature, and diluted 1:20 (sample volume:final volume) to dilute the NaOH
to 0.05 N prior to the addition of micro BCA reagents and reading absorbance in
triplicate microplate wells at 562 nm. Bovine serum albumin (BSA) standards (ltem

#23210, Thermo Scientific; Rockford, lllinois) were treated identically to samples.

Lipids. Total lipids were measured as fatty acid methyl esters (FAMEs) using the
method of Levine and colleagues [285]. Briefly, reactor samples with a known solids
concentration were pelleted (2,000xg at 4 °C for 15 minutes) in duplicate glass tubes
(targeting 15-40 mg of dry solids per tube) and dried at 65 °C for 16-24 hours prior to
storage at 4 °C. Immediately preceding transesterification, acidified methanol was
prepared by slow (drop-wise) addition of 5 mL of acetyl chloride to methanol and diluting
to 100 mL with methanol. A stir bar and 2 mL of acidified methanol were added to each
glass tube with dried biomass pellet before sealing with Teflon-lined caps. Tubes were
heated to 100 °C for 90 minutes with vigorous stirring, after which they were allowed to
cool before 1 mL of distilled and deionized (ASTM Type |) water was added to stop the

reaction. FAMEs were extracted into 4 mL of n-heptane containing 250 mg L™ of
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tricosanoic acid methyl ester (C23:0 FAME) as an internal standard (ltem #91478,
Sigma-Aldrich®; St. Louis, Missouri). Tubes were vortexed for 45 seconds and
centrifuged (2,000xg for 10 minutes) before transferring approximately 2 mL of the upper
layer of the n-heptane-FAME mixture to a GC vial. FAMEs were identified and
quantified by GC-FID with single injections (1 pL; 10:1 split ratio; 260 °C inlet
temperature) onto a HP-InnoWax column (30 m x 0.32 mm x 0.25 pm; J&W 1909BD-
113, Agilent Technologies; Santa Clara, California) initially at 150 °C. After a 3 min hold,
the temperature was ramped at 6 °C-min™" to 260 °C and held for 9 min. Helium was the
carrier gas at a constant flow rate of 1.0 mL-min™. FID detector temperature was 300
°C, and N, served as the makeup gas (25 mL-min™). The relative standard deviation of
the internal standard across all runs was 0.9% and duplicate injections were shown to
differ 1.5% on average for total lipids. Peaks were identified using an analytical standard
(Supelco® 37 Component FAME Mix, Item #47885-U, Sigma-Aldrich®; St. Louis,
Missouri) and quantified assuming the response ratio of each FAME (mg FAME-peak
area™) was equal to that of the internal standard (consistent with EN14103 [286] with
use of C23:0 in place of C17:0). The method used to compartmentalize measured lipid
concentrations into (i) storage polymers and (ii) functional lipids (i.e., lipids fulfilling any

role other than energy storage) is described in Section 6.4.1.

Carbohydrates. Total and soluble (i.e., non-pelletable) carbohydrates were measured
in duplicate using the method of Dubois [287] with the following modifications. After the
addition of 80% phenol and sulfuric acid, samples were digested at 90 °C for 5 minutes
and allowed to cool to room temperature for 30 minutes in the dark before reading
absorbance in triplicate wells at 490 nm using a pQuant microplate reader (ltem
#MQX200, BioTek; Winooski, Vermont). This process included the digestion step;
however, it was not expected to measure all cell-associated carbohydrates. Although a
short, heated digestion has been shown to consistently quantify intracellular
carbohydrate-based storage polymers, a much longer digestion process may be
required to make cellular structural components available for colorimetric measurement
[288]. For the purposes of this study, we were particularly interested in the accumulation
or depletion of storage polymers, which were expected to be readily measured with the
short digestion. The method used to compartmentalize measured carbohydrate
concentrations into (i) storage polymers and (ii) functional carbohydrates (i.e.,

carbohydrates fulfilling any role other than energy storage) is described in Section 6.4.1.
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Nitrate and soluble phosphate. Samples were filtered through pre-rinsed 0.22 um
membranes (ltem #GSWP 025 00, Fisher Scientific; Pittsburgh, Pennsylvania) prior to
storage. Nitrate samples were stored in plastic centrifuge tubes at -20 °C until analysis.
Nitrate concentrations were determined via triplicate injections using a DX-100 lon
Chromatograph (Dionex; Sunnyvale, California) with RFIC lonPac AG16 guard column,
an lonPac AS14 analytical column, and eluent containing 3.5 mM Na,CO; and 1.0 mM
NaHCO;. Soluble phosphorus samples were stored at 4 °C in acid-washed (HCI)
glassware until analysis. Phosphate was quantified via the ascorbic acid method
(Method 4500-P-E; [289]) modified for analysis in a microplate.

6.3. Model Formulation

6.3.1. Metabolism

The metabolic model consists of a total of 10 reactions (Figure 6.1), the details of which
can be seen in Table 6.1 and are discussed in more detail below. Although many of the
reactions specified are common among phototrophic microorganisms, the metabolic

pathways used to construct the model are based on C. reinhardtii as a model organism.

With light as their energy source, phototrophs carry out light-dependent reactions to
generate ATP, NADPH,, and oxygen (from H,0O), and light-independent reactions
(commonly referred to as “dark reactions”) to convert carbon dioxide (CO5) into organic
matter. Once CO; is fixed into organic matter, that material may be built into biomass,
stored as intracellular polyglucose (Xpg) or triacylglycerol (Xtac), or metabolized via
oxidative phosphorylation. In addition to metabolizing recently-fixed organic carbon,
most phototrophs are capable of utilizing stored or extracellular organic carbon as an
energy (and carbon) source. Although cells differ in their ability to use various forms of
extracellular organic carbon [290], it is reasonable to assume that all cells are capable of
metabolizing intracellular organic carbon pools that they themselves stored. For the
purposes of this model, it is assumed that cells do not use extracellular organic carbon
(either because of a lack of availability or a lack of ability), and instead only grow
heterotrophically (or mixotrophically) using stored organic carbon (as Xpg or Xtag) as

their energy and carbon source.
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Figure 6.1. Schematic representation of the lumped sum metabolic model for carbon-
accumulating phototrophic organisms (Xcpo) capable of accumulating intracellular lipids

(as triacylglycerol, Xtac) and polysaccharides (as polyglucose, Xpg).

Table 6.1. Summary of reactions included in the metabolic model on a C-mole basis.

Rate Reaction Stoichiometry Citations

R, | Synthesis of G3P | a, hv + CO; — '/3 G3P + O, [291, 292]
from CO,

R, |Synthesis of acetyl- | /3 G3P — /5 acetyl-CoA + %3 NADH, + %/s ATP + | [114, 115]
CoA from G3P '3 CO,

R; | Synthesis of Y2 (1 + 0, + Oy) acetyl-S-CoA + 0.2 NO;™ + (ay, — ¥2| [112, 293]
biomass precursors | 6y) ATP — CH; g0 5Ng2 + (84 + 8y) CO, + (2 &4 —
from acetyl-CoA 0.1) NADH,

R4 | Polymerization of | cH, 40,5Ny, + ((Xx n mATP) ATP _)% [112, 294]
biomass precursors CH:-On <N "
& maintenance (CH18005No2)n

Rs | Carbon source ', acetyl-CoA — 1 CO, + */, NADH, + '/, FADH, | [115]
catabolism + '/, ATP

Rs | Oxidative 1 NADH, + '/, O, — 8po ATP [105, 295]
phosphorylation

R; | Synthesis of PG '3 G3P + '/g (glucose), + /g ATP — /g [296, 297] [114,
from G3P (glucose)n+1 115]

Rs |Synthesis of G3P | /s (glucose)s + /e ATP — /s (glucose), + '/5 [298]
from PG G3P

Ry | Synthesis of TAG | *°/s; acetyl-CoA + *°/s; ATP + **/s; NADPH, + °/5, | [114, 154]
from acetyl-CoA NADH, + '/5; CO, — /51 TAG

Rio |Synthesis of acetyl- | '/s; TAG + /5y ATP — **/5; NADH, + *'/s; FADH, | [115, 298]
CoA from TAG + /51 CO, + %151 acetyl-CoA

Photosynthesis and production of acetyl-CoA. Itis assumed that the end products of

photosynthesis (R;) are glyceraldehyde-3-phosphate (G3P) and diatomic oxygen (O,).
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Although cells may have auxiliary routes of electron transfer to match energy and
reducing power conversion (from light energy) with metabolic needs [292] — including the
use of cyclic photophosphorylation for additional ATP during photoautotrophic growth
[299] — we assume these pathways are active at a rate designed to meet the ATP and
NADPH, needs of carbon fixation and no more [291]. Once G3P is produced, it is
converted to pyruvate via the Embden-Meyerhof-Parnas (EMP) pathway [115] and
decarboxylated to form acetyl-CoA [114] (R>).

Biomass synthesis. The synthesis of active biomass (anabolism) was assumed to take
place in two steps [112]: (i) the synthesis of biomass precursors (monomers including
amino acids, hexose, ribose, deoxyribose, fatty acid, etc.), Rs; and (ii) the polymerization
of those precursors into active biomass (Xcpo), Rs. The elemental biomass composition
of phototrophic microorganisms (and composition of biomass precursors) was initially
assumed to be CH;30O0s5Ng> based on the observations of Roels for a range of
microorganisms [293]. Production of biomass precursors was assumed to occur with
some fraction, &,, of acetyl-CoA being dissimilated to generate reducing equivalents
[300], and an additional fraction (dy) required for the reduction of nitrate prior to
assimilation (Table 6.2). The value for &y assumes the reducing power was generated
via catabolism, Rs, and ATP generated during catabolism offsets ATP needs during
polymerization of active biomass, R;. The polymerization of biomass precursors and
maintenance followed the approach of van Aalst-van Leeuwen and colleagues [112],
with an assumed value, a,, for the amount of ATP required for polymerization of
precursors to active biomass [294]. The specific ATP consumption due to maintenance
(matp) must be calculated based on observation, and was assumed to be constant
(consistent with Beeftink [301] and others).

Catabolism and oxidative phosphorylation. It was assumed that catabolism of
acetyl-CoA (Rs) occurs via the tricarboxylic acid (TCA) cycle [115], resulting in the
production of NADH,. To meet energy demands in the cell, ATP may then be produced
from NADH, via oxidative phosphorylation (Re). The efficiency of this process can be
expressed as the P/O ratio (8p0), which represents the moles of ATP produced per mole
of NADH, oxidized [105]. Although the P/O ratio can vary with growth conditions [295],
we follow the typical approach to lumped-sum metabolic modeling by maintaining a fixed
ratio [302-304].
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Polyglucose (PG) storage and mobilization. Phototrophic microorganisms have been
shown to store polysaccharides in numerous forms including starch (e.g., green algae
[296, 297]), chrysolaminarin (e.g., diatoms [305]), and glycogen (e.g., cyanobacteria
[306]). Many of these storage polymers are formed simply by condensation of
nucleoside diphosphate sugars [297, 298, 305]. Assuming that G3P is converted to
glucose 6-phosphate via gluconeogenesis [114, 115], the only ATP expense of its
storage is for polymerization at a cost of 1 ATP per molecule of glucose. It was
assumed here, therefore, that the storage of polysaccharides is simply in the form of
polyglucose (R;), which is equivalent to starch or glycogen. For the mobilization of
stored PG reserves (Rg), glucose monomers are removed from intracellular PG chains in
the form of glucose 6-phosphate, which was then assumed to be converted to G3P via
the EMP pathway.

Triacylglycerol (TAG) storage and mobilization. Phototrophic microorganisms have
been shown to store lipids in numerous forms. Of particular relevance to downstream
energy harvesting processes is the storage of neutral lipids, which are often produced in
the form of triacylglycerol (TAG) comprised of long-chain fatty acids (C:16 to C:18) [154].
It was assumed here that fatty acids ultimately stored as neutral lipids are synthesized
from acetyl-CoA to form palmitic acid (C:16) and attached to a glycerol molecule at the
termination of synthesis, resulting in TAG with an elemental composition of Cs1HgsOg
(Ro). It was assumed that G3P will be present in the cell during TAG synthesis and will
be the precursor for glycerol. For the purposes of this model, therefore, acetyl-CoA is
reverted back to G3P by simply reversing R,, and G3P is then converted to L-glycerol 3-
phosphate. It was assumed that ATP is only required for the production of palmitic acid
from acetyl-CoA, and no ATP is required for the activation of the palmitic acid molecules
during TAG synthesis [114]. For the mobilization of TAG reserves (Rio), TAG is first
hydrolyzed to glycerol and fatty acids by lipases. Glycerol is then phosphorylated to
glycerol 3-phosphate and oxidized to dihydroxyacetone phosphate, which is then
isomerized to G3P [115]. Palmitate requires 1 ATP for activation to palmitoyl-CoA [298]
before being degraded to 8 molecules of acetyl-CoA while producing both FADH, and
NADH,.
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Table 6.2. Metabolic model parameter descriptions and value estimates.

Parameter Description Estimated Units
Value
Oy CO, production from the synthesis 0.266° C-moles of CO, produced
of 1 C-mole of biomass from per C-mole of biomass
acetyl-CoA
On CO, production from the 0.436° C-moles of CO, produced
catabolism of acetyl-CoA to per C-mole of biomass

generate reducing power for NO3’
reduction for assimilation.

(oY1 ATP requirement for synthesis of 0.66° moles ATP per C-mole of
biomass precursors from acetyl- biomass
CoA

Ay ATP required for polymerization of 1.5¢ moles of ATP per C-mole
biomass precursors (monomers) of biomass
to active biomass

Opro efficiency of oxidative 2.0° moles of ATP produced
phosphorylation (P/O ratio) in per mole of NADH,
mitochondria oxidized

? Acetate via the glyoxylate cycle and isocitrate-lyase [300].

® Calculated based on the molar ratio of 0.2 moles of N required per C-mole of biomass formed
and the requirement of 8 electrons per mole of N reduced from NO3 to NH;. Reducing power
was assumed to be generated via acetyl-CoA catabolism (Rs).

° [295], consistent with assumption by [112]

d [294] consistent with assumption by [112]

°[307]

6.3.2. Determination of Model Stoichiometry

Although not all of the internal reactions identified above can be measured, these
reactions can be related to observable rates to enable modeling of the system [105].
First, linear equations representing the rate of change of each component in the
metabolic model were written for each of two metabolic conditions: (i) nutrient-replete
conditions (Appendix K; Table K2), when cells mobilize carbon reserves, and (ii)
nutrient-deplete conditions (Appendix K; Table K3), when cells store organic carbon.
Each set of linear equations included a degree of reduction balance [293] and —
consistent with past lumped-sum metabolic models [109, 112] — assumes that there was
no net accumulation of NADH,, ATP, biomass precursors, acetyl-CoA, or G3P. Linear
equations were solved using Wolfram Mathematica 8.0.1.0 (Wolfram Research, Inc.;
Champaign, IL) to determine stoichiometric relationships among specific rates (where
“specific” means the rate has been normalized to biomass concentration): phototrophic

carbon fixation (Qunet); growth (u); PG formation (qeg); TAG formation (grac); and
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maintenance (marp). Linear equation solutions and corresponding stoichiometric

constants may be found in Table 6.3.

Table 6.3. Linear equation solutions and derived stoichiometric yields.

Description [Units] H Nutrient-Replete Metabolism Nutrient-Deplete Metabolism

Linear Equation Solutions

Specific Rate of NR . NR NR ND ND ND
Photosynthesis [(C- - NR drG " dTAG , MATP QD — " drg N qrac = MATp
moles CO fixed to TG e YRG YAR PTG VR IR VAR
G3P)-(C-mole

biomass)™-(hr)"]

Specific Rate of CO»
Production g0z = —H
[(C-moles CO,)-(C-
mole biomass)"1-(hr)'1]
Specific Rate of O,

Production 1479 145 ND _ 1479

—_ "7 NR Y NR -*77 ND ND , —*2 ND
[(C-mole)s1(?2)-)(1C-mole doz = 7gz0 M TG t 757 9TAG doz = Toz0 W T IpG T g7 9TAG
biomass) -(hr)]
Stoichiometric Yields

yield of PG on CO»
fixed to G3P [(C- NR _ 18434 8pg Np _ 18+ 348pg
moles PG)-(C-mole PG ™15 4+ 34 8p0 PG T 21+ 34 6p0
CO; fixed to G3P)]

yield of TAG on CO;
fixed to G3P

153 + 28968
[(C-moles TAG)-(C- YR, = W&;‘MPO
mole CO; fixed to + PO
G3P)"]

yield of biomass on
Egz n:glzci to G3P GNR D 90 + 1708p¢

- XCPO = Ixcpo =
biomass)-(C-moIe 45 + 90 Oy + 90 [06%¢ + 174 6p0 + 165 6p06N + 45 SX - 15 6p05x
CO;, fixed to G3P)™]

yield of ATP on CO»
fixed to G3P

ND

N N

R NR NR ND _ D ND ND
—Aqpg — dTAG qcoz = —W " —dpc —drAG

oND 153 + 289 8pg
TAG ™ 144 4 410 8p¢

[(moles of ATP)-( C- YR, — yND 9+ 17 8po
mole CO; fixed to 9
G3P)"]

* Note: The coefficient in front of the mu in the O, production calcs would be 1071/1020 rather
than 1479/1020 if ammonia were the nitrogen source.

6.3.3. Kinetic Modeling

The structure of the kinetic model was established using (i) the linear equation solutions
presented in Table 6.3, (ii) kinetic models and data from the literature, and (iii)

experimental data from batch and cyclostat operation of all three photobioreactors.

Nutrient uptake. Consistent with the extensive literature on phytoplankton modeling, it

was assumed that nutrient (N and P) uptake followed Michaelis-Menten kinetics [308]
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and that growth would be limited by a single nutrient following Droop formulation (i.e.,
cell quota model) [309]. One modification to the cell quota model was to raise the
expression of relative pool size (the minimum N or P ratio divided by the actual ratio, or
Qmin/Q) to the power of 4. This modification was made after experimental observations
showed that organic carbon storage occurred rapidly upon nutrient depletion. It is worth
noting that empirical corrections to response functions (i.e., applying exponents to
curves with values from 0 to 1) are not without precedent in phytoplankton modeling
[310].

Nutrient uptake was assumed to be independent of internal stores of the respective
nutrient [308]. Eventually we may consider including switching functions such that
uptake of all nutrients will cease as any nutrient (N or P) becomes limiting [311, 312];
however, this has not been included in the current version of the model. To account for
changing growth rates under dark conditions, a dark reduction term, ngar, was added to

nutrient uptake rates (a similar but simplified approach as compared to [313]).

Phototrophic kinetics. The light-dependency of photoautotrophic growth was
approached as in the PHOBIA model [183] but with one modification (the introduction of
Ky, discussed below). Briefly, light dependency was modeled using the Eilers-Peeters
relationship [314], which includes the effects of photoinhibition at high levels of
irradiance. Photoadaptation was addressed using the approach of Duarte and Ferreira
[315] by including chlorophyll:carbon ratio as a state variable, R, which influences the
initial slope of the photosynthesis-irradiance curve. The final expression, f,, expressing
the cell’s maximum relative photosynthetic productivity at time t (as a unitless term with a

value from 0 to 1) becomes:

f, = ‘ (E6.2)

12 21
I+1-(0.25-5R)"( - -1 +1
I pt opt

o)

Distinct from previous works, the adaptation of the chlorophyll:carbon ratio (originally
characterized by [316]) was modified to be a continuous equation for convenience. This
was achieved with the addition of K, in the first parenthetical expression in the

photoadaptation rate equation (Table 6.5).

Organic carbon storage. It has been widely observed that many phototrophic

microorganisms accumulate lipids under lit conditions in the absence of nitrogen,
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although phosphorus has mixed impacts on lipid storage in eukaryotic algae [146].
Additionally, some species have been observed to accumulate polysaccharides in the
absence of nitrogen [152, 153]. Based on our experimental results, it was assumed that
TAG and PG storage occur when growth is arrested due to lacking nitrogen, and that PG
storage (but not TAG storage) occurs when growth is arrested due to phosphorus. It
was also assumed that cells have some maximum possible storage capacity per cell for
both PG (fp?*) and TAG (ffxg). Consistent with modeling of polyhydroxybutyrate
storage kinetics [317], it was assumed that cells accumulate polysaccharides and lipids
at the greatest rate when none are within the cell and that they gradually decrease their
rate of accumulation as they approach their maximum storage capacity. In the absence
of compelling evidence to suggest the rate expressions for accumulation are more

complex, we chose the relatively simple representation of:

q fpc |2

e _ g _ ( ;;gx> (E6.3)
drG fpc

q f Bz

drac _ g _ (%) (E6.4)
drac fTAG

where fpg and frag are the relative fractions of stored substrate with units of C-moles of

PG or TAG per C-mole of biomass, respectively.

Mobilization of stored organic carbon. It was assumed that stored substrate
degradation was limited by nitrogen, phosphorus, or the relative fraction of stored
substrate (as fpg and frag). Based on the assumption that all cells (Xcpo) in the
cyclostats have the ability to store both PG and TAG, and that stored PG (Xpg) and TAG
(Xtag) in the reactor are divided evenly among the cells, the rates of degradation of Xpg
and Xrac must be linked to prevent unrealistic growth rates. To this end, the relative
fractions of each storage polymer were transformed to equivalent units and combined to
create a new term, f;, representing the relative fraction of stored substrate (C-moles of

PG equivalents per C-mole of biomass):

YNR
f5(0) = foa(®) + Frac(V) - - (E6.5)

An important note is that the Xpg and Xtag utilization equations (for growth and for

maintenance) are structured such that Xpg will be used simultaneously with Xtac.
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Although recent findings of Siaut and colleagues showed that stored polysaccharides
were mobilized before stored lipids when cultures of C. reinhardltii were switched from lit,
nutrient-deplete conditions to dark, nutrient-replete conditions [277], stored Xps and Xtag
were frequently mobilized simultaneously in many of the mixed cultures tested here. Xpg
and Xtag utilization did, however, differ in the rate and extent of their degradation, where
Xpc Was regularly degraded more rapidly and to a greater extent than Xyas. To address
this, a term “p” was added to the Monod expression to account for the disproportional
rate and extent of mobilization of Xpg, such that the relative rates of growth on Xpg and

Xt1ac could be described as:

f]
;xcpo — PlpG —F (E6.6)
Xcpo KST0+PfPG+fTAG'—Y,§§’
TAG
and
o YR
TAG YNR
UXCPO __ TAG (EG 7)
= - NR .
Hxcpo

YpG
Ksto+pfrctfrac—xgr
YTAG

Maintenance and endogenous respiration. Consistent with assumptions by Beeftink
[301] and others (e.g., [302)), it was assumed that the specific maintenance rate (in units
of moles ATP per C-mole biomass per time) was constant. The maintenance ATP
demand was distributed between the degradation of Xpg and Xtac when available,
supplemented with endogenous respiration as needed. The approach followed that of
Beeftink and colleagues [301] who reconciled the models of Herbert [318] and Pirt [319].
This approach results in maintenance energy demand being met exclusively by stored
substrate as fpg and frag approach fpi* and fry&, respectively, and by endogenous

respiration as fpg and frag approach zero.
6.3.4. Model Structure

In accordance with the format of presentation of other process models [320], a Petersen
Matrix [321] was used. A Petersen Matrix consists of a stoichiometric matrix (Table 6.4)
and a vector of transformation rate equations (Table 6.5). The state variables and
transformation processes are characterized with indices i and j, respectively. The

stoichiometric coefficients are presented in the stoichiometric matrix (v;), and
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transformation rate equations are presented as vector p;. The rate of production of
component i (in units of Mass;-Length® Time™), therefore, is the sum of each
stoichiometric coefficient in column i multiplied by each transformation rate j (r; =

2 vj; - pj; over all processes j).

Table 6.4. Stoichiometric matrix of model processes.
State Variable

R Sco2 Soz
g-(((éh)l_)l~g- T o T moles-(C)-L* moles-(02)-Lt
Photoadaptation 1
(P1)
Nitrate Uptake (P») -1 1
Phosphorus Uptake
-1 1
(Ps)
Photoautotrophic 1 1 1479 —Qnmin |- Qp
Growth (P4) 1020 N,min P,min
Growth on Stored 1 IR YOR YNR 1479
PG (P ) - —-1 - +— _QN,min _QP,min
5 Yxcpo Yxcpo Yxcpo 1020
Growth on Stored 1 Y | VMG 1= Yife 145 1479 —Qumnin - Qe
TAG (Pe) Yxcpo | Yxcpo Yxcpo 102 1020 fomin [P min
PG Degradation for 1 1 A
Maintenance (P7)
TAG Degradation for A 1 145
Maintenance (Ps) ~102
Endogenous A 1 1479 . R
Respiration (Pg) ~ 1020
PG Storage (P1o) 1 -1 1
145
TAG Storage (P 1 -1 —
ge (Pr) 102

* Xcpo-associated nitrogen and phosphorus was assumed to not be bioavailable after
endogenous respiration. Inert material (including inert N and P) was not included in this model
formulation.
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Table 6.5. Kinetic equations for model processes.
Process [units] ‘ Rate

Photoadaptation
In 0.01 +0.03—~—-—-R

(P ). Lo
[g-(Chi)g-(C) ] [\Ky+ (001)

0.2 % In (II +0.005)

Nitrate Uptake

. S
(P2) o0 Yo % * max([fy, Naark] * Xcpo
[moles-(N)-L™"-hr'] NO T “No

Phosphorus
Uptake N S
(P3) Ve .Kp—jsp. max[fy, Naark] - Xcpo

[moles-(P)-L™"-hr"]

Photoautotrophic
Growth . .\ l[ /
(Pa) fixcpo - min [1 - (QN'mi“) ,1— (Qp'mi“) ] *min
[moles-(biomass as Qn

C)-L™hr"]

pfpg + frag - YNR

N
%)

f,| 1-
\ Ksro + pfpg + frac - YNR

Growth on Stored

PG

(Ps) Fxceo - min [1 - (%)4 - (Qg:inf] . o x| Xcpo

[moles-(biomass as Ksro + pfpg + frac K
C)L™hr']

Growth on Stored NR
TAG Qnmin\ Qp.min\*

(Pe) fixcpo * min [1 - ( g::m) 1= ( g:m) ] ) e YR *Xcpo
[moles-(biomass as Ksro + pfeg + frac " $Nr-
C)yL™"hr']

YTAG

PG Degradation for /
Maintenance YR pfoc
(Py7) mptp * ' |

G
[moles-(PG as C)-L’ \KSTO + ppg + frag - Y% /
1-hr'1]

TAG Degradation

. PG

for Maintenance YR, ( frac YNR \

(Ps) Mare "\ g )" " Xcpo
[moles-(TAG as \KSTO +pleg + frac  gNR
C)-L"-hr"]

YNR

(Po) Mate ~r | " Xcpo

[moles-(biomass as

Endogenous YR

Respiration Y Pl + frac * YR
( XCPO) 1=

C)-L™hr"]

PG Storage

(P10) ~ fPG h QN,min * QP,min *
Emol1es-(PG asC)yL |dre’ (1 - (m}Ax) ) " max [(T) (T) ] “fi - Xepo
-hr']

TAG Storage

(P11) N 1 frag pe i Qn,min 4-f X
[moles-(TAG as drac FMAX Qn 1" Xcpo

C)yL"hr']
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6.3.5. Model Calibration and Validation

Model calibration. For calibration of kinetic parameters, batch studies were conducted
by stopping influent and effluent flow from the reactor and altering the light:dark regime.
Reactors were spiked with nitrogen, phosphorus, and micronutrients as needed to
observe nutrient replete, N-limited, and P-limited conditions under both lit and dark
scenarios for extended periods of time (3-6 days). All calibration studies were run at the
same light intensity as the cyclostat daytime operation. All trends (e.g., mobilization of
stored Xps and Xrac in the dark) were observed in at least two reactors, but calibration

and validation was done using only data from photobioreactor 3.

The model was calibrated by minimizing the total relative error between measured and
modeled data, where relative error (RE) for a given compound (k) across the number of

time points (N) was defined as follows [302]:

2
Ircneasured(ti)_nlr(nodel(ti)

n
REk = %\I=1[ nlr(neasured(ti) (E68)

The total error between experimental data and the model was the sum of the relative
error across all time points for Xcpo, frg, and frac. Measurements were taken for all
compounds at all time points, and relative errors for each indicator and each time point

were weighted equally. Thus:
Total Relative Error = ), RE, (E6.9)
where k = Xcpo, feg, and frac.

Model calibration was achieved iteratively using data from three batch experiments on a
single photobioreactor. For the light and dark growth studies, initial relative cell quotas
(the ratio Q/Qnmin) were independently calibrated to any value between 1 and 3 based on
the maximum observed biomass concentration during the batch study. Initial relative
quotas of 1.0 were used for the organic carbon accumulation study. First, the maximum
specific Xpg storage rate (Gpg), maximum specific X7ac storage rate (Grag), maximum

fraction of stored Xpg (F5&*X), maximum fraction of stored Xrac (FMEY)

, and storage
inhibition constants (B, and B,) were estimated using data from a batch study under lit,
nitrogen-deplete conditions. Next, the maximum specific growth rate ({ixcpo), the stored

substrate saturation constant (Ksto), optimal irradiance (lopt), PG relative preference
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factor (p), maximum nutrient uptake rates (Vyo and Vp) and dark reduction factor (fgar),
and the specific maintenance rate (m,1p) were estimated was estimated using data from
a batch studies under lit and dark, nutrient-replete conditions. All parameter estimations
were achieved using the GRG Nonlinear solver tool using forward derivatives in

Microsoft Excel.

Model validation. For the validation study, a single photobioreactor was operated in
batch mode with a 14 hour light period under reduced irradiance followed by a 10 hour
dark period. The surface irradiance during the light cycle was 150 +/- 6 yE-m?-s” PAR.
Soluble phosphorus was maintained in excess of 8 mg-(P)-L™" with a spike of nitrate at
the start of the light (30 mg-(N)-L™") and dark (200 mg-(N)-L™") cycles.

6.4. Results and Discussion

6.4.1. Normalization of Xcpo

To calibrate and validate the model, it was necessary to convert experimental
measurements of VSS, protein, lipids, and carbohydrates into concentrations of Xcpo,
Xtag, and Xpg. It was assumed that functional biomass, Xcpo, consisted of protein,
lipids, carbohydrates, and some additional material contributed to its mass (this would
include nucleic acids as well as cell-associated carbohydrates that were not measured
with the rapid acid digestion method). It was also assumed that Xcpo would have a
constant relative composition, meaning a constant ratio among its cell components.
Protein was used as the normalizing factor using minimum and maximum ratios across
all experiments (except the validation study). The minimum observed ratios of
lipid:protein and carbohydrate:protein were 0.15 mg-(total lipids)-mg-(protein)” and 0.19
mg-(measured carbohydrates)-mg-(protein)™. [Note: This ratio of carbohydrate:protein
for total cell content is very low. However, analytical methods used here were not meant
to capture all cell carbohydrates, and the actual ratio of carbohydrate:protein in the cell
was likely much higher.] Based on measured protein concentrations, these ratios were
used to define the mass of measured lipids and carbohydrates associated with Xcpo.
The difference between measured lipids and Xcpo-associated lipids was assumed to be
Xtag, and the difference between measured carbohydrates and Xcpo-associated
carbohydrates was assumed to be Xpg. Finally, VSS of Xcpo was estimated based on

the maximum ratio of protein:VSS of 0.48 mg-(protein)-mg-(VSS)™.
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6.4.2. Photobioreactor Performance

The cyclostats operated with very low effluent phosphorus concentrations, often below
the minimum reporting level of 0.05 mg-(P)-L". Furthermore, effluent nitrate
concentrations were typically greater than 10 mg-(N)-L". Volatile suspended solids
(VSS) concentrations in the cyclostats increased over the course of the lit cycle and
decreased during night operation, with typical values for ranging from roughly 1,400 to
2,200 mg-(VSS)-L™". Regardless of the batch conditions they were transferred to, the
cultures that originated from the cyclostats rapidly adapted to their new environments as
we would expect them to. This was observed through linear behavior (i) in lit, nutrient
replete conditions where growth and stored polymer mobilization were both rapid and
linear for the first several hours of each study, and (ii) in lit, nutrient deplete conditions

where storage of polymers was rapid and linear.

The absorption coefficient, a., was determined to be 0.049 m?-g-(VSS)™ (VSS was 93 +/-
3% of TSS, resulting in an equivalent a. of 0.46 m*g-(TSS)"). This resulted in an
average irradiance across the reactors of 250-360 YE-m?-s™ during normal cyclostat
operation (depending on the VSS concentration). Although we recognize that the
absorption coefficient will change with different light intensities or physiological
conditions (e.g., a. will decrease as light intensity increases [322]), this value was used
to estimate the average light intensities across all experiments and is consistent with

how light intensity was modeled in other studies [323].
6.4.3. Model Calibration

A total of three batch experiments (nutrient-replete light, nutrient-replete dark, and N-
deplete light) from a single cyclostat were used for model calibration. The calibrated
parameters are listed in Table 6.6. Minimum nutrient quotas were fixed based on the
assumed biomass composition (CH4 500 5No2) and a N:P molar ratio of 10:1 (Quinn = 0.2
moles-(N)-mole-(biomass as C)-L™"; Qminp = 0.02 moles-(P)-mole-(biomass as C)-L™"). It
is worth noting, however, that the ratio of N:P in phototrophic microorganisms may not
be fixed and cells may adapt to their environment to achieve co-limitation if within the

acceptable range of N:P and given enough time [324].
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Table 6.6. Calibrated model parameters for Cyclostat 3.

Description ‘ Parameter Fitted Value Units
maximum specific growth fixcpo 0.081 moles-(biomass as C)-mole-
rate (biomass as C)™-hr”
optimal irradiance lopT 130 PE-m®-s”
stored substrate Ksto 2.4 moles-(PG as C)-moles—
saturation constant (biomass as C)
PG relative preference p 5.0 unitless
factor
maximum specific nitrate Vo 0.048 moles—gN)- mole-(biomass as
uptake rate C)"hr
maximum specific Ve 0.0052 moles—gP)- mole-(biomass as
phosphate uptake rate C)'1-hr'
specific maintenance rate Matp 0.026 moles-(ATP)- mole-(biomass

as C)"-hr”

dark nutrient uptake Ndark 0.55 unitless
reduction factor
maximum specific PG dpg 0.028 moles-(PG as C)-mole—
storage rate (biomass as C) hr!
maximum specific TAG drac 0.016 moles-(TAG as C)-mole-
storage rate (biomass as C)-hr”
power coefficient for PG B4 3.1 unitless
storage inhibition
power coefficient for TAG B2 1.2 unitless
storage inhibition
maximum relative ratio of AR 0.78 moles-(PG as C)-mole-
stored PG to biomass (biomass as C)
maximum relative ratio of e 1.4 moles-(TAG as C)-mole-
stored TAG to biomass (biomass as C)'1

The model fit the batch experimental data well using the parameters presented in Table
6.6. In comparing experimental data to model data across all calibration experiments, R?
values of 0.95 and 0.96 were achieved for fpg (Figure 6.2) and frag (Figure 6.3),
respectively. A R? value of 0.94 was also achieved for Xcpo, but it should be noted that

the range of values observed during the experiment was limited.
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Figure 6.4. Comparison between experimental and model-predicted biomass
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6.4.4. Growth and Maintenance

Comparisons between measured and modeled Xcpo concentrations over time can be
seen in Figure 6.5. The maximum specific growth rate was estimated to be 0.081 (C-
moles biomass)-(C-mole biomass)'-hr' with an optimal irradiance of 130 pE-m?s™.
Although irradiance was not deliberately varied during the calibration study
experimentation (in fact, surface irradiance was fixed), the varying composition of the
cultures during experiments resulted in average photobioreactor irradiances from 120-

270 yE'm?-s™". It was for this reason that an optimal irradiance value was estimated.
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Figure 6.5. Comparison between experimental data and model predictions for
biomass concentration (Xcpo).
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Calibrated values of specific ATP maintenance rates for lumped sum metabolic models
can vary greatly [302]. Rates of basal metabolism, however, have been estimated to be
roughly 4-7% of maximum specific growth rates across several groups of phototrophic

microorganisms (see summary in [325] for diatoms, green algae, and cyanobacteria).

Using the stoichiometric yields YYD, and Yim presented in Table 6.2, the estimated

specific maintenance rate of 0.026 moles-(ATP)-mole-(biomass as C)"'-hr' (Table 6.5)
can be shown to be equivalent to an endogenous respiration rate of 0.0032 hr'. This
value is 4.0% of the calibrated maximum specific growth rate, which is similar to the

values summarized by Zhao et al. [325].
6.4.5. Carbohydrate and Lipid Storage and Mobilization

Comparisons between measured and modeled fpg and frag over time can be seen in
Figures 6.6 and 6.7, respectively. Although carbohydrate storage was regularly
observed under both nitrogen- and phosphorus-deplete conditions, lipid storage under
phosphorus limitation was drastically slower than when under nitrogen-deplete
conditions. Additionally, the maximum lipid content observed in one lit P-deplete study
was less than 0.05 moles-(TAG as C)-mole-(biomass as C)' after more than 3 days
when phosphorus concentrations were low enough to result in a net biomass loss and a

PG accumulation of 0.29 moles-(PG as C)-mole-(biomass as C)™.

The maximum PG storage capacity of the culture was estimated to be 0.78 moles-(PG
as C)-mole-(biomass as C)’, with a maximum specific PG storage rate of 0.028 moles-
(PG as C)-mole-( biomass as C)"-hr'. Although the maximum specific rate of lipid
storage was slower than PG storage (43% slower on a C-mole basis), the maximum
storage capacity of lipids was nearly 80% higher than that of PG on a C-mole basis (fM

was calibrated to 1.4 moles-(TAG as C)-mole-(biomass as C)™).
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Figure 6.6. Comparison between experimental data and model predictions for the
relative fraction of Xpg per biomass (fpg).
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Figure 6.7. Comparison between experimental data and model predictions for the
relative fraction of Xrac per biomass (frac).

Once cultures with stored carbohydrates were provided with nutrients, rapid mobilization
of stored carbohydrate reserves was consistently observed under both lit and dark
conditions (Figure 6.6). Lipid mobilization was also observed (Figure 6.7), but at a
reduced rate as compared to carbohydrates. Given that the theoretical yield of biomass
on TAG was 1.2x that of PG (YpR divided by YNR.), it is not surprising that cells stored

and mobilized PG (lower energy compound) more quickly.

FAME analysis revealed that stored lipids were predominantly long chain fatty acids
(C16 and C18; Figure 6.8). During N-deplete batch studies in all three cyclostats, C16:0
(palmitic acid) was the primary C16 fatty acid (FA) stored, while observed C18 FAs
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storage was spread among C18:0 (stearic acid), C18:1 (oleic and elaidic acids), C18:2
(linoleic and linolelaidic acids), and C18:3 (a-linolenic acid). Although individual forms of
C18 FAs were observed at greater concentrations than C16:0 in some experiments,
C16:0 was consistently observed to follow storage and mobilization dynamics. For this
reason, it is reasonable to maintain the assumption that stored lipids are in the form of

C16:0 for the lumped sum metabolic model.
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Figure 6.8. Relative fractions of C16 (predominantly C16:0) and C18 (spread
among C18:0, C18:1, C18:2, and C18:3) fatty acids (measured at FAMES) to
biomass.

6.4.6. Model Validation

Although the model was able to calibrate well across the three calibration experiments
with a single set of parameter values, these values were not able to describe the
validation study as well. The key elements of the validation study that made it distinct
from calibration studies were (i) less light was used during the lit-phase, and (ii) the
culture was shifted to the dark before it had appreciable time (e.g., greater than 48-96
hours) to accumulate high levels of carbohydrates and lipids. The average light intensity
within the reactor during the validation study was 98 +/- 8 yE-m™?-s™ PAR. Based on the

calibrated model parameters, this irradiance resulted in a light dependency term (f))
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ranging from 0.94-0.99 during the lit phase of the validation study — a value at the top of

the range observed in the calibration studies (which ranged from 0.82-1.00).

Despite

this fact, the model underestimated the initial growth rate and the initial rates of Xpg and

Xtac degradation (Figure 6.9).
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Figure 6.9. Comparison between experimental data and model predictions for the
validation study for the concentration of biomass (Xcpo, left axis), relative fraction
of Xps per biomass (fpg, right axis), and relative fraction of Xtag per biomass (frac,
right axis). The culture was lit from hours 0 to 14 and in the dark from 14 to 24.
Nutrient spikes were given at hours 0 and 14.

The calibrated model does predict the overall trends, but fails to capture the dynamics
(i.e., the rapidly changing rates or growth, organic carbon mobilization and storage) of
the system. One possible explanation for this is simply that calibrated parameters,
although meeting the criteria of the GRG Nonlinear Method for the Excel Solver, are not
optimal to describe the system. To evaluate whether the model structure can describe
the validation study data, the parameters were re-calibrated to the validation study data.
This calibration resulted in Figure 6.10 and the parameter values listed in Table 6.7,
which are presented alongside their relative difference from the calibration values in
Table 6.6. The calibrated parameter values were roughly 58% different, on average,
from the values presented in Table 6.6, but the model was able to better capture the
observed trends in biomass and the relative fractions of Xpg and Xrag to biomass.

Although it is possible that calibration may be improved with additional experimental
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data, other explanations for the disconnect between the calibration and validation

studies may be explained by the model structure.
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Figure 6.10. Comparison between experimental data and re-calibrated model
predictions for the validation study for the concentration of biomass (Xcpo, left
axis), relative fraction of Xpg per biomass (fpg, right axis), and relative fraction of
Xtac per biomass (frac, right axis). The culture was lit from hours 0 to 14 and in
the dark from 14 to 24. Nutrient spikes were given at hours 0 and 14.
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Table 6.7. Re-calibration of model parameters using validation study data.

New Fitted

Relative Difference from
Value in Table 6.6

Parameter
Value

moles-(biomass as C)-mole-(biomass
as C)"-hr”

lopT 215 67% ME-m*-s”

Ksto 0.22 -91% gnoles-(PG as C)-moles-(biomass as C)

p 2.1 -57% unitless

o 0.059 24% moles-(N)- mole-(biomass as C)"-hr"

A 0.0052 0% moles-(P)- mole-(biomass as C) ' -hr”
Marp 0.097 270% moles-(ATP)- mole-(biomass as C) " -hr"'
Ndark 0.55 0% unitless
dpg 0.027 -3% Tr?rlﬁs-(PG as C)-mole-(biomass as C)
drtac 0.032 97% Tr?rlﬁs-(TAG as C)-mole-(biomass as C)

B4 1.1 -65% unitless

B2 0.5 -57% unitless
fFAX 0.70 -10% moles-(PG as C)-mole-(biomass as C)”
fMAX 1.10 -21% Enoles—(TAG as C)-mole-(biomass as C)’

On key characteristic of the model structure is that all processes in the model are
continuously active. Rather than having discrete processes that turn on or off in the
presence or absence of a trigger (e.g., a response function for TAG storage that has a
value of 1 in N-deplete conditions and a value of 0 in N-replete conditions), the model
relies on continuous equations that are always active. This model characteristic leads to
tension between processes that, to a degree, dampens model behavior. Attempts were
made to reduce the impacts of these tensions by, for example, raising the relative N and
P quota size to the 4™ power (an example of the response function with and without this
change can be seen in Figure 6.11). With initial relative N and P quotas (Q/Qm,) for the
validation study (taken from the calibrated value of a separate experiment) of 1.4, this
results in a response term for growth processes of 0.78 and a response term for storage

processes of 0.22.
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Figure 6.11. Two response functions for nutrient-limited growth: (i) original
Droop formulation (solid line) and (ii) modified function for more rapid response.

Given the structure of the growth processes (P4, P5, and P6), net Xcpo growth at the
start of the validation study was greater than 70% of the maximum specific growth rate.
The initial points on the Xcpo curve, however, would require a [ixcpo an order of
magnitude higher than the calibrated value to match the model to the experimental data.
Given that the calibrated [ixcpo and marp values match the magnitude of values in the
literature and fit the calibration studies in higher irradiance, it would be more appropriate
for future studies to focus on evaluating alternative model structures (e.g., discrete

switching functions) to characterize short-term, low light studies of this nature.
6.5. Conclusions

There are distinct advantages to developing a lumped sum metabolic model for process
modeling, not the least of which is the mechanical friction provided by developing
stoichiometric relationships in terms of fundamental biochemical parameters (e.g., P/O
ratio). The development of the model presented here does rely on basic assumptions
about which metabolic pathways are used, but the selection of the model green alga C.

reinhardtii has resulted in a metabolic model built on pathways that have been identified
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in a wide range of phototrophic microorganisms (e.g., the EMP pathway). The model
presented here was able to calibrate very well to longer-term studies of culture growth,
as well as PG and TAG storage and mobilization. All calibration studies were run with a
surface irradiance of 400 JE-m?'s” PAR on each of two sides of the photobioreactors,
which is a reasonable value for naturally-lit photobioreactors [151]. For the prediction of
lower light performance, the model relied on photosynthesis-irradiance response
relationships developed in the limnology literature over many decades [314, 315, 326].
Although recent phototroph modeling advancements have included more explicit nutrient
process descriptions (e.g., [327]) and the storage and depletion of organic carbon
reserves (e.g., [313]), the focus of such modeling efforts is still often focused on natural
environmental systems. As such, much of the data used to calibrate such models are on
timescales of days or longer. Access to hourly (or even more frequent) experimental
data has been severely limited in the literature, and existing model structures are often
ill-equipped to handle such timescales. Future work on the advancement of process
modeling of phototrophic microorganisms, therefore, must include a balanced effort
between utilization of well-established phototrophic models and a re-structuring of such
models to more accurately describe process dynamics at shorter timescales that are

relevant to engineered bioprocesses.
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6.7. Nomenclature
Table 6.8. Definitions of nomenclature used throughout manuscript.

Parameter Description Units
Oy ATP requirement for synthesis of biomass |moles-(ATP)-mole-(biomass as C)
precursors from acetyl-CoA
Op light energy efficiency factor unitless
Ay ATP required for polymerization of biomass | moles-(ATP)-mole-(biomass as C)
precursors (monomers) to active biomass
B power coefficient for PG storage inhibition |unitless
B2 power coefficient for TAG storage inhibition | unitless
On CO, production from the catabolism of moles-(CO, as C)-mole-(biomass as
acetyl-CoA to generate reducing power for C)'1
NO;™ reduction for assimilation.
Opo efficiency of oxidative phosphorylation (P/O | moles-(ATP)-mole-(NADH,)
ratio) in mitochondria
Ox CO, production from the synthesis of 1 C- | moles-(CO, as C)-mole-(biomass as
mole of biomass from acetyl-CoA C)'1
Ndark dark nutrient uptake reduction factor unitless
n specific growth rate moles-(biomass as C)-mole-(biomass
as C)'1 -hr!
fixcro maximum specific growth rate moles-(biomass as C)-mole-(biomass
as C)"-hr”
p PG relative preference factor unitless
ac PAR absorption coefficient on a volatile m*-g-(VSS or TSS)™
suspended solids (VSS) or total suspended
solids (TSS) basis
breactor thickness of reactor along light path m
fi irradiance response function unitless
fra ratio of stored polyglucose to cells moles-(PG as C)-mole-(biomass as
C)’
it maximum relative ratio of stored PG to moles-(PG as C)-mole-(biomass as
biomass C)’
fs ratio of stored organic carbon (PG and moles-(PG as C)-mole-(biomass as
TAG in PG equivalents) to biomass C)'1
X maximum relative ratio of stored TAG to moles-(TAG as C)-mole-(biomass as
biomass C)’
frac ratio of stored lipids to cells moles-(TAG as C)-mole-(biomass as

C)’

Iavg

average PAR irradiance within the
photobioreactor

HE-m?s”
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Table 6.8 - Continued

ln maximum incident irradiance (“irradiance at L.IE-m'Z-s'1
noon”)
lopt optimal irradiance HE-m™*s
lopt optimum irradiance PE-m®-s”
Kno nitrate (as nitrogen source) half saturation moles-(N)-L
coefficient
Kp phosphorus half saturation coefficient moles-(P)-L"’
Ksto stored substrate saturation constant moles-(PG as C)-moles-(biomass
as C)'1
Ky parameter to transform adaptation unitless
expressions of [316] into continuous equation
MaTp specific maintenance rate moles—gATP)-mole—(biomass as
cy'-hr
Jco2 specific rate of net CO2 production moles-(CO, as C)-mole-(biomass
as C)"-hr’”
do2 specific rate of net O2 production :nolqs—(oz)-mole—(biomass as C)
-hr
(o[l¢] specific PG storage rate moles-(PG as C)-mole-(biomass
as C)"-hr”
Gpc maximum specific PG storage rate moles-(PG as C)-mole-(biomass
as C)"-hr’”
Jphot specific rate of CO, fixation to G3P moles-(G3P as C)-mole-(biomass
as C)"-hr”
drac specific TAG storage rate moles-(TAG as C)-mole-(biomass
as C)"-hr’”
Grac maximum specific TAG storage rate moles-(TAG as C)-mole-(biomass
as C)"-hr"
R chlorophyll:carbon ratio g-(Chl a)-g-(C)
S carbon dioxide moles-(C)-L™
Sno soluble nitrate moles-(N)-L"
Soz oxygen moles-(0,)-L™"
Sk soluble phosphorus moles-(P)-L"
Vo maximum specific nitrate uptake rate 5nole13-(N)- mole-(biomass as C)
-hr’
Ve maximum specific phosphate uptake rate 5no|e13—(P)- mole-(biomass as C)
-hr’
Xcro concentration of carbon-accumulating moles-(biomass as C)-L'1
phototrophic biomass
Xpa concentration of stored polyglucose (PG) moles-(PG as C)-L"
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Table 6.8 - Continued

Parameter ‘ Description ’ Units
X1aG concentration of stored triacylglycerol (TAG) | moles-(TAG as C)-L™
Xtss total suspended solids concentration g-(TSS)-m'3
Xvss volatile suspended solids concentration g-(VSS):'m™
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Chapter 7
Conclusions and Engineering Significance

7.1. Overview

The overarching goal of this dissertation is to advance the sustainability of wastewater
treatment systems, the primary barrier between society’'s waste and the aquatic
environment. This work began with the identification of barriers to the implementation of
resource recovery systems, and the development of a planning and design process to
address social factors that are often neglected in the design and implementation of
wastewater infrastructure (Chapter 3; [24]). Fundamental to this approach is the concept
of place-based solutions, or the need to incorporate locality-specific considerations in the
design of wastewater infrastructure. A key challenge in the development of such
solutions is the diversity of stakeholder perspectives within and across projects; a
challenge that may be overcome through the use of qualitative tools to elucidate
stakeholder values and communicate sustainability concepts to a broad audience
(Chapter 4; [252]). To address environmental, economic, and performance factors, a
quantitative sustainability assessment framework was developed using LCA, present
worth analysis, and a WWTP simulator (Chapter 5). Finally, metabolic and pseudo-
mechanistic models were developed for phototrophic microorganisms to enable their
evaluation as an emerging energy recovery technology in wastewater management
(Chapter 6).

7.2. Quantitative Sustainable Design Framework

One of the unique contributions of this work is in the integration of state of the art tools to
create a framework for sustainability assessments of wastewater treatment systems.
Specifically, the quantitative framework is the first to simultaneously address economic,
environmental, and performance factors to enable both the creation and evaluation of
sustainable design concepts for wastewater systems. By integrating existing tools from
the literature rather than developing a new, independent sustainability metric, this

framework can continue to evolve by incorporating advancements made by researchers
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for the improvement of individual tools contributing to the larger framework. As an
example, future studies contributing to more accurate life cycle inventories of WWTPs
(as in [130]) or characterization factors (as in [328]) can be incorporated to improve the
environmental assessment. As the body of LCA literature continues to advance, this
framework could be adapted to include spatial scale more explicitly [329], which is a key
challenge facing LCA [330]. By building the performance assessment on tools from
industry (GPS-X™) coupled with an uncertainty assessment approach from the
literature, this framework may also continue to take advantage of advancements in
WWTP modeling and design approaches that explicitly characterize uncertainty. Cost
assessments, as well, can be updated as unit prices change and improved correlations
are developed, or they can be replaced with proprietary costing methods used by
individual design firms. Beyond the structure of the framework and its ability to adapt to
advancements in research and practice, additional contributions of this work stem from

the questions it can be used to answer.

7.3. Integrated WWTP Management

Although the case study evaluated in Chapter 5 was for a single WWTP, this framework
offers exciting opportunities to develop designs and evaluate policy alternatives at a
larger (e.g., watershed) scale. In the Chesapeake Bay, for example, regulatory agencies
are pursuing policies to protect the Bay from excessive nutrient loads and the resulting
ecosystem damage [21]. The Environmental Protection Agency and its Bay partners
have imposed strict effluent nitrogen and phosphorus limits (as wasteload allocations) on
facilities deemed to be “significant” dischargers of these nutrients, which includes 483
wastewater treatment plants across 6 states and the District of Columbia [21]. These
policies vary by state or district, and have been expected to result in a minimum cost of
$3.36 to $3.96 billion in WWTP upgrades [21]. Although the implementation of a viable
nutrient trading market may facilitate some level of efficiency improvement (shuttling
money to WWTPs that can achieve the greatest reductions in mass of nutrients
discharged per dollar spent), the framework presented in this dissertation creates

opportunities to more proactively evaluate policy alternatives for the watershed.

If the end goal is to protect the Bay, coupling Bay models with the framework presented
in Chapter 5 can facilitate stakeholder engagement and create the opportunity to

achieve coordinated upgrades of WWTPs to reduce costs and advance Bay restoration.
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This research would likely lead to a number of policy questions requiring attention,
including how best to distribute costs and other upgrade burdens across utilities and
across states. Researchers could pursue optimal solutions (e.g., minimization of costs
subject to a Bay nutrient loading constraint), and develop an understanding of what
incentive structures would be needed for utilities, state-level regulators, and other
stakeholders to buy-in to such proposals. Research into policy and incentive structures
would undoubtedly require the engagement of social scientists, and would benefit from
an integration of the planning and design concepts introduced in Chapters 3 and 4 of this

dissertation.

7.4. The Role of Research in Design

In this dissertation, process design (Chapter 5) has been achieved using a standardized
approach that relies on liberal use of empirical knowledge and safety factors [6, 54] — an
approach affirmed by effluent water quality and process reliability at WWTPs across the
globe. It is clear, however, that the environmental impacts of WWTPs extend beyond
receiving waters, and social factors are playing an increasingly important role as utilities
are compelled to recover resources from wastewater. As awareness of these issues
continues to rise, it is reasonable to question what role these emerging factors should

play in the design of wastewater treatment systems in the 21% century.

The application of new metrics to design evaluation (such as LCA integrated with cost
and social factors) imposes a driving force to rethink the way we design treatment
systems. That is not to say we should compromise our current objectives of protecting
public health and water quality, but rather we should push and pull designs in new ways
to better understand the tensions and synergies among current and emerging goals for
sustainability. Although the quantitative sustainable design framework was applied to a
case study comparing two conceptual designs of a WWTP (Chapter 5), the integrated
assessment tool also lends itself to the evaluation of design alternatives across their
decision space (where decision space is defined as all possible combinations of design
parameters). This capability creates opportunities for exciting new insights in the
comparison between robust and optimized WWTP designs, and will make inroads in the

quantification of trade-offs among these and other design philosophies.

Sustainability research offers us the opportunity to view design through a new lens,

providing motivation to pursue innovative designs that may simultaneously improve

98



WWTP characteristics in multiple dimensions. This research should not be done in a
vacuum, as locality-specific factors (including social factors) will influence system
sustainability. By coupling quantitative design endeavors with the larger planning and
design process proposed in Chapter 3, designers may be better equipped to develop
novel designs that will advance their system’s sustainability. This work will require the
recognition that sustainable design is not equivalent to life cycle design, and that the

recovery of resources is not inherently sustainable.

7.5. Emerging Technologies in Wastewater Management

A central element of this dissertation work has been the fransition from viewing
wastewater as a hazard that must be mitigated to a renewable resource that may
provide a net benefit for communities [30]. As stakeholders consider which design
approach or technologies are most appropriate for them, the quantitative sustainable
design framework may offer valuable insight into the relative sustainability of emerging
technologies. To evaluate a given technology, however, designers must be able to
develop a conceptual design and model its performance. In order to demonstrate this
process, this dissertation also included the development of a metabolic model with
corresponding stoichiometric and kinetic expressions for the use of phototrophic

microorganisms for energy recovery (Chapter 6).

The contributions of this phototrophic process model extend beyond opportunities for
comparative sustainability assessments of this emerging technology, and will also
enable designers to gain insight into factors influencing competition between
phototrophs and wastewater-relevant chemotrophs, and inform the design of
photobioreactors and bioprocesses that may achieve selective pressures and enrich for
target functions (e.g., lipid accumulation). Ultimately, these advancements may
contribute to a transition away from reliance on aerobic chemotrophs and help overcome
key barriers to the economic and environmental sustainability of using phototrophs for

energy recovery from wastewater.
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Appendix A

Supporting Information for a New Planning and Design
Paradigm to Achieve Sustainable Resource Recovery from
Wastewater

Reprinted with permission from (Guest, J. S.; Skerlos, S. J.; Barnard, J. L.; Beck, M. B.;
Daigger, G. T.; Hilger, H.; Jackson, S. J.; Karvazy, K.; Kelly, L.; Macpherson, L.;
Mihelcic, J. R.; Pramanik, A.; Raskin, L.; van Loosdrecht, M. C. M.; Yeh, D.; Love, N. G.,
A new planning and design paradigm to achieve sustainable resource recovery from
wastewater. Environ. Sci. Technol. 2009, 43, (16), 6126-6130). Copyright (2009)

American Chemical Society.
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Appendix B

Design Assumptions for Quantitative Sustainable Design

Both the Standard and Seasonal designs were developed using the following steps:

wnN

No

The acceptable MLSS concentration was determined based on existing
secondary clarifiers.

A design SRT was selected.

The required mass of biomass in system and wastage rate were determined
based on substrate removal and design SRT.

The ANA/ANX/AER volumes were determined based on mass of biomass in
system, acceptable MLSS concentration, and relative SRTs (ANA:ANX:AER).
Note that the final zones were placed in existing on-site tankage, and new
tankage was constructed for preceding zones as needed.

Aeration equipment was sized based on steady-state simulations and the use of
peaking factors.

Denitrification filters were sized based on selected hydraulic loading rates.
Pumping rates were selected based on assumptions of reactor and clarifier
performance (internal recycle, RAS, WAS, primary sludge, ISB RAS, ISB WAS,
denitrification filter backwash).

Pumps were sized.

103



Table B1. Characteristics of Standard and Seasonal Designs.

Reactor

| Standard Design

| Seasonal Design

Anaerobic [m”] 3,116 3,142
Anoxic 1 [m’] 2,493 4,714
Aerobic 1 [m”] 28,990 24,545
Anoxic 2 [m’] 3,739 4,714
Aerobic 2 [m"] 2,167 2,167
Total Volume [m"] 40,504 39,281
Denit Filter Area [m°] 515 588

Airflow Requirements at Steady
State and 28 °C [m®-d "]

517,982 (AER1A)
154,108 (AER1B)
0 (ANX2)

35,343 (AER2)
TOTAL: 707,500

525,935 (AER1A)
189,644 (AER1B)
0 (ANX2)

48,924 (AER2)
TOTAL: 764,500

Airflow Requirements at Steady
State and 17.9 °C [m*-d™"]

530,442 (AER1A)
224,274 (AER1B)
0 (ANX2)

52,789 (AER2)
TOTAL: 807,500

431,560 (AERTA)
224,412 (AER1B)
65,533 (ANX2)
25,711 (AER2)
TOTAL: 747,200

Table B.2. Solids residence times (SRTs) used for design.
Standard Design

Secondary Treatment

Seasonal Design

A Summer
5 Bard A20 5 Bard
ANA 1 0.7 1 0.7
ANX ANX1 0.8 0.56 1.5 1.05
SRT (d) ANX2 1.2 0.84 - 1.05
AER1 9.3 6.5 7.9 5.6
AER SWING - - 1.5 —
AER2 0.7 0.5 6 0.4
Denitrification Filter Loading 4.0 3.5

Primary clarifiers and primary solids pump station. Three 120 foot diameter primary
clarifiers were designed with a side water depth of 12 ft. These primary clarifiers have a
surface overflow rate of 1,150 gal-d'-ft? at the average annual flow (24 MGD, plus
steady-state recycle and ISB streams leading to a total flow of 26.3 MGD) with one train
out of service. An acceptable surface overflow rate (930 gal-d”-ft?) was also confirmed
under maximum monthly flow conditions (29 MGD, max month from last 8 years, plus
recycle streams leading to a total flow of 31.6 MGD) with all trains in service. It was
assumed that the primary clarifiers would achieve roughly 55% TSS removal with an

underflow solids concentration of 3%.

Secondary clarifiers and RAS/WAS pump station. Two sets of clarifiers already exist
onsite. Units 1, 2, and 3 are 130 ft in diameter with a side water depth of 16 ft and a

RAS pumping capacity of 4 MGD per unit. Units 7, 8, and 9 are 90 ft in diameter with a
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side water depth of 12.5 ft and a RAS pumping capacity of 1.33 MGD per unit. Sufficient
WAS pumping capacity exists onsite. As a result, no construction costs were included
for WAS pumping. RAS pumping rates were calculated at the design SRT of 13 days
with a MLSS of 3,100 mg-(TSS)-L" and an underflow solids concentration of 8,000 mg-
(TSS)-.L". The pumping capacity installed was 1.5x the required pumping rate.
Additional RAS pumping was added as needed to achieve the required installed capacity
with one 130 ft clarifier out of service under average flow conditions (12 MGD existing

RAS pumping capacity).

The maximum target MLSS was selected using Figure B.1 for a maximum solids loading
rate (SLR) of 20-25 Ibs-ft>-d”" and a likely underflow solids concentration (Xy) of 8,000-
10,000 mg-(TSS)-L™". When examining the two cases (maximum month with all units in
service or average month with one unit out of service), the average flow with one unit out
of service resulted in a higher SLR. Based on these results, a maximum MLSS
concentration of 3,100 mg-L™" was selected for design.

Solids Loading Rate vs. MLSS Concentration
Average Flow, One 130 ft Clarifier Out of Service (Highest Loading Condition)

35

I"
30 Underflow of _pe?
—_ r 8,000 mg-(TSS)-L! ’,-"
% -F""
“.i -
=
5 25 T
[}
® Target Maximum SLR Underflow of
o of 20-25 Ibs-ft-2-d-1 10,000 mg-(TSS)-L"
2 !
3 20 2t
3
- J
3 g Design Range for MLSS
=2 L esign Range for :
=} L 2,700-3,400 mg-(TSS)-L-" —
0 45 "_a
‘,—"' Proposed MLSS
e Design Value:
L /—’*“ 3,100 mg-(TSS)-L!
10 —t =+ !
2.0 22 24 2.6 28 3.0 3.2 3.4 3.6 3.8 4.0

MLSS Concentration (g-L-1)

Figure B.1. Design range for MLSS based on a maximum target solids loading
rate (SLR) of 20-25 Ibs-ft2.d™.
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Secondary treatment biological reactors. Due to space limitations at the
Chesapeake-Elizabeth WWTP, it is estimated that the maximum length of new reactors
(including walls and baffles) for the secondary treatment system is 192 ft. Existing
aeration tanks are constructed as 12 parallel trains. For all new tankage, 6 parallel
trains have been designed and will precede existing tankage. Modifications may be

made to existing tankage to achieve anoxic conditions as needed.

Denitrification filters. Downflow denitrification filters were designed as a total of 12
columns, assuming that 2 would be out of service under design flow. It was assumed
that water backwash pumping would be at a rate of 10 gal-min™-ft? for 15 minutes once

a day.

Disinfection. It was assumed that the existing disinfection system would remain

unchanged.

ISB Treatment System. The ISB Treatment System (ISBTS) was designed as a single
PFR (HRT of 4 hours) with an ISBTS SRT of 4 days. Expected ISB flow is assumed to
be 1 MGD with WAS flow on the order of 0.2-0.4 MGD (based on steady state GPS-X

simulations).

Primary sludge thickening. There are two existing gravity thickeners onsite which will
be used for primary sludge thickening. Given the anticipated primary solids flow rate of
roughly 100,000 gal-d”, the hydraulic loading rate with one gravity thickener out of
service would be roughly 26 gal-ft?-d”, significantly below the typical design range of
380-760 gal-ft*>-d”". Secondary clarifier effluent was recycled and mixed with primary

solids raise surface overflow rates to typical design values.

WAS thickening. Gravity belt thickeners (GBTs) were designed to operate at the same
frequency as the centrifuges (22.7 hours a day, 7 days a week). It is assumed that no
solids storage exists immediately upstream or downstream of the GBTs, requiring GBT
operation whenever secondary solids are wasted. GBTs were designed such that the
maximum hydraulic loading is no more than 150 gal-m™-min™ with all units in service and

no more than 200 gal-m™-min™" with one unit out of service.

Dewatering. The Chesapeake-Elizabeth WWTP has three existing centrifuges — only

one is typically in operation at any given time. The expected loading to centrifuges is on
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the order of 0.03-0.15 MGD (current loading averages 0.44 MGD, minimum month of
0.23 MGD and maximum month of 0.70 MGD), with influent solids concentrations a
factor of 5 times more concentrated than the centrifuges currently see (current influent
solids average 1.2% solids). Despite fluctuations in loading, centrifuges operated on
average 22.7 +/- 0.7 hrs per day, every day of the year, in recent years. It is assumed
that the same schedule will be followed, despite the significant reduction in solids and

hydraulic loading.

Multiple Hearth Incinerator. There are two existing multiple hearth incinerators at the
Chesapeake-Elizabeth WWTP. Only one incinerator is typically in operation at any
given time, with an operational schedule that matches the dewatering unit process (22.7
+/- 0.7 hrs per day, every day of the year). It is assumed that the same schedule will be

followed, despite the significant reduction in wet sludge loading.

Aeration equipment sizing. To be able to quantify the aeration energy required under
dynamic and uncertain conditions, the aeration requirements are predicted by GPS-X
assuming as “airflow at standard conditions” and using DO controllers set to 2 mg-(0,)-L
' in each aerobic basin. Although these estimates of aeration requirements may not be
as accurate as hand calculations, this will provide consistency in dynamic estimates for
aeration energy requirements. For design purposes, the blower and air header sizing
will be based on the steady state aeration requirement from GPS-X multiplied by 1.5.
This value (1.5*steady state aeration) will then be used to determine the number of fine

bubble diffusers, assuming 1.9 scfm per diffuser.

Internal recycle pumping rate. The internal recycle pumping rate (from AER1 to ANX1
in the 5-stage Bardenpho process; from AER to ANX in the A20 process) were set to 2x
forward flow through the biological process (~27.3 MGD) based on steady state
simulations at the design annual average raw influent hydraulic load of 24 MGD. The

installed pumping capacity was 1.5x this design pumping rate.
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Appendix C
Ecoinvent Materials and Processes Used for Life Cycle
Assessment
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Construction Inventory Materials & Processes
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Operation Inventory Materials & Processes

Operation Materials |

Acetic acid, 98% in H20, at plant/RER U
Methanol, at plant/GLO U

Iron (l11) chloride, 40% in H20, at plant/CH U
Natural gas, at consumer/RNA U

Methyl methacrylate, at plant/RER U
Electricity, hard coal, at power plant/US U

Electricity, oil, at power plant/GB U

Electricity, natural gas, at power plant/US U

Electricity, nuclear, at power plant/US U

Electricity, hydropower, at power plant/GB U

Electricity, at wind power plant/RER U

Disposal, digester sludge, to municipal incineration/CH U
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Appendix D

Probability Density Functions for Model Parameters for
Quantitative Sustainable Design

Reproduced from Table 5.1:
Table D.1. Input uncertainty for model parameters

Minimum &
Maximum (uniform)

Parameter Distribution or

Average & Standard
Deviation (normal)

1 | dry weather influent flow uniform 18 (min); 23 (max) MGD
2 | rainfall empirical >° | NA MGD
3 | influent BODs normal ° 243 (avg); 19 (stdev) | mg-L”
4 | influent BOD:TKN ratio ° normal ° 5.7 (avg); 0.79 (stdev) | mg-(BODs)-L"
per mg-(N)-L"
5 | influent BOD:TP ratio © normal ° 41 (avg); 2.5 (stdev) mg-(BODs)-L™
per mg-(P)-L”"
6 nitrififer maximum specific growth uniform 0.77 (min); 0.92 (max) | d”
rate
7 | oxygen half saturation coefficient uniform ¢ 0.1 (min); 0.3 (max) mg-(COD)-L™
for heterotrophs
8 | ammonium half saturation uniform ¢ 0.5 (min); 1.5 (max) mg-(N)-L"
coefficient for AOB
9 | temperature uniform ° 12 (min); 28 (max) °C

 The plant experiences roughly 1 MGD of influent from rain events on average. The values for
dry weather influent flow exclude flow from rain events, which were simulated as a separate,
independent parameter.

® Observed distribution based on HRSD data.

¢ Empirical distribution characterized by HRSD data. See Supporting Information for additional
details.

¢ Influent ammonium was set to 74% of the influent TKN concentration based on the median
value of HRSD data.

¢ Influent soluble phosphorus was set to 80% of the influent TP concentration; no data from
HRSD was available for soluble phosphorus.

" AOB and nitrite oxidizing bacteria (NOB) decay were fixed at 0.17 d', and NOB maximum
specific growth rate was set to 0.1 d’ greater than the AOB maximum specific growth rate
based on this default assumption in GPS-X™.

9 Distribution and values are consistent with assumption in [126].
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D.1. Dry Weather Influent Flow

Although the average annual design flow for the plant is 24 MGD, it rarely sees flows
that high. The average dry weather flow is roughly 18 MGD and the average daily total
influent flow (i.e., with wet days) is 19 MGD. Here we distinguish between the dry
weather municipal wastewater flow (which we assume contains all of the contaminants)
and additional flow resulting from rain events (which we assume has no contaminants

and only dilutes the wastewater contaminants).

250

200 4

150

100 +

Count of Daily Averages
from HRSD Data

50

15 20 25 30 35
Dry Weather Raw Influent Flow [MGD]

Figure D.1. Histogram of HRSD data for dry weather raw influent flow.

The dry weather influent to the plant will be assumed to have a uniform distribution from
18 MGD to 23 MGD. Note that 23 MGD — with 1 MGD of average influent from rainfall —
is at the design value of 24 MGD. This flow rate does not include the 1 MGD from the
incinerator scrubber blowdown. Also note that the population in the Hampton Roads
metropolitan area has experienced the lowest population growth in Virginia over the last

7 years (http://hamptonroadsperforms.org/indicators/economy/net-migration.php).
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Figure D.2. Probability density function for dry weather raw influent flow.

The diurnal was established from dry weather hourly flows from 2005-2010 (970 days).

The weekday and weekend diurnals were tightly clustered amongst themselves.
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Figure D.3. Weekday and weekend dry weather diurnal flow based on HRSD data.
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These weekday and weekend values were each normalized to total 1 MGD - these are
the weekday and weekend unit vectors for hourly flow. To generate a weekday and
weekend diurnal for the influent time series, these unit vectors are multiplied by the “dry
weather influent flow” (one of the uncertain parameters specified in the LHS simulation

set).

—Weekday unit diurnal === weekend unit diurnal

2.0
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1’#‘*.‘
!
1.2 o S \"-. —
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\ /
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0.4

0.0
0:00 4:00 8:00 12:00 16:00 20:00 0:00

dry weather average influent flow [MGD]

dry weather average influent flow [MGD]

Figure D.4. Unit diurnal flow used in simulations.
D.2. Rainfall

Rainfall data was used to estimate the additional flow into the plant from rain events.
Any daily reported flow data that included a “rainfall” value greater than O inches was
classified as having had a “rain event”’. The distribution of rainfall intensity from HRSD

data indicates that the vast majority of rain events very small.

114



1500

1450

1400
100

Count of Daily Averages
from HRSD Data

50

Rainfall [in]
Figure D.5. Histogram of HRSD data for rain events.
Rain events will be assumed occur on 41% of days (consistent with HRSD data) and to
have the same trend in magnitude of rainfall (see histogram below). This will be
achieved using a Matlab code that can use data to define a new probability distribution

function.
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0 1 2 3 4 5 6
rain event magnitude [inches]

Figure D.6. Probability density function for rain events.
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The volume of influent resulting from a given rain event was estimated using HRSD
data. Average dry weather diurnal curves were established for each day of the week
(weekdays were very similar to one another, and Saturday and Sunday were very
similar). All days with rain events greater than 0.3 inches were then used to compare
the total flow on the day of the rain event to the corresponding average dry flow for that
day. The difference between the rain event day’s flow and the dry weather flow was

used to determine the estimate the resulting increase in influent volume for a given

rainfall.
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Figure D.7. HRSD data for influent flow increase per inch of rain.

The median value was 4.1 million gallons of additional influent flow per 1 inch of rainfall.
This value was then used to adjust average monthly observed concentrations of influent
BODs, TKN, and TP to dry weather concentrations by assuming the same BODS5, TKN,
and TP mass loading would have arrived at the WWTP with less flow in the absence of
rain events. This approach estimated that rainfall was responsible for roughly 2% of the

influent flow on average.

Hydrographs were constructed by comparing hourly flows on days with intense rain
events (greater than 0.6 inches) to dry weather diurnals for that particular day of the
week. Three normalized hydrographs (each totaling 1 million gallons of rainwater) can

be seen in the figure below.
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Figure D.8. Normalized hydrographs (sum to 1 MGD) based on hourly HRSD data.

For simulations, only hydrograph 3 will be used. For a given day, the intensity of its rain
event (determined by the rainfall value in the LHS-generated simulation set) will be
multiplied by the hydrograph to distribute the influent flow from rainwater over a single 24
hour period. The start of the 24 hour period over which the rain falls will be randomly
selected (it will begin between 0:00 and 23:00 on the day to which the rain event was
assigned), and the resulting hydrograph will be added to the influent flow diurnal.
Concentrations of constituents (BODs, TKN, NH,*, TP, PO,>) will be adjusted to ensure

the desired dry weather loading (from the LHS simulation set) is achieved.

D.3. Influent BODs

Monthly averages of influent BODs from 2003-2010 have ranged from 162-292 g-
(BODs)-m™ with a median of 239 g-(BODs)-m™. With rainfall corrections (removing the
flow from rainfall and assuming the BOD load is unchanged), these values become 168-
294 g-(BODs)-m™ with a median of 243 g-(BODs)-m™.

117



25

20 -

15

10 ~

Count of Monthly Averages
from HRSD Data

160 180 200 220 240 260 280 300
Dry Weather Influent BOD, [g-(BODS)-m'S]

Figure D.9. Histogram of dry weather influent BODs data.

The influent dry weather BODS was assumed to have a normal distribution centered at
243 g-(BODs)-m™.
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Figure D.10. Probability density function for dry weather influent BODs.
D.4. Influent BOD:TKN Ratio

Monthly averages of influent TKN from December 2004 through 2010 have ranged from
29-57 g-(N):m™ with a median of 41 g-(N)-m™. With rainfall corrections (removing the
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flow from rainfall and assuming the TKN load is unchanged), these values become 30-
57 g-(N)-m™ with a median of 42 g-(N)-m™.
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Figure D.11. Histogram of HRSD data for dry weather influent TKN.

Originally, we were considering assigning the influent dry weather TKN a normal
distribution centered at 42 g-(TKN)-m™. However, the variation in influent TKN does not
vary entirely independently of BODs.
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Figure D.12. Scatter plot of influent BODs and TKN.

As we examine the typical ratio of TKN to BODs, we can see that TKN is not entirely
independent. As such, we varied it according to the distribution from the BODs/TKN

histogram below.
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Figure D.13. Plots of HRSD data for influent BODs: TKN ratio.

Although the relative fraction of ammonium:TKN varies (see histogram and box and
whisker plot below), it will be assumed that ammonium is always 74% of the influent

TKN (equivalent to the median and mean values from the available data).
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Figure D.14. Plots of HRSD data for influent ammonium:TKN ratio.
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Figure D.15. Probability density function for influent BODs: TKN ratio.
D.5. Influent BOD: TP Ratio

Monthly averages of influent TP from 2003-2010 have ranged from 4.0-7.1 g-(P)-m™ with
a median of 6.0 g-(P):m™>. With rainfall corrections (removing the flow from rainfall and
assuming the TP load is unchanged), these values become 4.1-7.3 g-(P):m™ with a

median of 6.1 g-(P)-m™.
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Figure D.16. Histogram of HRSD data for dry weather influent TP.

However, influent TP does not vary independently of BODs.
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Figure D.17. Scatter plot of influent BODs vs influent TP.

Typical ratios of BODs to TP can be seen in the figures below.
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Figure D.18. Plots of HRSD data for BODs: TP ratio.

Instead of varying TP independently of BODs, we will vary it according to the distribution

from the BODs/TP histogram above.
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Figure D.19. Probability density function for influent BODs: TP ratio.

No data is available for the relative fraction of soluble phosphate:TP. It is assumed that

the soluble phosphate concentration is always 80% of influent TP.
D.6. Nitrifier Maximum Specific Growth Rate

In acknowledgement of published work on uncertainty in wastewater modeling (Sin et al.
2011; Benedetti et al. 2008), we have also included this as an uncertain parameter.
Since we are now using the Mantis2 model because we wanted to include NO," as a
state variable (in case we wanted to use this value for N,O estimates), AOB and NOB
are separate. For this study, we assume AOB and NOB decay rates are constant, and
we allow the difference between AOB maximum specific growth and decay to range from
0.60-0.75 d™' with a uniform distribution (note that decay is fixed at 0.17 d'). We assume
that the NOB decay rate is the same as AOB, and the NOB maximum specific growth

rate is always 0.1 d”' greater than AOB.
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Figure D.20. Probability density function for nitrifier maximum specific growth
rate.

D.7. Oxygen Half Saturation Coefficient for Heterotrophs

In acknowledgement of published work on uncertainty in wastewater modeling [124,
126], we have also included this as an uncertain parameter. This value will have an

average of 0.2 g-(COD)-m™ with a uniform distribution and a range of 0.10-0.30 g-
(COD)-m™ (consistent with [124]).

Probability

0.00 0.10 0.20 0.30 0.40

O, half saturation coefficient for heterotrophs
[9-(COD)-m~]

Figure D.21. Probability density function for O, half saturation coefficientfor
heterotrophs.
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D.8. Ammonium Half Saturation Coefficient for AOB

In acknowledgement of published work on uncertainty in wastewater modeling (Sin et al.
2011), we have also included this as an uncertain parameter. This value will have an

average of 1.0 g-(N)-m™ with a uniform distribution and a range of 0.5-1.5 g-(N)-m™

(consistent with [124]).
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ammonium half saturation coefficient for AOB
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Figure D.22. Probability density function for ammonium half saturation coefficient
for AOB.

D.9. Temperature

Based on monthly average data from 2003-2010, the minimum month influent
temperature was 13°C, the maximum month was 28°C, and the median and mean were

21°C. In fact, raw influent temperature had a relatively uniform distribution from 2003-

2010.
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Figure D.23. Plots of HRSD data for influent wastewater temperature.

It was assumed that temperature did not change through the plant, and mixed liquor

temperature would be the same as influent temperature.
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Figure D.24. Probability density function for mixed liquor temperature.
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Appendix E

Sensitivity Analysis Results for Quantitative Sustainable Design

Reproduced from Table 5.2:

Table E.1. Sensitivity analysis overview.

Likely Minimum Likely Maximum

Parameter Default Value
Value Value

Life Cycle Inventory

Energy Source — Fraction 0.342° 0.141° 0.632°
Supplied by Coal ®
N,O Emission Factor — In 0.005 ¢ 0.0002 °© 0.0059 °©

WWTP [kg-(N.O-N)-kg-(N
denitrified) ']

N,O Emission Factor — In 0.005 ° 0.005' 0.046 ¢

Effluent [kg-(N2O-N)-kg-(N in

effluent)”]

Construction Multiplication 1x Fahner factor " 0.5x Fahner 4x Fahner factor
Factor per m? Concrete — Al factor

Individual Materials & Processes

Cost Analysis

Electricity Unit Cost [$-kWh™] [ 0.065" | 0.06 1 0.10

 Any changes to the coal fraction were compensated for with increase or decrease in the fraction
electricity from nuclear power. The balance of electricity replaced by (or in place of) coal was
assumed to be nuclear.

® Fraction based on 2010 data for the Commonwealth of Virginia [267].

¢ 25" percentile (likely minimum) and 75™ percentile (likely maximum) of coal fractions by state for
2010 [267].

41264]

¢ [256, 268]

"[256, 264]

91256, 269]

h Factors developed in [263], and used by others (e.g., [130, 260])

"HRSD current pricing.
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Figure E.1. Sensitivity of the difference in operational greenhouse gas emissions
to the fraction of electricity provided by coal (black vertical line is default value of
0.342).
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Figure E.2. Sensitivity of the difference in operational greenhouse gas emissions
to the effluent N,O emission factor (black vertical line is default value of 0.005).

128



2.0e+5

1.0e+5 4

Difference Between Designs
for GHGs From Operation 00 A
(GHGOper,Seasonal . GHGOper,Standard) —————————————————————————

[tonesCO,eq] | Tl r———T T
-1.0e+5

Summer Median

——— Summer 5th & 95th Percentiles
—— Winter Median -2.0e+5 1
——— Winter 5th & 95th Percentiles

-3.0e+5 T T T T T T
0.000 0.001 0.002 0003 0004 0005 0006 0.007

N-Removal N,O Emission Factor
[kg-(N,O-N) per kg-(N rem oved)]
Figure E.3. Sensitivity of the difference in operational greenhouse gas emissions
to the denitrification N,O emission factor (black vertical line is default value of
0.005).
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Figure E.4. Sensitivity of the difference in construction greenhouse gas emissions
to the relative Fahner construction factor (black vertical line is default value of
1.0).
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Figure E.5. Sensitivity of the present worth of operation to the unit cost of
electricity.
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Figure E.6. Sensitivity of the difference in operational greenhouse gas emissions
to the choice of blowers. Options are 3 fixed blowers (equal sized; default),
tunable blowers, 4 fixed blowers (equal sized), and 4 fixed blowers (3 large, 1
small).
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Appendix F
Relationships Derived from CAPDET and CapdetWorks™ for
Quantitative Sustainable Design

Note: Figures below are compiled outputs from CapdetWorksT'\’I simulations. Best-fit lines were
used in the MATLAB codes for cost and life cycle environmental impact assessments.
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Material & Supply Cost, MSC ($/yr)

Figure F.5. 5-Stage Bardenpho -
Material & Supply Cost (MSC) for
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Electrical Energy Required (kWh/yr)

Figure F.11. 5-Stage Bardenpho -
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Figure F.13. 5-Stage Bardenpho -
Maintenance Labor Cost (MLC) for RAS
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Amortization Cost (AC) for RAS Pumping
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Operational Labor Cost, OLC ($/yr)

Figure F.17. 5-Stage Bardenpho -
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Figure F.20. 5-Stage Bardenpho -
Material & Supply Cost (MSC) for Internal
Recycle Pumping
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Figure F.21. 5-Stage Bardenpho -
Amortization Cost (AC) for Internal Recycle
Pumping
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Figure F.22. 5-Stage Bardenpho -
Volume of Earthwork Required for Internal
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Figure F.23. 5-Stage Bardenpho -
Area of Pump Building for Internal Recycle

Figure F.24. 5-Stage Bardenpho -
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Figure F.29. Denitrification Filter -

Figure F.30. Denitrification Filter -
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Construction & Equipment Cost, CEC ($)

Figure F.35. ISB Treatment System -
Construction & Equipment Cost (CEC) for
ISB WAS Pumping
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Figure F.36. ISB Treatment System -
Electrical Energy Required for RAS
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Figure F.37. ISB Treatment System -
Operational Labor Cost (OLC) for RAS
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Figure F.38. ISB Treatment System -
Maintenance Labor Cost (MLC) for RAS

Pumping

8,000 ¢
7,000 £ 4‘
’ : -y
6,000 £
5,000 £
4,000 y = 6,400.7054x%-1520
3,000 R? = 1.0000
2,000
1,000

0

0 0.5 1 15 2 2.5

RAS Pumping Rate (MGD)

Construction & Equipment Cost, CEC ($)

Figure F.39. ISB Treatment System -
Construction & Equipment Cost (CEC)
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Material & Supply Cost (MSC) for RAS
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Figure F.41. ISB Treatment System -
Amortization Cost (AC) for RAS Pumping

Figure F.42. ISB Treatment System -
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Maintenance Labor Cost, MLC ($/yr)

Figure F.47. WAS Thickening -
Maintenance Labor Cost (MLC) for GBTs

9,000
8,000
7,000 £

6,000 +

5,000 + 4
4,000 £ &
3,000 £ /‘/

/ y =9,229.1804x1.084°

2,000 £ R?=1.0000 |
1,000 ¢
0 .

0 02 04 06 08 1

Influent Flow to GBTs (MGD)

Electrical Energy Required, EE (kWh/yr)

Figure F.48. WAS Thickening -
Electrical Energy Required (EE) for GBTs
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Figure F.49. Dewatering System -
Operational Labor Cost (OLC) for
Centrifuges
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Figure F.51. Dewatering System -
Material & Supply Cost (MSC) for
Centrifuges
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Figure F.52. Dewatering System -
Amortization Cost (AC) for Centrifuges
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Operational Labor Cost, OLC ($/yr)

Figure F.53. Dewatering System -
Operational Labor Cost (OLC) for
Polymer Feed System
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Figure F.54. Dewatering System -
Material & Supply Cost (MSC) for
Polymer Feed System
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Appendix G
MATLAB Code for GPS-X™ Simulations and Preliminary Data
Analysis for Quantitative Sustainable Design
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funetion std vs seas dynamie 10 26 2011 (configuration)

warning ('SEASONAL WWTP CONFIGURATION. Make sure temperature setting matches setting at top of m-¢
file. You are about tao evaluate a WWTP configuration defined within this m-file. The
configuration name you entered must match the configuration name and location in the m-file. IfW
you need to modify a different configuration, you must change the .m file code. The outputs of¥
this file can be used for ICA and cost analysis.');

tic % Starts a timer to count how long it takes to execute this m-file.

% SECTION 1.1

% IMPORTANT INPUTS TO THIS SCRIPT - The following are a list of items you
% will want to check before running new simulations:

% A, file names of all input/output files - Section 1.2 & 2.1

B. output file headers - Section 1.3, and these headers should match the
values in Section XX.XX

C. parameters for uncertainty analysis - Section 2.1 should correspond
with raw LHS data file aa raw lhs data file.txt. There needs to be an
"elgeif” statement for every parameter, they need to be listed in the
"strmatch" function, and they need to be assigned a "parameter set"
value below the column identification.

D. You must have your configquration built in GPS-¥X and have identified
the file input contrellers.

D. You must have a .xec file in the same folder as the configuration.
The .xeec file should say one of twoe things. For a steady state
simulation, it should say: "START" (return) "STEADY"™ (return) "EXIT".
For a dynamic simulation it should say: "STEADY"™ (return) "TSTOP 14 d"
{return) "START™ (return) "EXIT".

o OF P P P P P P P R P P P B

SECTION 1.2

DEFINE ALL FILENAMES - Identify names of .dat and .out files based on
configuration's name (e.g., config 1 Shbard). Creates three .dat files

that are input file controllers for GPS-X: "decision" for decision
variables, "parameters" for kinetic and stoichiocmetric medel parameters,

and "influent"™ for influent. The .out file is for data ocutput from

GPS-X, and the fourth .dat file (datastoragefilename) is for data output
from this seript.

volumefileextension = ' volume 2006 D1 0l.dat';

volumefilename = strcat(configuration, volumefileextension);
constantpumpingfileextensicn = ' constantpumping 2006 01 0l.dat";
constantpumpingfilename = strecat(configuration, constantpumpingfileextension);
variablepumpingfileextension = ' variablepumping 2008 01 0l.dat';
variablepumpingfilename = strecat(configuration, variablepumpingfileextension);
influentfileextension = '_influent 2006 _01_0l.dat"':

influentfilename = strcat|configuration, influentfileextension);
kineticsfileextension = ' kinetiecs 2006 01 0l.dat';

kineticsfilename = streat (configuration, kineticsfileextension);
dissolvedoxygenfileextension = ' o2 2006 01 0l.dat';

disseclvedoxygenfilename = streat(configuration, dissolvedoxygenfileextension);
outfileextension = ' Default Scenario 2006 1 l.out'; % (formerly ' Default 2006 1 1.out')
outfilename=strcat (configuration, outfileextension);
gpsxdatastoragefileextension = '.dat';
gpsxdatastoragefilename=strcat(' gpsx output ', configuration, gpsxdatastoragefileextension);

o o of P R PP o

% SECTION 1.3
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CREATE DATA STORAGE FILE - this is for the data you want to exntract from
this script. Creates a file with header info (linell), and then every line
after that will be data appended to the file after each run of the loop.
All data you want to collect must have a header in linell and a
corresponding wvalue at the end of the secript in linel2. Note that the use
of 'w' in the fid command below wipes the data file clean and adds the
header linell.
linell = sprintf('lhs set \t config \t season \t actual srt d (d) \t rec capacity (m3/d) \t«
volume ana (m3) \t volume anzxl (m3)} \t volume aerl (m3) \t volume anx2 (m3) \t volume aer2 (m3)«
\t geonisbwas capacity (m3/d) \t gconisbwas operation (m3/d) \t gprimover avg (m3/d) \t«
gconras cperation (m3/d) \t gconras_capacity (m3/d) \t gconrctrwas capacity (m3/d) \tw
gconrctrwas_operation (m3/d) \t average mlss (g/m3) \t tn_rctr loading avg (gh/d) \t«
gprimunder avg (m3/d) \t Arctraeff avg (g/m3) \t xlrctrbeffl avg (g/m3) \t xlrctrceffl avg (g/m3)w
\t snhlrctrceffZ conc_avg (g/m3) \t gsecforward max (m3/d) \t gsecforward avg (m3/d) \t¥
snoalrctrceff2 conc avg (g/m3) \t gairstandlrctreff max (m3/d) \t gairstandlrctreff awvg (m3/d) (8= 4
geentinf avg (m3/d) \t scentinf conc avg (g/m3) \t gecentcake avg (m3/d) \t xcentcake conc avgW
(g/m3) \t zisbwas avg (g/m3) \t gfiltereff avg (m3/d) \t scodsecforward conc avg (g/m3) \t¥
tnrctrwas mass_removal avg (gh/d) \t stpfiltereff conc avg (gP/m3) \t sndfiltereff conc avg¥
(gN/m3) \t tneff conc avg (gN/m3) \t nZo emissions aer avg chandran (gNZO-N/d) \t«
scodsecforward_max (g/m3) \t stpfiltereff max (gP/m3) \t snocafiltereff max (gN/m3) \tw
snoafiltereff conc_avg (gN/m3) \t tneff max (gN/m3) \t gconisbras capacity (m3/d) \t¥
gconisbras operation (m3/d) \t n2o_emissions anx avg chandran (gN20-N/d) A%
denit backwash flow avg (m3/d} XE internal rec operation avg (m3/d) \t gconmeohretrc avg (m3/d)»
\t geonmechdf avg (m3/d) \t gair tunableblowers delivered (m3/d) \t qair_3fixedblower3_delivered!
(m3/d) \t gair 4finedblowers delivered (m3/d) \t gair 3 1 fixedblowers delivered (m3/d) Nt
blower exceeded time fraction (fraction of time points)');
datastorageheader = {linell}; % if 2 header lines, write as: ([linell; line##};
fid=fopen (gpsxdatastoragefilename, 'w');
for row = 1:1 %1:2 if 2 row header

fprintf(fid, '%s \r\n', datastoragcheader(row,:});
end
fclose(fid);

P e W W W

% SECTION 1.4

% DEFINE GPS-X OUTPUT FILE CHARACTERISTICS - In corder to import data from
% the GPS-¥X output file (outfilename), the following variables need to be
% defined (tab delimited and 2 header lines).

DELIMITER = '\t';

HEADERLINES = 3; % NOTE: this value needs to be "2" if doing a steady

% state simulation so that the data imported is from the
% 3rd row (steady state results). For dynamic simulations,
% start importing data at row 4 (so call top 3 rows

% "headers".

% SECTION 2.1

$ DEFINE BASE INPUTS FOR UNCERTAIN PARAMETERS AS UNIT VECTORS - For all
% parameters that are either uncertainy or that will vary with time, a
% times series is required.

SECTION 2.1.1

DIURNAL - The shape of the diurnal is based on the "highest hour

flow report™ which reports that highest flows at a given hour of the
day at the Chesapeake-Elizabeth WWTF for each month from January 2003
through December 2010. In other words, January 2004 has 24 flow rates
listed, one rate for each hour of the day (0:00, 1:00, ..., 23:00).
The flow rate listed for 1:00 is the highest 1 AM flowrate cbserved

& o o P R P
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% during that month. This was the best available data. The diurnal i

$ written as a unit vector (the average daily flow is 1.0) so that an

% hourly flew rate can be achlieved by multiplying this matrixz by an

% average dally flow rate.

hours_of day = [0;1;2;3;4;5;6;7;8;9;10;11;12;13;14;15;16;17;18;19;...
20;21;22;23];

diurnal time series = hours of day/24;

simulation timepoints = 240; % 10days *24. NOTE: The number of days

% you intend to simulate must match the days indicated in the .XEC

% file (e.g., "TSTOP 10 d").

startup timepoints = 72; $3*24

weekday diurnal_unit_load = [1.028081; 0.775268; 0.591862; 0.497774;...
0.454289; 0.453233; 0.557713; 0.876288; 1.267858; 1.305163; ...
1.233389; 1.203805; 1.196441; 1.165673; 1.130172; 1.071%42; ...
1.060145; 1.063789; 1.1168169; 1.187538; 1.242161; 1.258034; ...
1.226251; 1.034900); % Averages 1. Multiply by average daily
% flow to get hourly influent flow in units of volume/time.

weekend diurnal unit load = [0.985293; 0.808B421; 0.648304; 0.552911; ...
0.485395; 0.455655; 0.463152; 0.537771; 0.739582; 1.038052; ...
1.311503; 1.439822; 1.463094; 1.400234; 1.319489; 1.238696; ...
1.182107; 1.144136; 1.156531; 1.164861; 1.178922; 1.170495; ...
1.142960; 0.974612]; % Averages 1. Multiply by average daily
% flow to get hourly influent flow in units of volume/time.

hydrograph 1 unit load = [0.00000; 0.39110; 0.61910; 2.36085; ...
4.47858; 2.36751; 1.86352; 1.50708; 1.32931; 1.07376; 0.82087; ...
0.67510; 0.54888; 0.55821; 0.47993; 0.98220; 0.71554; 0.60266; ...
0.47377; 0.52221; 0.67021; 0.45421; 0.07467; 0.43066]; % Averages
% 1 million gallons over the course of 24 hours. Multiply by
% volume of rainwater to get increase in hourly influent flow in
¥ MGD.

hydrograph_2 unit load = [0.00000; 0.42625; 1.34324; 2.45268; ...
2.08500; 1.93537; 1.98361; 1.47614; 1.28122; 0.92437; 1.29402; ...
0.51436; 0.92410; 0.74129%; 0.57141; 0.76760; 0.63205; 0.41936; ...
0.82423; 0.68556; 0.72658; 0.64008; 0.62447; 0.72702]; % Averages
$ 1 million gallons over the course of 24 houra. Multiply by
% volume of rainwater to get increase in hourly influent flow in
% MGD.

hydrograph_3 unit load = [0.00000; 0.15912; 2.75319; 2.87720; ...
1.73846; 1.40973; 1.45730; 1.80243; 1.66825; 1.53768; 1.38152; ...
1.11545; 1.20075; 0.69551; 0.62268; 0.48063; 0.92320; 0.83888; ...
0.80804; 0.08530; 0.23027; 0.06269%; 0.05222; 0.09%51]; % Averages
% 1 million gallons over the course of 24 hours. Multiply by
% volume of rainwater to get increase in hourly influent flow in
% MGD. MNote that only this hydrograph is used for Fall 2011
% simulations.

geoninf base = 87064: % m3/d. Assumes 23 MGD of dry weather base flow
% (excludes average of 1 MGD of rain totalling 24 MGD design flow).
simulation time series = zeros(simulation timepoints,1);
simulation _diurnal unit load = zeros(simulation timepoints,1);
for days = 0:9;

start row = l+days*24;

end row = start row + 23;

simulation time series(start rowiend row,1) = diurnal time series + days;

if days <=2

simulation_diurnal unit_load(start_row:end row,l)} = weekday_diurnal_unit_load;
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else % later might be able to use unidecdf to select a random
% simulation day to begin the weekend. For now, simply pick
% simulation days 7 and B (days 6 and 7 in code) for weekend.
if days <=5
simulation diurnal unit load(start row:end row,1) = weekday diurnal unit load;
elseif days >=8
simulation diurnal unit load(start row:end row,1l) = weekday diurnal unit load;
else
simulation diurnal unit load(start row:end row,1l) = weekend diurnal unit load;
end
end

end

SECTION 2.1.2

BASE LOADINGS ACROSS DIURNAL - It is assumed that nutrient loads (in
units of mass per time) follow the same patterns as the typical
diurnal. In other words, for the "base case" diurnal, the
concentrations of various influent constituents are constant over
the courge of the day. These loadings profiles will not change, and
will only increase uniformly or decrease uniformly based on
assumptions of the actual average influent concentration at 23 MGD
(87064 m3/d) of dry weather flow. Changes to average flow rates will
affect concentrations uniformly, but rainfall will change
concentrations nen-uniformly to maintain the same mass loading over
time.

0 G0 W P W P O W N o

bodconinf base concentration = 243; % dry weather, g/m3

bodconinf base concentration series = zeros(simulation timepoints,1);

bodconinf base concentration series(:,l) = bodconinf base concentration;
tknconinf base concentration = 42; % dry weather, g-N/m3

tkneoninf base concentration_series = zeros(simulation_timepoints,l);

tknconinf base concentration_series(:,l) = tknconinf base concentration;
tpeoninf base concentration = 6.1; % dry weather, g-F/m3

tpeoninf base concentration series = zeros(simulation timepoints,l);

tpconinf base concentration series(:,l) = tpconinf base concentration;

% CONVERT TO MASS LOADINGS - Multiply cencentratiens (g/m3) by base

% case flow rates (m3/d) by hour to get a mass loading per hour (g/d).
simulation_diurnal base flow = gconinf base*simulation_diurnal unit load;
bodconinf base loading = bodconinf base concentration series.*simulation diurnal_ base flow;
tknconinf base loading = tknconinf base concentration series.*simulation diurnal_base flow;
tpconinf base loading = tpconinf base concentration series.*simulation_diurnal base flow;

SECTION 2.2

IMPORT LATIN HYPERCUBE SAMPLING PARAMETER SET = Use seperate LHS m=files
to generate datasets of egual size (e.g., if you want to do 500
simulations, you need 500 values for each parameter). Use the appropriate
LHS szcript for a given probability distribution funetion: wusge latin hs.m
for normal distributions and lhsu.m for uniform distributions. Assenble
all of these LHS wvalues into a single Excel file where each column is one
parameter's values, and where the first row ONLY is the name of the
parameter (e.g., muh) and all other rows are values to use in
simulations. If wou plan to run 500 simulations with uncertainty around
6 parameters, that means you need a 501x6 matrix. Save the Excel file as
a .txt with the following name: aa raw lhs data file.tzxt. The code below
creates a l-column vector for each parameter with the vector's name being
the text you put in row 1 of each column.

NOTE: Confirm that all parameter names are NOT existing functions in

& OF OF P R P P R K N R R

145



22{15!11 4:58 AM C:\Users\isguest\DroEbox\Active\ ... h\std vs seas dznamic 10 26 2011.m 5 of 36

% Matlab. For example, do NOT use "mu™ as a parameter name, because it
% means something else in Matlab.

aa_raw _lhs data filename = 'aa raw lhs data file.txt';
rawlhsdata = importdata(aa raw_lhs data filename);
number of parameters = length(rawlhsdata.colheaders);
for 1 = l:size(rawlhsdata.colheaders,2)
columnheader = rawlhsdata.colheaders(i});
parameter number = strmatch(columnheader,strvcat('munhconrctreff', 'khsoconrctreff’,«
'kalsnhconrctreff', 'bodceninf', 'ked to tkn', 'bed te tp', 'gconinf', 'rainfall dayl®',«
'rainfall day2', 'rainfall_day3', 'rainfall day4', 'rainfall_day5', 'rainfall _day6',¥
‘rainfall_day7', 'temp', 'rainstart_dayl', ‘rainstart_day2', 'rainstart_day3', 'rainstart_day4',«
'rainstart day5', 'ralnstart_dayé', 'rainstart_day7', 'lhs_set'),'exact');
if (parameter number <= 1)
col_munhconrctreff = i;
elseif (parameter number <= 2}
col_khsoconrctreff = i;
elseif (parameter number <= 3)
col kalsnhconrctreff = i;
elseif (parameter number <= {)
col _bodeoninf = i;
elseif (parameter number <= 5)
col bod to tkn = i;
elseif (parameter number <= 6)
col bod to _tp = i;
elseif (parameter number <=7)
col _geconinf = i;
elseif (parameter number <= 8)
col rainfall dayl = i;
elseif (parameter number <= 9)
col_rainfall day2 = i;
elseif (parameter number <= 10)
col rainfall day3 = i;
elseif (parameter number <= 11)
col_rainfall dayd = i;
elseif (parameter number <= 12)
ceol_rainfall dayb = i;
elseif (parameter number <= 13)
col_rainfall dayé = i;
elseif (parameter number <= 14)
eol_rainfall day7? = i;
elseif (parameter number <= 15)
col _temp = i;
elseif (parameter number <= 18)
col_rainstart_dayl = i;
elseif (parameter number <= 17)
col rainstart day2 = i;
elseif (parameter number <= 18)
col rainstart day3 = i;
elseif (parameter number <= 19)
col rainstart dayd = i;
elseif (parameter number <= 20)
col rainstart day5 = i;
elzeif (parameter number <=
col rainstart dayé = i;
elseif (parameter number <= 22)

21)

146



col rainstart dayl =
elseif (parameter number

col lhs set = i;
else

22{15111 4:58 AM C:\Users\isguest\DroEbox\Active\ ... h\std vs seas dznamic 10 26 2011.m 6 of 36

i
<= 23)

warning('aa raw lhs data file column header not identified');

end
end
munhconrctreff parameter set
khsoconrctreff parameter set

kalsnhconrctreff parameter set =

= rawlhsdata.data(:,col munhconrctreff);
= rawlhsdata.data(:,col_khsoconrctreff);

bodconinf parameter set = rawlhsdata.data(:,col_bodconinf);
bod_teo_tkn_parameter_ set = rawlhsdata.data(:,col_bod_to_tkn);
bod_to_tp parameter set = rawlhsdata.data(:,col_bod to_tp);

geoninf parameter set = rawlhsdata.data(:,col_gconinf);
rainfall dayl parameter set = rawlhsdata.data({:,col rainfall dayl);

rainfall day? parameter set
rainfall day3 parameter set
rainfall dayd4 parameter set
rainfall_day5_parameter set
rainfall day6é parameter set
rainfall day7 parameter set

rawlhsdata.data(:,col_rainfall dayZ);
rawlhsdata.data(:,col_rainfall day3);
rawlhsdata.data(:,col_rainfall dayd);
rawlhsdata.data(:,col_rainfall day5);
rawlhsdata.data(:,col_rainfall daysé);
= rawlhsdata.data(:,col_rainfall day7);

temp parameter set = rawlhsdata.data(:,col temp):

rainstart dayl parameter set
rainstart day? parameter set
rainstart day3 parameter set
rainstart day4 parameter set
rainstart day5 parameter set
rainstart day6é parameter set
rainstart day7 parameter set

= rawlhsdata.data(:,col rainstart dayl):
= rawlhsdata.data(:,col rainstart day2);
= rawlhsdata.data(:,col rainstart day3);
= rawlhsdata.data(:,col rainstart day4);
= rawlhsdata.data(:,col rainstart day5);
= rawlhsdata.data(:,col rainstart dayeé);
= rawlhsdata.data(:,col rainstart day7);

rawlhsdata.data(:,col_kalsnhconrctreff);

lhs_set = rawlhsdata.data(:,col_lhs_set);

tknconinf parameter set = bodconinf parameter set./bod to_tkn_parameter set;
tpeoninf parameter set = bodconinf parameter set./bod to tp_parameter set;

number of simulations =
SECTION 2.3
PROCESS DESIGN OUTSIDE OF LOOP - Any parameters that are
universal to all simulations being performed, set them here. This
prevents Matlab from having to re-run these calculations every time it
runs through the loop. For example, if the reactor sizes are fixed for a
given set of simulations, the reactor size calculaticons can be placed
here. If they are adjusted from loop te loop, they should be placed
below the start of the leoop in Seection 2.3.

length (munhconrctreff parameter set);

PR W P

$ SECTION 2.3.1

% TARGET DESIGN VALUES INFLUENCING DECISION VARIABLES

int rec ratio = 2; % Internal recycle flow rate ratio to forward flow.
% Value *100% of forward flow. Acceptable range
& is 2-4 (which is 200-400% of forward flow).

% Set volume-dictating SRT values (winter design SRT) for "Standard"™ and
% "Seasonal"™ designs.
% STANDARD DESIGN

srt dv_ana standard = 1; $ Anaercbic SRT in days. Acceptable range is 0.5-2d.
srt _dv_anx_standard = 2; % Anoxic SRT in days. Acceptable range is 1-3d.
srt_dv_aer_ standard = 10; % Aesrobic SRT in days. Rccesptable range is 8-l12d.
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v_ratio anx_standard = 1.5; % Ratio of Anozic 2 volume to Anoxic 1 volume.

srttarget standard = srt dv_ana standard + srt dv_anx standard + srt dv_aer standard; &«
Total SRT in days.

denit filter area standard = 515; % m2; assumes 4 gpm/ft2 loading at typical flow of 26.6 Meow
with 10 of 12 units in serviece (all 12 units in service can alsc handle max month of 31.6 MGD).

% SEASONAL DESIGN

srt _dv_ana seasonal = 1; $ Anasrcbic SRT in days. Acceptable range is 0.5-2d.
2rt_dv_anx_seasocnal = 1.5; % Anoxic SRT in days. Acceptable range is 1-3d.
srt dv_aer seasonal = 10; % Rerobic SRT in days. Acceptable range is €-12d.

v_ratio anx_seasonal = 1; % Ratio of Anoxic 2 volume to Anexic 1 volume.

srttarget seasonal = srt_dv_ana_seasonal + srt_dv_anx seasonal + srt_dv_aer seasonal; LT 4
Total SRT in days.

denit_filter area_seasonal = 588; % m2; assumes 3.5 gpm/ft2 loading at typical flow of 26.6W
MGD with 10 of 12 units in service (all 12 units in service can also handle max month of 31.6¢
MGD) .

% both designs

mlsstarget = 3100; & Target MLSS concentration in g=(tss)/m3.

xconsgecundertarget = 8000; % Target MLSS concentration of secondary

% clarifier underflow g-{tss)/m3.
isbmlsstarget = 4500; % Anticipated MLSS concentration for ISE treatment
% system in g-(tss)/m3 based on GPS-X simulations.
isbxconsecundertarget = 10000; % Target MLSS concentration of ISBE
% tre=atment system secondary clarifier
% underflow g-{tss)/m3.

g_isb = 3785.41; % ISE flow in m3/d.

new reactor max interior length = 188; % ft

old reactor max interior length = 144.3; % ft

ft per meter = 3.28083;

reactor depth meters = 15/ft per meter;

new _reactor width meters = (53*%6)/ft_per meter;

old reactor width _meters = (25+12)/ft per meter;

SECTION 2.3.2
DESIGN CALCULATIONS TO ACHIEVE TARGET MLSS AND SRT
NOTE: The values used in these calculations are the assumptions a
designer would make in the design of the system. The uncertainty
imposed around these values are used for simulations to evaluate how
the design would perform if some of these values are not entirely
accurate.
Source: Grady Jr. CPL, Daigger GT, Love NG, Filipe CDM. 2011. Biological
Wastewater Treatment. Boca Raton, FL: CRC Press. 1022 p.
gretrinf = 104000; % Was 103464 for a g inf of 20850 m3/d
% (this value includes rain). 12,614 m3/d in ISB, sgolids
% handling, denit backwash, ete., recyecle flows.
rec design = gretrinf*int rec ratio; % Summer internal recycle flow in m3/d.
rec_capacity = 1l.5*rec_design;
geonwinterrec degign = rec design: % Winter internal recyecle flow for
% Seasonal design in m3/d.
qeonwinterrec capacity = 1.5*gconwinterrec design;
2tss = mlsstarget;
yieldhettss = 0.529; % Assumed yield of OHO in gT8S5/gCOD. (was 0.48682)
yieldpaotss = 0.508; % Assumed yield of PAO in gTS5/gCOD. (was 0.49682)
i o xbt = 1.258; % Assumed COD per biomass TSS in gCOD/gTSS.
bhet = 0.24; % Assumed lysis rate for OHO in d-1. (was 0.175}
bpac = 0.077; % Assumed lysis rate for PAC in d-1. (was 0.0875)
fd = 0.207; % Assumed inert fraction of decay products in gCOD/gCOD.

G W0 U0 P P P P
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% Converted from GPS-X value using GDLF EQN 3.68. (was 0.229)
yieldauttss = 0.190779; % Assumed yield of autotrophs in gTSS/gN.
baut = 0.132; % Assumed lysis rate for autotrophs in d-1. (was 0.15)
xio t = 37; % Assumed inert and inorganic seolids (TSS50-VS50+nbVSS) in
% g-TS53/m3. (was 37)

subdegraded standard (1.724*0.72*bodconinf base concentration)*(gconinf base/grectrinf); &
subdegraded seasonal = (1.724*0.72*bodconinf base concentration)*(gconinf base/grctrinf); %

$subdegraded = (0.75*bodconinf base concentration + 90)*(gconinf base/grctrinf); % Assumedw
biolegical substrate degradation
% (SS0 + XS0 - 885) in g-COD/m3. (greater than influent BOD
% because of methanol for denitrification)
nr_het standard = 0.087*((1+(fd*bhet*srttarget_ standard))*yieldhettss*i o _xbt)/¢
(1+bhet*srttarget standard);
nr_het seasonal = 0.087*({{1+(fd*bhet*srttarget seasonal))*yieldhettss*i o xbt)/¢
(1+bhet*srttarget seasonal);
sna predict standard = 32.7 = nr het standard*(subdegraded standard); % Assumed«
concentration of
% ammonia nitrified in gh/m3.
gna_predict_seasonal = 32.7 - nr_het seasonal*(subdegraded seasonal);
snh predict = 0.5; % Assumed effluent ammonium in gN/m3.
solidswastage design standard = gretrinf*(zio t + ((1 + (fd*bhet*srttarget_standard}}f
*yieldhettss ...
*subdegraded standard/(1 + bhet*srttarget standard)) + ((1 +
(fd*baut*srttarget standard)) ...
*yieldauttss*(sna_predict standard - snh predict)/(l + baut*srttarget standard)));
solidswastage design seasonal = gretrinf*(xio t + ((1 + (fd*bhet*srttarget seasonal))«
*yieldhettss ...
*subdegraded seasonal/(1 + bhet*srttarget seasonal)) + ((1 +¢
(fd*baut*srttarget seasonal)) ...
*yieldauttss* (sna_predict seasonal - snh_predict)/(1l + baut*srttarget seasonal))):
% Grady et al. Eguatien 11.20

goonrctrwas_design standard = solidswastage design standard/xconsecundertarget;
goconrctrwas design seasonal = solidswastage design seasonal/xconsecundertarget;
gconrctrwas_capacity standard = 1.5*gconrctrwas_design_standard;
gconrctrwas_capacity seasonal = 1.5*gconrctrwas_design_seasonal;

gconras_design_standard = ((mlsstarget*grctrinf)-«
(2consecundertarget*qgeconrctrwas design standard)) ...
/ (®consecundertarget = mlsstarget);
gconras_design_seasonal = ((mlsstarget*grctrinf)-«
(xconsecundertarget*qeconrctrwas_design_seasonal}) ...
/ (Rconsecundertarget - mlsstarget);
geonras_capacity standard = 1.5*geconras_design_standard;
geconras capacity seasonal = 1.5*gconras design seasonal;

geconsecunder design standard = goonrctrwas design standard + geonras design_standard;
gconsecunder design seasonal = goonrctrwas design seasonal + geonras_design_seasonal;
gconsecunder capacity standard = 1.5%gconsecunder design standard;
gconsecunder capacity seasonal = 1.5*gconsecunder design seascnal;

gconisbwas design standard = gconrctrwas design standard*(8000/10000);

gconisbwas design seasonal = gconrctrwas design seasonal* (8000/10000);
gconisbwas_capacity standard = 1.5*gconisbwas_design_standard;
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geconisbwas capacity seasonal = 1.5*gconisbwas design seasonal;

geonisbras design standard = ((isbmlsstarget*(g isb + gconrctrwas design standard)) ...
- (isbxconsecundertarget*qconisbwas design_standard))/(isbxconsecundertarget ...
= isbmlsstarget);

qeconisbras design seasonal = ((isbmlsstarget*(g_isb + geonrctrwas design seasonal)) ...
- (isbxconsecundertarget*gconisbwas design seasonal))/(isbxconsecundertarget ...
- isbmlsstarget);

gconisbras capacity standard = l.5%gconisbras design standard;

gconisbras capacity seasonal = l.5*gconisbras design seasonal;

gconisbsecunder design_standard = geconisbwas_design_standard + gconisbras design_standard;
gconisbsecunder design_seasonal = gconisbwas_design_seasonal + geonisbras design_seasonal;
geonisbsecunder capacity standard = 1.5*gconisbsecunder design_standard;
gconisbhsecunder capacity seasonal = 1.5*gconisbsecunder design_seasonal;

volumetotal standard = (srttarget standard*sclidswastage design standard)/(mlsstarget};
volume ana standard = volumetotal standard*(srt_dv_ana standard/srttarget standard);
volume anx_standard = volumetotal standard*(srt_dv_anx_standard/srttarget standard);
volume anxl_standard = volume_anx_standard/(l + v_ratio anx standard);
volume anx2_ standard = volume_anx_standard - volume_anxl_ standard;

volume aer standard = volumetotal standard*(srt dv_aer standard/srttarget standard):
volume aer2 standard = (0.5/24) *qretrinf;

volume aerl standard = volume aer standard - volume aer2? standard;

volumetotal seasonal = (srttarget seasonal*solidswastage design seasonal)/(mlsstarget);

volume ana_ seasonal = volumetotal seasonal*(srt dv_ana seasconal/srttarget seasonal);

velume anx seasonal = volumetotal seasonal*(srt dv_anx seasonal/srttarget seasonal);

volume anxl_seasonal = volume anx seasonal; % only anoxic zone under winter A20 mode.

volume anx2_ seasonal = volume anxl_ seasonal*v_ratio anx_seasonal;

volume aesr_seasonal = volumetotal seasonal*(srt_dv_aer seascnal/srttarget_seasonal);

volume aer2 seasonal = (0.5/24)*gretrinf;

volume aerl seasonal = volume aer seasonal - volume aer2 seasonal - volume anx2_seasonal; ¥
ANX2 operates as asrobic zone in winter A20 mode.

o

SECTION Z2.3.3

% FINAL DESIGN CALCULATIONS (makes assumption that ANX 2, AER 2, and
% part of AER 1 are in existing reactor basins; all other reactors are
% new construction).

1 _aer2 ft standard = (volume aer2 standard/(reactor depth meters ...
*old reactor width meters))*ft per meter;
1 _anx2 ft standard = (volume anx2 standard/(reactor_depth meters ...
*old_reactor_width _meters))*ft per meter;
1_aerlb_ft_standard = old_reactor_max_interior length - 1_aer2 ft standard -¢
1_anx2_ft_standard;
1 aerla ft standard = ((volume_aerl standard - ((1_aerlb ft standard/ft per meter) ...
*old reactor width meters*reactor depth meters)}...
/ (reactor depth meters*new reactor width meters))*ft per meter;
1 _anxl ft standard = (volume anxl standard/(reactor depth meters ...
*new reactor width meters))*ft per meter;
1 ana ft standard = (volume ana standard/(reactor depth meters ...
*new reactor width meters))*ft per meter;
volume aerlb standard = (1 aerlb ft standard/ft per meter)«
*old reactor width meters*reactor depth meters;
volume aerla standard = volume_aerl standard - volume aerlb standard;
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1 aer2 ft seasonal = (volume aer2 seasonal/(reactor depth meters ...
*old reactor width meters))*ft per meter;
1 anx2 ft seasonal = (volume anx2 seasonal/(reactor depth meters ...
*old_reactor width meters))*ft per meter;
1 aerlb ft seasonal = old reactor max interior length - 1 aer2 ft seasonal -¢
1 anx2 ft seascnal;
1 aerla ft seasonal = (({volume aerl seasonal - ((l aerlb ft seasonal/ft per meter) ...
*old reactor width meters*reactor depth meters})...
/ (reactor depth meters*new reactor width meters))*ft per meter;
1_anxzl ft_seasonal = (volume anxl_seasonal/(reactor depth _meters ...
*new_reactor width_meters))*ft_per meter;
1 _ana_ft seasonal = (volume_ ana_seasonal/(reactor depth meters ...
*new_reactor width_meters))*ft per meter;
volume aerlb seascnal = (1 aerlb ft seasonal/ft per meter)¥
*old reactor width meters*reactor_ depth meters;
volume aerla seasonal = volume aerl seasonal - volume aerlb seasonal;

SECTION 3.1

LOOF START - The purpose of using Matlab for this work is to be able to
run GPS5-¥X simulations many times and collect the data. Below this point
are the loops that define the GPS-X simulations that will be run. If you
are enumerating a decision space, you can just make these nested "for"
loops with a loop for each decision variable. For example, to run across
a range of aercbic SRTs and internal recyele ratios, you might use loops
like this: T"for int rec ratio = 2:0.2:4; a return, and then

for srt_dv_aer = 8:0.5:12;" where the notation means (min:stepsize:max).
This will run every combination of internal recycle ratioc (from 2 to 4

in steps of 0.2) and aercbic SRT (from 8 to 12 in steps of 0.5). Instead,
this "dynamic simulation"™ file will take a matrix of inputs of uncertain
parameters (e.g., peaking factor, influent TEM, decay rate) generated via
Latin Hypercube Sampling (LHS), and generate files for kinetics and
stoichiometry and a time series file for influent.

- - B - - - - A

for sim set = l:number of simulations;
% FIXED VALUES - Kinetic parameters.
munhconrctreff sim value = munhconrctreff parameter set(sim set,1);
khsoconrctreff sim value = khsoconrctreff parameter set(sim set,1);
kalsnhconrctreff sim value = kalsnhconrctreff parameter set(sim set,1);
% TIME=-DEPENDENT VALUES = Influent composition and flow.
bodconinf_ sim value = bodeceoninf parameter set(sim set,1);
tkneconinf_ sim value = tknconinf parameter set(sim set,1):
tpeoninf_sim_value = tpconinf parameter set(sim set,1):
geoninf sim_value = geoninf parameter set(sim set,1);
rainfall dayl sim value = rainfall dayl parameter set(sim set,1):
rainfall day2? sim value = rainfall day? parameter set(sim set,1);
rainfall day3 sim value = rainfall day3 parameter set(sim set,1);:
rainfall day4 sim value = rainfall day4 parameter set(sim set,1);
rainfall day5 sim value = rainfall day5 parameter set(sim set,1);
rainfall day6é sim value = rainfall dayé parameter set(sim set,1);
rainfall day7 sim value = rainfall day7 parameter set(sim set,1);
temp sim value = temp parameter set(sim set,1);
rainstart dayl sim value = rainstart dayl parameter set(sim set,l1);
rainstart_dayZ_sim value = rainstart_day2_ parameter_ set (sim set,1);
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rainstart day3 sim value = rainstart day3 parameter set(sim set,1):
rainstart day4 sim value = rainstart day4 parameter set(sim set,1);
rainstart day5 sim value = rainstart day5 parameter set(sim set,1);
rainstart day6é sim value = rainstart dayé parameter set(sim set,1);
rainstart_day? sim value = rainstart day?_parameter set(sim set,1);
lhs sim value = lhs set(sim_set,1);

§ SECTION 3.2

% FILE INPUT CONTROLLER CALCULATIONS - Prepare matrices for GPS-X

% time series file input controllers and other file input controllers
% requireing calculations.

for config = 1:2;

if (config==1);
design = 'standard';
volume ana = volume ana standard;
volume anxl = volume anxl standard;
volume aerla = volume aerla standard;
volume aerlb = volume aerlb standard;
volume_anx2Z = volume_anx2_ standard;
volume aer2 = volume aer2 standard;
afiltereff = denit filter area standard;

elseif (config==2);
design = 'seasonal';
volume ana = volume ana seasonal;
volume anxl = volume anxl seascnal;
volume aerla = volume aerla seasonal;
volume aerlb = volume aerlb seascnal;
volume anx2 = volume anx2 seasonal;
volume aer2 = volume aerZ seasonal;
afiltereff = denit filter area seasonal;
else
warning{'Configuration type not identified - Standard vs. Seasonal. Unknown which#
file input controllers to generate.');
end

volume total = volume_ana + volume anxl + volume aerla + volume aerlb + volume_anx2 +¢
volume aerz;

% CREATE REACTOR VOLUME FILE INFUT CONTROLLER
line21 = gprintf('t \t vmrctraeff \t vlconrctrbeff(l) \t vlconrctrbeff(2) \t vlconrctrbeff (3)¥
\t vlconrctreeff(l) \t vlicenrctrceff(2) \t afiltereff');
line22 = gprintf('d \t m3 \t m3 \t m3 \t m3 \t m3 \t m3 \t m2");
line23 = gprintf('%d \t %d \t %4 \t %d \t %d \t %d \t %d \t %d', ...
-2, volume_ana, volume_anxl, volume aerla, volume_aerlb, ...
volume anx2, volume aer2, afiltereff);
retr volume var = {line2l; 1line22; line23};
fid=fopen(volumefilenams, 'w');
for row = 1:3
fprintf (fid, "%s \r\n', rctr volume var{row,:]);
end
fclose(fid);

$ SECTION 3.2.1
% ADJUSTED FUMFING RATES BASED ON ALTERED INFLUENT - Need to adjust
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% pumping rate file input contreller so the correct SRT is actually

$ achieved.

gretrinf operation = 1.057*gconinf sim value + 9619; % Was anticipated average reactor
% influent in m3/d based on steady state GPS-X
% simulations. (was 1.057*gconinf sim value + 9619)

% subdegraded operation = (0.75*bodconinf sim valus + 90)*«
(geconinf sim value/grctrinf operation); % Assumed biological substrate
% degradation (SS0 + X850 - 53) in g—COD/m3. Was 142
% for a BOD influent of 236 g/m3. (was 0.63bodconinf
% plus some value)
% JSGXX - consider revisiting subdegraded operation estimate because no
% methanol added in winter to suspended culture.
if (config==1)
subdegraded operation = (1.72414*0.77*bodconinf sim value)*«
(gconinf sim value/grctrinf operation);% (0.75*bodconinf sim value + 94 ) *of
(gooninf sim value/gretrinf operation); % Assumed bioclogical substrate
% degradation (85S0 + XSO - $8) in g-COD/m3. Was 142
% for a BOD influent of 236 g/m3. (was 0.63bodconinf
% plus some value)
if (temp_sim value > 18)
srttarget operation = 0.7*srttarget standard;
elseif (temp sim value <= 18)
srttarget operation = srttarget standard;
end
elseif {config==2)
if (temp sim value > 18)
subdegraded operation = (1.72414*0.77*bodconinf sim value)*«
{gconinf_sim_value/gretrinf operation);% (0.75*bodconinf sim value + 34)*¢
{aconinf sim value/gretrinf operation); % Assumed biological substrate
% degradation (SSD + XS0 - §5) in g-COD/m3. Was 142
% for a BOD influent of 236 g/m3. (was 0.63bodconinf
% plus some value)
srttarget operation = 0.7*srttarget seasonal;
elseif (temp sim value <= 18)
subdegraded operation = (1.72414*0.77*bodconinf_sim value) *&
{gconinf_sim_value/gretrinf operation);% (0.75*bodconinf sim value + 84)*¢
(geoninf sim value/qretrinf operation); % Assumed biological substrate
% degradation (5SSO + XSO - 8S5) in g-COD/m3. Was 142
% for a BOD influent of 236 g/m3. (was 0.63bodconinf
% plus some value)
srttarget operation = srttarget seasonal;
end
else
warning ('Configuration type not identified - Standard vs. Seaszonal. Unknown which file#
input controllers to generate.');
end

nr_het operation = 0.08?*{{1+(fd*bhet*srttazget_operation}}*yieldhettss*i_o_xbt]/!
(l+bhet*srttarget operation);
sna_predict operation = 32.7 - nr het cperation*(subdegraded operation); % Assumesd
% concentration of ammonia nitrified in gMN/m3.
solidswastage operation = gretrinf operation*(xio t + ((1 + (fd*bhet*srttarget operation))¥
*yleldhettss ...
*subdegraded operation/ (1 + bhet*srttarget operation)) + ((1 +¢
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(fd*baut*srttarget cperation)) ...
*yieldauttss*(sna predict operation - snh predict)/(l + baut*srttarget operation))):

mlss _operation = solidswastage operation*srttarget operation/(volume total);
xsecunder operation = mlss operation* (xconsecundertarget/mlsstarget);

gconrctrwas operation = solidswastage operation/xsecunder operation;

gconras operation = ((mlss operation*grctrinf operation)-o
{xsecunder_operation*qconrctrwas_operation} Y i
/ (xsecunder operation - mlss_operation);
gconsecunder operation = gconrctrwas operation + gconras_operation;
gconisbwas_operation = gconrctrwas operation*(8000/10000);
geconisbras operation = ((isbmlsstarget*(g_isb + gconrctrwas_operation)) ...
= (isbxconsecundertarget*gconisbwas operation))/({isbxconsecundertarget ...
- isbmlsstarget);
gconisbsecunder operation = gconisbwas operation + gconisbras cperation;

% SECTION 3.2.3

% FLOW

inf from rain = 15558 % Median influent increase (m3) per inch of rain.

% No rain events will occcur on days 1-3 of the dynamic simulation

% (which means 0.0-2,99 days) because the model reaches steady-state

% with diurnal flow during that time. Can make this randem with this

% approach: unidrnd(simulation timepoints - startup timepoints)

rain event dayl = hydrograph 3 unit load*(rainfall dayl sim value ...

*inf from rain);

rain event dayl start row = rainstart dayl sim value + 3*24;

rain_event _dayl end row = rain_event dayl start row + length(hydrograph 3 unit_load) - 1;

rain_dayl sim series adjustment = zeros(simulation_timepoints,1);

rain dayl sim series_adjustment(rain event dayl start row:rain event_dayl end row,1) =«
rain_event dayl;

rain event day2 = hydrograph 3 unit load*(rainfall day2 aim value ...
*inf from rain);
rain event day2 start row = rainstart dayZ sim value + 4*24;
rain_event day2 end row = rain_event day2 start_row + length(hydrograph 3 unit_load) - 1;
rain_day2 sim series adjustment = zeros(simulation_ timepoints,1);
rain_day2 sim series adjustment(rain_event day2_start row:rain_event day2 end row,1l) =«
rain_event day2;

rain event day3 = hydrograph 3 unit load*(rainfall day3 sim value ...
*inf from rain);
rain_event_day3 start row = rainstart day3 sim value + 5*24;
rain_event_day3 end_row = rain_event_day3_start_row + length(hydrograph 3 unit_load) - 1;
rain_day3_sim series_adjustment = zeros(simulation_timepoints,1);
rain day3 sim series adjustment(rain event day3 start row:rain event day3 end row,1l) =
rain_event day3;

rain event day4 = hydrograph 3 unit load*(rainfall day4 sim value ...
*inf from rain);
rain event day4 start row = rainstart day4 sim value + 6*24;
rain_event day4 _end row = rain_event day4_start row + length(hydrograph 3 unit load) - 1;
rain day4 sim series adjustment = zeros(simulation timepoints,1);
rain day4 sim series adjustment(rain event dayd start row:rain event day4 end row,1) =
rain_event_dayd;
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rain_event dayS = hydrograph 3 unit load*(rainfall day5 sim value ...
*inf from rain);
rain_event day5 start row = rainstart day5 sim value + 7*24;
rain_event_day5_end row = rain_event day5_start row + length(hydrograph 3 unit load) - 1;
rain dayb sim series adjustment = zeros(simulation_ timepoints,1);
rain day5 sim series adjustment(rain event day5 start row:rain event day5 end row,1) =¢
rain_event day5;

rain event dayé = hydrograph 3 unit load*(rainfall dayé sim value ...
*inf from rain);
rain_svent_day6_start_row = rainstart_dayé sim _value + 8*24;
rain_event_day6_end row = rain_event dayé start row + length(hydrograph_3 unit_load) - 1;
rain_dayé sim series adjustment = zeros(simulation_ timepoints,1);
rain day6é sim series adjustment (rain event day6 start row:rain event day6 end row,1l) =¥
rain_event dayé6;

rain_event_day7 = hydrograph 3 unit load*(rainfall day7_sim value ...
*inf from rain);
rain_event_day7_start_row = rainstart day7_sim value + 9*%24;
rain_event_day7_end _row = rain_event_day7_start row + length(hydrograph 3 unit_load) - 1;
if (rain_event day7 end row > simulation_timepoints)
rain_event day7_end row corrected = simulation timepoints; % To prevent having extra rows 4
in rain file beyond simulation set.
else
rain event day7 end row corrected = rain_event_day7_end row;
end
rain day7 sim series adjustment = zeros(simulation timepoints,1);
for rain event day7 row = rain event day7 start row:rain event day7 end row corrected;
rain_day7_sim series_adjustment(rain_event day7 row,1) = rain_event_day7«
(rain_event_day?_row - rain_event_day? start row + 1);
end

rain sim series adjustment = rain dayl sim series adjustment ...
+ rain_day2 sim series adjustment + rain day3 sim series adjustment ...
+ rain_day4 sim series adjustment + rain day5 sim series adjustment ...
+ rain_day6_sim series_adjustment + rain_day7_sim series adjustment;

wastewater flow sim series = gconinf sim value*simulation_diurnal unit load:
geoninf_ sim_series = wastewater flow sim series + rain_sim series adjustment;
% EOD
bodconinf z2im series = (bodconinf sim value ...
/bodeoninf base_concentration).*(bodeconinf base loading ...
./qeoninf sim series);

% TEN

tknconinf_sim series = (tknconinf_sim value ...
/tknceoninf base concentration).*(tknconinf base loading ...
/geconinf sim series);

§ TP

tpeconinf sim series = (tpconinf sim value ...
/tpconinf base concentration).*(tpconinf base loading ...
./geoninf sim series);

Other parameters will be directly tied to the LHS outputs above.

Specifically, NOB max specific growth rate is assumed te 0.1 d-1

faster than AOB max specific growth rate, influent solubkle

phosphorus is assumed to be 60% of total phesphorus,

& of o oP
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% and influent ammonium ig 73.7% of influent TKN.

§ MUNOZ2

muno2conretreff sim value = wmunhconrctreff sim value + 0.1;

% SNH

snhinf sim value = tknconinf sim value*0.737;

snhinf sim series = tknconinf sim series.*0.737;

§ TP

spinf sim value = tpconinf sim value*0.8;

spinf sim series = tpconinf sim series.*0.8;

% Acetate (needs teo be included because if BOD dips too low without
% decreasing influent acetate, then you get a negative SSINF.
sacinf_sim_value = bodconinf_ sim_wvalue*0.1;

sacinf_sim series = bodconinf_sim series.*0.1;

% Colloidal substrate also needs to be included to avoid negative
% SS5INF.

scolinf sim value = bodconinf sim value*0.16667;
scolinf sim series = bodconinf sim series.*0.16667;

% Internal Recycle
internal rec_operation = zeros(simulation_timepoints,1):
for internal recycle hour = l:simulation_ timepoints;
target rec operation = (gconinf sim series{internal recyecle hour,1) + 12614)¢
*int ree ratio;
% The 12,614 m3/d is from ISB, solids handling, denit backwash,
% ete., recycle flows.
if (target rec operation <= rec capacity)
internal rec operation(internal recycle hour,l) = target rec operation;
else
internal rec operation(internal recycle hour,l) = rec capacity;
end
warning ('Configuration type not identified - Standard vs. Seasonal. Unknown which file#
input controllers to generate.');
end

Set methanol dosing for ANXZ and denit filters.

BN¥2 dosing will target the addition of 34 mg-(BODS)/L, which tends
to remove about 4 mg-N/L in steady-state simulations. Methanol has a
density of 792,000 mg/L, with a COD of 1.50 g-COD/g-MeOH, which
results in a COD content of 1,190,000 mg-COD/L.

e oP oo oe P

NOTE: GPS=¥ wasz not allowing for the growth of methylotrophic bacteria because
of a convergence issue. Switched to acetate to be able to run

simulation=. This is not always expected to be a problem, but it

occured with the Mantis2 model with ocur plant configuration.

Hydromantis will leck into the convergence issue.

L R

Set acetate dosing for ANXZ and denit filters.

AN¥Z2 dosing will target the addition of 25 mg-(BODS)/L. Acetate has
a density of 1,04%,000 mg/L, with a COD of 1.07 g-COD/g-HAc, which
results in a COD content of 1,122,000 mg-COD/L.

- o P P

gconmechrctre = zeros(simulation timepoints,1);
geconmechdf = zeros(simulation timepeints,1);

% mech concentration = 1188000; % g-COD/m3
meoh _hac concentration = 1122000; % g-COD/m3
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if [config==1); % Standard design is inflexible
rec operation = internal rec operation;
geonwinterrec operation = zeros(simulation timepoints,1);
setpsolrctreceffl = 0;
meoh_addition anx2 target = 42; & g-COD/m3
meoh_addition df target = 22; % g-COD/m3; for loading df at 4 gpm/ft2.
% Dosing to second ancxic zone and denit filter.
for gmeoh hour = l:simulation timepoints
forward flow to anx2 = (gconinf sim series{gmech hour,1) + 12614) +#
gconras operation; % 12,614 m3/d in ISB, solids
% handling, denit backwash, etc., recycle flows
geonmechretre (gqmech_hour,1) =y
meoh_addition_anx2 target*forward flow to_anx2/mech_hac_concentration;
forvard flow_to df = (gconinf_sim_series(gmeoh_hour,1) + 3785);
goconmeohdf (gmeoh _hour,1) =¢
mech_addition df target*forward flow to df/meoh hac concentration;
end

elseif {config==2); % Seasonal design has seasonal flexibility
if (temp_sim_value > 18)
rec_operation = internal rec operation;
geconwinterrec operation = zeros(simulation timepoints,1):
setpsolretreceffl = 0;
meoh addition anx2 target = 30; % ¢-COD/m3
mech_addition df target = 22; % g-COD/m3; for loading df at 4 gpm/ft2.
% Dosing to second anoxic zone and denit filter.
for gmech hour = l:simulation timepoints
forward flow to anx2 = (gconinf sim series(gmeoh hour,l) + 12614) +«
gconras operation; % 12,614 m3/d in ISE, solids
% handling, denit backwash, etec., recycle flows
geonmeohretre (gmeoh_hour,1) =«
meoh_addition anx2 target*forward flow to_anx2/meoh_hac_concentration;
forward flow to_df = (geconinf sim series(gmeoh_hour,l) + 3785);
gconmeohdf (gmeoh hour,1) =¢
mech_addition df target*forward flow to df/meoh hac conecentration;
end
elseif (temp_sim value <= 18)
rec_cperation = zeros(simulation_timepoints,1);
geonwinterrec_operation = internal rec operation;
setpsolrectreceffl = 2;
mech addition anx2? target = 0; % g-COD/m3
mech addition df target = 30; % g-COD/m3; for loading df at 3.5 gpm/ft2.
% Dozing to second anoxic zone and denit filter.
for gmeoh hour = l:simulation timepoints
forward flow_to_anx2 = (gconinf_sim_series(ameoh_hour,1} + 12614) +¢
goonrag operation; % 12,614 m3/d in ISB, solids
% handling, denit backwash, etc., recycle flows
gqeconmeohretre (gmeoch_hour,1) =«
meoh_addition anx2 target*forward flow to anx2/mech_hac concentration; % goes to zero becaused
target is 0 for A20 operation.
forward flew to df = (qeoninf sim series(gmeoh hour,1) + 3785);
gconmechdf (gmech _hour,1) =«
mech_addition df target*forward flow to df/meoh hac concentratiocn;
end
else
warning('Temperature not understood. Unclear if operation is during winter or¥
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summer.');
end
else
warning ('Configuration type not identified - Standard vs. Seasonal. Unknown which file#
input contreollers to generate.');
end

forward flow to anx2 steady = (gconinf sim value + 12614) + gconras operation;
gconmechrctrc steady =
mech_addition anx2 target*forward flow to anxZ steady/mech hac concentration;
forward flow to_df steady = gconinf sim value + 3785;
gconmeohdf steady = meoh_addition_df target*forward flow to df steady/meoch_hac_concentration;
geonwinterrec operation steady = sum(gconwinterrec_operation)/length
(gqeconwinterrec_operation);
rec cperation steady = sum{rec operation})/length(rec cperation);

% Add denit filter backwash = flow rate at 2Z.5x ginf sim value
denit backwash rate = 10; % gpm/ftZ for 15 min a day
if (config==1):; % Standard design is inflexible
df_loading = 4; % gpm/ft2
elseif (config==2); % Seasonal design has seasonal flexibility
if (temp_sim value > 18)
df loading = 4; % gpm/ft2
elseif (temp sim value <= 18)
df loading = 3.5; % gpm/ft2
end
end
denit backwash flow = (denit backwash rate/df loading)*(gconinf sim value + 3785);
bwflowfiltereff = denit backwash flow;

% SECTION 3.3
% GENERATE FILE INPUT CONTROLLERS

% SECTION 3.3.4

% DISSOLVED OXYGEN SETPOINT FILE INPUT CONTROLLER AND TEMP

line71 = sprintf('t \t setpsolrctrceff(l) \t temp \t airtemp');

line72 = gprintf('d \t = \t = \t =");

line73 = sprintf('%d \t &d \t %d \t %d', -2, setpsolrctrceffl, temp_sim value, ¥
temp_sim value);

dissolvedoxygen var = {line71l; line72; line73};

fid=fopen(dissolvedoxygenfilename, 'w');

for row = 1:3

fprintf(fid, '%= \r\n', dissolvedoxygen var{row,:]);
end
fclose(fid);

Meaning of "rec" changed in GPS-X file from original

config 1 Sbard. "ree" now means basin 3 to 1 in Reactor B.

Alsc added a new pumped flow in this code. Careful with this when making
changes.

@ o P

% SECTION 3.3.1

% CREATE PUMPING FILE INPUT CONTROLLER

line31 = sprintf('t \t goconrctrwas \t gconsecunder \t gconisbwas \t gconisbsecunder \t¥
bwflowfiltereff');

line32 = sprintf('d \t m3/d \t m3/d \t m3/d \t m3/d \t m3/d");
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line33 = sprintf('%d \t %d \t %d \t %d \t %d \t %4', ...
-2, geonretrwas operation, geonsecunder operation, geonisbwas operation, ...
geonisbsecunder operation, bwflowfiltereff);
constant rctr pumping var = {line31; 1ine32; line33};
fid=fopen (constantpumpingfilename, 'w');
for row = 1:3
fprintf (fid, '%s \r\n', constant rctr pumping var{row,:});
end
fclose(fid);

% VARIABLE PUMPING - Generate this file input controller

% in 2 parts. First, create the file with 3 headers. Then append the

% time points line-by-line.

line311 = sprintf('t \t rec \t gconwinterrec \t gconmechrctrc \t gconmechdf');

line321 = sprintf('d \t m3/d \t m3/d \t m3/d \t m3/d");

line331 = sprintf('$d \t %d \t %d \t %d \t %4', ...
=2, rec_operation_ steady, gconwinterrec operation steady, goommechrctrc steady, ...
gconmechdf steady);

variable retr pumping var = [line311; line321; line331};

fid=fopen(variablepumpingfilename, 'w');

for row = 1:3
fprintf (fid, '%= \r\n', variable retr pumping var{row,:}):
end
felose(fid);
fid=fopen(variablepumpingfilename, 'a');
for row = l:simulation timepoints
line34l = sprintf("%d \t %d \t %d \t %d \t %d', ...
simulation time series(row,l), rec operation(row,l), ...
geonwinterrec_operation(row,l), gconmeohrctre({row,l), ...
geonmeohdf (row,1));
fprintf(fid, '%s \r\n', line341);
end
feclose(fid);

% SECTION 3.3.2
% KINETIC PARAMETER FILE INFUT CONTROLLER
linedl = sprintf('t \t munhconrctraeff \t khsoconrctraeff \t kalsnhconrctraeff \t«
munoZconrctraeff \t munhconrctrbeff \t khsoconrctrbeff \t kalsnhconrctrbeff \t munoZconrctrbeff¥
\t munhconrctreceff ‘t khsoconrctrceff \t kalsnhconrctrceff \t muncZconrctrceff');
lined4Z? = sprintf('d \t 1/d \t gCOD/m3 \t gN/m3 \t - \t 1/d \t gCOD/m3 \t gN/m3 \t - \t 1/d \t¥
gcon/m3 \t gN/m3 \t =');
lined3 = gprintf('sd \t %d \t %d \t %d \t %d At %d \t %d \t %d \t %d \t %d \t %d \t %d \t %
d', =2, munhconrctreff sim value, ...
khsoconretreff sim value, kalsnheconrctreff sim value, ...
munc2conrctreff gim_value, munhconrctreff sim value, ...
khsoconretreff sim value, kalsnhconretreff sim value, ...
munoZeonretreff sim value, munhconrctreff sim value, ...
khsoconrctreff sim value, kalsnhconrctreff sim value, ...
muno2conrctreff sim value);
kinetics var = {linedl; lined42; lined3};
fid=fopen(kineticsfilename, "w'};
for row = 1:3
fprintf(fid, '%s \r\n', kinetics var{row,:});
end
fclose(fid);
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% SECTION 3.3.3
& INFLUENT FILE INPUT CONTROLLER - Generate this file input controller
% in 2 parts. First, create the file with 3 headers. Then append the
% time points line-by-line.
1line51 = sprintf('t \t gooninf \t bodeconinf \t tknconinf \t spinf \t snhinf \t tpconinf \t#
sacinf \t scolinf');
line52 = sprintf{'d \t m3/d \t g/m3 \t gN/m3 \t gB/m3 \t gN/m3 \t gP/m3 \t gCoD/m3 \t«
goon/m3');
line53 = sprintf('$d \t %d \t %d \t %d ‘\t %d \t %d Mt %d \t %d A\t #d', ...
-2, geeninf_sim value, bodconinf sim_value, tknconinf sim value, ...
spinf_sim value, snhinf_sim_value, tpconinf_sim_value, sacinf_sim value,#
scolinf_sim_value);
influent var = {line51; line52; line53};
fid=fopen(influentfilename, "w');
for row = 1:3
fprintf(fid, '%s \r\n', influent var{row,:});
end
fclose(fid);

fid=fopen(influentfilename,'a"');
for row = l:simulation timepoints
line54 = sprintf('%d \t %d \t %d \t %d \t %d \t %d \t %d \t %d \t %d', ...
simulation time series(row,1l), gconinf sim series(row,1), ...
bodconinf sim series(row,l), tknconinf sim series(row,1), ...
spinf sim series(row,l), snhinf sim series(row,1), ...
tpconinf sim series(row,l), sacinf sim series{row,l), scolinf sim series(row,1));
fprintf(fid, "%= \r\n', lineS54};
end
fclose({fid);

% SECTION 3.4

% RUN GPS5-X SIMULATIONS - Launch GPS-X in batch mode and collect

% data after the simulation finishes. Note that the .xec file (which

% must be in the same folder as the configuration and this script)

% tells GPFS-X what to do with the configuration (e.g., run a dynamic

% simulation and then exit the program). The ™!"™ makes this script wait
% for GPS=¥ to close before it continues, which it nesds to do to get

% the data that GPS=X outputs. The

% SECTION 3.5

% ACQUIRE DATA GENERATED BY GPS-X - GPS-X will ocutput any data that you
% have told 1t to "save" using a table or graph in the simulation

% space. The script below first identifies which column each set of

% data is in (e.g., which column of the .ocut file is effluent ammonium
% in?), then collects that data.

fid=fopen(outfilename,'r'});

160



2/15!11 4:58 AM C:\Users\i’sguest\DroEbox\Active\ ... h\std vs seas dznamic 10 26 2011.m 20 of 36

cutfileheader = textscan(fid, "$2 %2 %= %z %2 %2 %2 %2 %3 %3 %3 %2 %5 %2 %= %= %= %3 %z WM
3 %3 %2 %3 %3 %3 %3 %3 %3 %35 %S %5 %3 %3 %3 %35 %3 %3 %2 43 %3 %3 %2 %3 33 %3 %s %3 $3', 1); % s+sW
means skip this value (may be used for the first column in steady state simulations)
felosel(fid);
for i=1:48
columnheader = outfileheader{l,i};
out parameter number = strmatch {columnheader, strvcat¥
(*t*, 'ginf’, 'xrctraeff’, "gprimover', 'toprimover', 'gprimunder!, 'xlrctrbeff (1) ', 'xlrctbeffy
(2)*, 'wlrctrbeff(3)*, 'solrctrbeff (1) ¥, 'solrctrbeff (2) ', 'solrctrbeff(3) ", *snhlrctrbeffw
(2) ', 'snhlrctrbeff(3)', "snoilrctrheff (1) ', 'snoilrctrbeff(2) "', "sneilrctrbeff (3) ", 'snoalzctrbeffv
(1)*, 'gairstandlrectrbeff (2) ', 'qairstandlrctrbeffw
(3)','gcentinf’, "®¥centinf’, "geentcake', "xcentcaks', '®lrctreceff (1), '®lrctrceff(2) ', 'solrctrceffw
(1)*, 'solrotreeff (2) ", "snhlrctroeff(2) ', "snoilretreeff (1), "snoilrctroeff(2) ", "snoalretrocefiw
{1)",'snecalretreeff(2)', "gairstandlrctreefin
(2}, 'wsecunder’, 'xishwas', "gsecforward', 'scodsecforward’, 'tnrctrwas', "gfiltereff', 'stpfiltereff'¥
,'snhfiltereff', 'sndfiltereff', "snoifiltereff', 'snoafiltereff', 'snoalrctrbeff(2)"', '"snhlrctrceff¥
(1)*, 'gairstandlrctrceff(1)'), 'exact");
if {out parameter number <= 1)
col time = i;
elseif (out parameter number <= 2)
ecol_ginf = i;
elseif (out parameter number <= 3)
col xrctraeff = i;
elseif (out parameter number <= 4)
col gprimover = i;
elseif (out parameter number <= 5)
col tnprimover = i;
elseif (out parameter number <= 6)
col gprimunder = i;
elseif (out_parameter number <= 7)
col_xlrctrbeffl = i;
elseif (out parameter number <= 8)
col_xlrctrbeffz = i;
elseif (out parameter number <= 9)
col_xlrctrbeff3 = ij;
elseif (out parameter number <= 10}
col_solrctrbeffl = i;
elseif (out parameter number <= 11)
col_solrctrbeffz = i;
elseif (out _parameter number <= 12)
col_ solrctrbeffl = i;
elseif (out parameter number <= 13)
col snhlretrbeff2 = i;
elseif (out_parameter number <= 14)
col_snhlretrbeff3 = i;
elseif (out_parameter number <= 15)
col snoilrctrbeffl = i;
elseif (out parameter number <= 16)
col snoilrctrbeff? = i;
elseif (out parameter number <= 17)
col snoilretrbeff3 = i;
elseif (out parameter number <= 18)
col snoalrctrbeffl = i;
elzeif (out parameter number <= 19)
col gairstandlrctrbeffZ = i;
elseif (out_parameter number <= Z20)
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col gairstandlretrbeff3 = i;

elseif (out parameter number <= 21}
col geentinf = i;

elseif (out parameter number <= 22)
col xcentinf = i;

elseif (out parameter number <= 23)
col goentcake = i;

elseif (out parameter number <= 24}
col xcentcake = 1i;

elseif (out parameter number <= 25)
col_xrlrctreeffl = i;

elseif (out parameter number <= 26)
col_xlrctreceff2 = i;

elseif (out parameter number <= 27)
col_solrctrceffl = i;

elseif (out parameter number <= Z8)
col_solrctrceffz = i;

elseif (out parameter number <= 29)
col_snhlrctreceff? = i;

elseif (out parameter number <= 30)
col_snoilrctreceffl = i;

elseif (out parameter number <= 31)
col_snoilrectreeff2 = i;

elseif (out parameter number <= 32)
col snoalrctroceffl = i;

elseif ([out parameter number <= 33}
col snoalrctrceff2 = i;

elseif (out parameter number <= 34)
col gairstandlrectrceff2 = i;

elseif (out_parameter number <= 35)
col_xsecunder = i;

elseif (out_parameter number <= 36)
col_xishwas = i;

elseif (out parameter number <= 37)
col_gsecforward = ij;

elseif (out parameter number <= 38)
col_scodsecforward = 1i;

elseif (out parameter number <= 39)
col_tnrctrwas = i;

elseif (out _parameter number <= 40)
col _gfiltereff = i;

elseif (out parameter number <= 41)
col _stpfiltereff = i;

elseif (out_parameter number <= 42)
col_snhfiltereff = i;

elseif (out_parameter number <= 43)
col sndfiltereff = i;

elseif (out parameter number <= 44)
col snoifiltereff = i;

elseif (out parameter number <= 45)
col snoafiltereff = i;

elseif (out parameter number <= 46)
col_snoalrctrbeff2 = i;

elseif (out parameter number <= 47)
col_ snhlrctrceffl = i;

elseif (out_parameter number <= 48)
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col gairstandlretreeffl = i;

alse
warning({'.out file column header not identified’);
end
end

dynamic_data = importdata(outfilename, DELIMITER, HERDERLINES);
data timepoints = length(dynamic data.data) - 1; % Note: The "-1" was added because the timed

point for day 10 appears twice. This makes sure that time point is net counted twice.
data_collection start = (20*startup_timepoints/24) + 1; % Note: .DAT files were created withe
1 hour time steps. .OUT files are created with 0.05 day time steps.

time over time = dynamic_data.data(data_collection start:data_ timepoints,col time);
ginf over time = dynamic data.data(data collection start:data timepoints,col ginf);
xrctraeff over time = dynamic data.data(data collection start:data timepoints,col xrctraeff);
gprimover over time = dynamic data.data(data collection start:data timepoints,col gprimover);
tnprimover over time = dynamic_data.data(data collection start:data timepoints,®
col_tnprimover);
gorimunder_over time = dynamic_data.data(data_collection_start:data_timepoints,®
col_gprimunder);
zlrectrbeffl over time = dynamic data.data {data_collecticn_start:data_timepoints,lf
col xlrectrbeffl);
xlretrbeff2 over time = dynamic_data.data{data_collection_start:data_timepoints,lf
col xlrctrbeff2);
xlrctrbeff3 over time = dynamic data.data(data collection start:data timepoints,¥
col xlrctrbeff3);
solrctrbeffl over time = dynamic data.data(data collection start:data timepoints,¥
col solrctrbeffl);
solrctrbeff2 over time = dynamic data.data(data_collection_start:data_timepoints,«
col_solrctrbeff2);
solrctrbeff3 over time = dynamic data.data(data_collection_start:data_timepoints,«
col_solrctrbeff3);
snhlrctrbeff2 over time = dynamic data.data(data collection start:data timepoints,®
col snhlrctrbeff2);
snhlrctrbeff3 over time = dynamic data.data(data collection start:data timepoints,¥
col_snhlrctrbeff3);
snoilrectrbeffl over time = dynamic data.data(data_collection_start:data_timepoints,¥
col_snoilrctrbeffl);
snoilrctrbeff2 over time = dynamic_data.data(data_collection_start:data_timepoints,¥
col snoilrctrbeff2);
snoilretrbeff3 over time = dynamic data.data(data collection start:data timepoints,¥
col _snoilretrbeff3);
snoalrectrbeffl over time = dynamic_data.data{data_collection_start:data_timepoints,(
col_snoalrctrbeffl);
gairstandlrctrbeff2 over time = dynamic data.data(data_collection_start:data timepoints,
col gairstandlretrbeff2);
gairstandlrctrbeff3 over time = dynamic data.data(data collection start:data timepoints,¥
col gairstandlretrbeff3);
gecentinf over time = dynamic data.data(data collection start:data timepoints,col geentinf);
xcentinf over time = dynamic data.data(data collection start:data timepoints,col xcentinf);
gcentcake over time = dynamic data.data(data collection start:data timepoints,col gcentcake);
xcentcake over time = dynamic data.data(data collection_start:data timepoints,col xcentcake);
zlrctrceffl over time = dynamic data.data(data collection start:data timepoints,®
col xlrctrceffl);
xlrctrceff2_over time = dynamic_data.data(data_collection_start:data_timepoints, ¥
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col xlrctrceff2);
solretreeffl over time = dynamic data.data(data collection start:data_timepoints,¥
col solretreeffl);
solrctroeff2 over time = dynamic_data.data{data_collection_start:data_timepoints,f
col_solrctreeff2);
snhlrctreeff? over time = dynamic_data.datatdata_collection_start:data_timepcints,f
col snhlrctrceff2);
snoilrctrceffl over time = dynamic data.data(data collection start:data timepoints,«
col snollrctrceffl);
snoilrctrceff2 over time = dynamic data.data(data collection start:data timepoints,«
col_snoilrctrceff2);
snoalrctrceffl over time = dynamic_data.data(data_collection_start:data_timepoints,«
col_snoalrctrceffl);
snoalrctrceff2 over time = dynamic_data.data(data collection start:data_timepoints,¥
col snoalrctrceff2);
gairstandlrctrceff? over time = dynamic data.data(data collection start:data timepoints,¥
col gairstandlrctrceff2);
xsecunder over time = dynamic data.data(data collection start:data timepoints,col xsecunder);
xisbwas_over time = dynamic_data.data(data_collection start:data_ timepoints,col_xisbwas):
gsecforward_over time = dynamic_data.data(data_collection_start:data_timepoints,¥
col_gsecforward);
scodsecforward over time = dynamic_data.data{data_collection_start:data_timepoints,f
col scodsecforward):
tnretrwas over time = dynamic data.data(data collection start:data timepoints,col tnretrwas);
gfiltereff over time = dynamic data.data(data collection start:data timepoints,®
col gfiltereff);
stpfiltereff over time = dynamic data.data(data collection start:data timepoints,¥
col stpfiltereff);
snhfiltereff over time = dynamic data.data(data collection start:data timepoints,«
col snhfiltereff);
sndfiltereff over time = dynamic data.data(data_ccllection_start:data_timepoints,«
col_sndfiltereff);
snoifiltereff over time = dynamic_data.data(data_collection start:data_timepoints,«
col snoifiltereff);
snoafiltereff over time = dynamic data.data(data collectien start:data timepoints,®
col snoafiltereff);

snoalrctrbeffZ over time = dynamic data.data(data_collection_start:data_timepoints,¥
col_snoalrctrbeff2);

snhlrctrceffl over time = dynamic_data.data(data collection_start:data_timepoints,¥
col snhlretreeffl);

gairstandlrectreeffl over time = dynamic data.data(data collection start:data timepoints,¥
col gairstandlretreceffl);

SECTION 3.6

ONVERT DYNAMIC DATA TO RELEVANT VALUES FOR PERFORMANCE, BECONOMIC,
AND ENVIRONMENTAL ASSESSMENTS - Rather than sending all dynamic data
from every simulation (which would result in 5,600,000 data points
for an ILHS set with 500 simulations), the data is consolidated as
much as possible here. First, below is a list of how each parameter's

0

o P e P P P e

dataset is used. Note "FWA"™ means "flow weighted average",

e

time: used only to convert flows into masses or volumes.
ginf: recorded but unused.
gerimover: used with tnprimover to calculate N loading to bioclogical

o o
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reactor (recquired if N20 1s calucated via emissions factors).
tnprimover: used with gprimover to calculate N leading te biclogiecal
reactor (recquired if N20 is ecalucated via emissions factors).
gorimunder: used for primary clarifier sludge pumping electricity
use (average value).
#rotraeff: used for SRT calculatiens (average value), for
construction cost eguations and for mixing energy
equations in ANA/ANX zones (averaged value).
xlrctrbeffl: same as explanation for rrctraeff.
xlrctrbeffZ: same as explanation for zrctraeff.
xlrctrbeff3: same as explanation for xrctraeff.
#lrctrbeffd
#lrctreeffl: same as explanation for xrctraeff.
xlrctroeff2: same as explanation for xrctraeff.
solrctrbeffl: used for N20 emissions calculations using Chandran
Regression Model. Dynamic values used for N20 emissions
predictions.
zolrctrbeff?: same as explanation for solretrbeffl.
solrctrbeff3: same as explanation for solretrbeffl.
solrctrbeffd
solrctrceffl: same as explanation for solretrbeffl.
solrctrceff2: same as explanation for solrctrbeffl.
anhlretrbeff2: same as explanation for solretrbeffl.
snhlretrbeff3: same as explanation for solrectrbeffl.
snhlretrbeffd
snhlrctrceffl
snhlrectreceff2: same as explanation for solrctrbeffl. May alsoc be used
to correct for excessive NH4+ release in denitrification filters.
snoilrctrbeffl: same as explanation for solrectrbeffl.
snoilretrbeff2: same as explanation for solretrbeffl.
snollretrbeffd: same as explanation for seolrctrbeffl.
snoilrctrbeff4
snoilrectrceffl: same as explanation for solrctrbeffl.
snoilrctrceff2; same as explanation for solrctrbeffl,
snoalrctrbeffl: same as explanation fer solrctrbeffl.
snoalrctrbeff2
snoalrctrceffl: same as explanation for solrctrbeffl.
snoalrctrceff2: coupled with gsecforward, used for calculations
related to denitrification filter design (max values) and operation
costs and environmental impacts (FWA).
gairstandlretrbeff2: used for blower sizing (max value) and blower
energy censumption and maintenance (average value).
gairstandlretrbeff3: used for blower sizing (max value) and blower
energy consumption and maintenance (average value).
gairstandlretrbeffd
gairstandlretreeffl
gairstandlrctrceff2: same as explanation for gairstandlretrbeff2.
goentinf: used for costing and energy equations assceiated with
solids dewatering (average value).
zcentinf: used for polymer cost and use equations (FWA value).
gecentcake: used for incinerator energy consumption and ash production
(average value).
xcentcake: same as explanation for gqcentcake (FWA value).
xsecunder: used with gcoonrctrwas for SRT calculation (average value
because flow rate does not change).
#isbwas: used for polymer consumption estimates (average value

& 0P OF O P P B P B P PR R R R P P PR R RO ORI P 0P 0P R P P P PP PR IR P P P PP PP PP R R PP P P N
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because flow rate does not change).
gsecforward: coupled with snoalrctrceff2, used for calculations
related to denitrification filter design (max valussg) and operation
costs and environmental impacts (FWA).
scodsecforward: assumed to represent effluent sCOD. Converted to
units of mass per year with gfiltereff.
tnrectrwas: used with geonrctrwas to calculate N loss as biomass from
reactor (reguired if N20 is calucated wvia emissionsz factors).
gfiltereff: used for chlorine and aquatic emissions (average value).
stpfiltereff: used for effluent TP gquantification (FWA wvalue).
snhfiltereff: used for effluent NH4+ guantification (FWA value).
sndfiltereff: used for effluent SND quantification (FWA value).
snoifiltereff: used for effluent NO2- quantification (FWA value).
snoafiltereff: used for effluent NO3- guantification (FWA value)
and for methanol calculations (FWA value).

- A I - Y - R

SECTION 3.6.1
DATA CONSOLIDATION - Calculate maximum valuess, mass flows, and flow
% weighted average concentrations as needed.

ginf_avg = sum(ginf over time)/length(ginf over time); % [m3/d)]

gprimover avg = sum(gprimover over time)/length(gprimover over time); % [m3/d]

tn_rctr loading over time = gprimover over time.*tnprimover over time; & [gN/d]

tn_rctr loading avg = sum{tn_rctr loading over time)/length(tn_rectr loading over time); (1 4
[gN/d]

gprimunder avg = sum(gprimunder over time)/length{gprimunder over time); % [m3/d]

rrctraeff max = max(xrctraeff over time); % [g/m3]

xrctraeff avg = sum(xrctraeff over time)/length(xrctraeff over time); % [g/m2]

zlrctrbeffl max = max(xlrctrbeffl over time); % [g/m3]

zlrctrbeffl avg = sum(xlrctrbeffl over time)/length(xlrctrbeffl over time); % [g/m3]

xlrctrbeff2 max = max(xlrctrbeff2 over time); % [g/m3]

xlrctrbeff2 avg = sum(xlrctrbeff2 over time)/length(xlrctrbeff2 over time); % [g/m3]

xlrctrbeff3 max = max(xlrctrbeff3 over time); % [g/m3]

zlrctrbeff3_avg = sum(xlrctrbeff3 over time)/length(xlrctrbeff3 over time):; % [g/m3]

xlrctrceffl max = max(xlrctrceffl over time); % [g/m3]

rxlrctrceffl avg = sum(xlrctrceffl over time)/length(xlrctrceffl over time); % [g/m3]

xlrctroceffZ max = max (xlrctrceffZ? over time); % [g/m3]

xlrctreeff2 avg = sum(xlrctrceff2 over time)/length(xlrctreceff2 over time); % [g/m3]

snhlrctrceff? mass_avg = sum(snhlrctrceff? over time.*ginf over time) ...

.flength(snhlrctrceff2 over time); % [g/d]
snhlrctrceff2 conc_avyg = snhlrctrceff? mass avg/ginf avg:; % [g/m3]
gsecforward max = max(gsecforward over time); % [m3/d]
gsecforward avg = sum{gsecforward over time) ...

/length (gsecforward over_time); % [m3/d]
snoalretreeff? max = max(snoalrctrceff? over time); % [g/m3]
snoalretrceff2 mass avyg = sum(snoalrctrceff2 over time ...

.*gsecforward over time)./length(snoalretrceff2 over time); % [a/d]
snoalretreeff2 cone avyg = snoalretreeff2 mass avg/gsecforward avg: % [g/m3]
gairstandlrctreff over time = gairstandlrctrbeff2 over time +&

gairstandlretrbeff3 over time...

+ gairstandlretreceffl over time + gairstandlretreceff2 over time; % [m3/d]
gairstandlretreff max = max(gairstandlretreff over time); % [m3/d]
gairstandlrctreff avg = sum(gairstandlrctreff over time) ...

/length (gairstandlrctreff over time); % [m3/d]
gcentinf avg = sum(gcentinf over time)/length(gcentinf over time); % [m3/d]
xcentinf mass avg = sum({xcentinf over time.*gcentinf over time) ...

./length (xcentinf_over time); % [g/d]

o
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xcentinf cone avg = xeentinf mass avg/geentinf avg; & [g/m3]
gecentcake avyg = sum(gcentcake over time)/length (gcentcake over time); % [m3/d]
xcentcake mass avg = sum(xcentcake over time.*gcentcake over time) ...

./length (xcentcake over time); & [g/d]
xcentcake conc_avg = xcentcake mass _avg/gqeentcake_avg; % [g/m3]
xsecunder avg = sum(xsecunder over time)/length(xsecunder over time); % [g/m3]
xisbwas avg = sum(xisbwas over time)/length(xisbwas over time); % [g/m3]
gfiltereff avg = sum{gfiltereff over time)/length{gfiltereff over time); % [m3/d]
scodsecforward max = max(scodsecforward over time); % [g/m2]
scodsecforward mass_avg = sum(scodsecforward over time ...

«*gfiltereff over time)/length(scodsecforward over time); % [a/d]
scodsecforward_ceonc_avyg = scodsecforward_mass_avg/gfiltereff avg; % [g/m3]
tnretrwas mass_removal over time = geconrctrwas operation*tnrctrwas over time; % [gN/d]
tnrctrwas mass_removal_avg = sum(tnrctrwas mass_removal_over time) ...

/length({tnrctrwas mass removal over time); % [gN/d]
stpfiltereff max = max(stpfiltereff over time); % [gF/m3]
stpfiltereff mass avg = sum(stpfiltereff over time ...

.*gfiltereff over time)/length(stpfiltereff over time); % [gE/d]
stpfiltereff conc_avg = stpfiltereff mass avg/afiltereff avg; % [gP/m3]
snhfiltereff max = max(snhfiltereff over time); % [gN/m3]
gnhfiltereff mass avg = sum(snhfiltereff over time ...

.*qfiltereff_over_time})’length(snhfiltereff_over_time}; % [gN/d]
sndfiltereff max = max(sndfiltereff over time); % [gN/m3]
sndfiltereff mass avg = sum(sndfiltereff over time ...

.*gfiltereff over time) /length{ sndfiltereff over time); % [gN/d]
sndfiltereff conc_avg = sndfiltereff mass avg/gfiltereff avg; % [gN/m3]
snoifiltereff max = max(sncifiltereff over time); % [gN/m3]
snoifiltereff mass avg = sum(snoifiltereff over time ...

.*gfiltereff over time)/length(snoifiltereff over time); % [gN/d]
snoafiltereff max = max(sncafiltereff over time); & [gN/m3]
snoafiltereff mass _avg = sum(snoafiltereff over_time ...

.*gfiltereff over time)/length{snoafiltereff over time); % [gN/d]
snoafiltereff conc_avy = snoafiltereff mass avg/gfiltereff avg; % [gN/m3]
tnfiltereff max = max(snhfiltereff over time + sndfiltereff over time ...

+ snoifiltereff over time + snoafiltereff over time); % [gN/m3]
tnfiltereff mass avg = snhfiltereff mass avg + sndfiltereff mass avg ...

+ snoifiltereff mass_avg + snoafiltereff mass_avg; ¥ [gN/d]
tnfiltereff conc avg = tnfiltereff mass avg/qfiltereff avg; % [gN/m3)

% Just in case GPS-X iz overpredicting how much ammonia is released in

% the denit filters, also calculate effluent TN in this way:

tneff max = tnfiltereff max; % tneff max = max(snhlretrceff? over time +¥
sndfiltereff over time ...

% + snoifiltereff over time + snecafiltereff over time); % [gN/m3]
tneff mass_avg = tnfiltereff mass_avg: % tneff mass_avg = snhlrctrceff2 mass avg +«
sndfiltereff mass avg ...
% + gnoifiltereff mass avg + snoafiltereff mass_avyg: % [gN/d]
tneff cone avg = tnfiltereff cone avy; ] tneff cone avg =¥

tneff mass avg/qfiltereff avg; % [gN/m3]

if (config==1);
biomass_in system g = (x#rctraeff avg*volume ana standard) ...
+ (zlrctrbeffl avg*volume anxl standard) + (xlrctrbeff2 avg*volume aerla standard)«

+ (#lrctrbeff3 avg*volume aerlb standard) + (zlrctrceffl avg*volume anx2 standard) +¢

(#lrctrceff2 avg*volume aer2 standard);
average_mlss = biomass in system g/(volumetotal standard); % [a/m3]
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elseif (config==2);
biomass in system g = (xretraeff avg*volume ana seasonal) ...
+ (#lretrbeffl avg*volume anxl seasonal) + (xlretrbeff2 avg*volume aerla seasonal)w

+ (xlretrbeff3 avg*volume aerlb seasonal) + (xlrctrceffl avg*volume anx2 seasonal) '
(#lretreeff2 avg*volume aer2 seasonal);
average mlss = bilomass_in system g/(volumetotal seasonal); % [g/m3]
else
warning('Configuration type not identified - Standard vs. Seasonal. Unknown which«
volumes to use in SRT calculation.');
end

% Calculate SRT
biomass wastage g per d = (xsecunder avg*gconrctrwas_operation};
actual srt_d = biomass_in system g/biomass _wastage g _per d;

% AERATION BY CONFIGURATION - Note that aeration energy is linear with
% delivered airflow. Therefore, only the average airflow is needed.
% gairstandlrctreff over time changed for Standard design blowers;

acration capacity standard = 807500%1.5; % [m3/d] based on steady state simulations of Standarde
design under summer (28C) and winter (17.9C) conditions - max aeration demand was 807,500 m3/d inw
summer.

aeration capacity seasonal = 764500%1.5; % [m3/d] based on steady state simulations of Seasonal¥
design under summer (2B8C) and winter (17.9C) conditions - max aeration demand was 764,500 m3/d inW
winter.

% Blower capacity check
blower capacity check = zeros(length(gairstandlrctreff over time),1);

for check hour = 1l:length(gairstandlrctreff over time);
if (config==1)
if (gairstandlrctreff over_ time(check hour,1l) <= aeration capacity_standard)
blower_ capacity check(check_hour,1) = 0;
else
bleower capacity check(check hour,1) = 1;
end
else
if (gairstandlrctreff over time(check hour,l} <= aeration capacity seasonal)
blower capacity check(check hour,1) = 0;
else
blower capacity check(check hour,1) = 1;
end
end
end
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blower exceeded time fraction = sum(blower capacity check)/length (blower capacity check);

% We will ealculate the impact of fully tunable va. constant speed blowers
% for both designs just so we have the data.

$ Fully tunable blowers
gair tunableblowers delivered = gairstandlrctreff avg;

% Fized blowers - 3 egually-sized constant speed blowers, easily turned on/off.
gair 3fixedblowers over time = zeros(length(gairstandlrctreff over time),1);
for air_time 3blower = l:length(gairstandlrctreff over time);
if (configm=1)
if (qairstandlrctreff over time(air time 3blower,l) <=¢
l*aeration capacity standard/3});
gair 3fixedblowers over time(air time 3blower,l) =«
l*aeration capacity standard/3;
elseif (gairstandlrctreff over time(air time 3blower,1
2*aeration_capacity standard/3);
gair 3fixedblowers_over time(air time 3blower,1)
2*aeration capacity standard/3;
else
gair 3fixedblowers_over time(air time 3blower,1) ="
3*aeration capacity standard/3;
end

<=

4

else
if (gairstandlrctreff over time(air time 3blower,1l) <=«
l*aeration capacity seasonal/3);
gair 3fixedblowers over time(air time 3blower,l) =«
l*aeration_capacity seasonal/3;
elseif (gairstandlretreff over time(air time 3blower,l) <=«
2*aeration_capacity seasonal/3);
qair 3fixedblowers_over time(air time 3blower,l) =«
2*aeration capacity seasonal/3;
else
gair 3fizedblowers over time(air time 3blower,1) =&
3*aeration_capacity seasonal/3;
end
end
end
gair 3fixedblowers delivered = sum(gair 3fixedblowers over time)/length¥
(gair_2fixedblowers over_ time);

% Fixed blowers = 4 egually-sized constant speed blowers, easily turned on/off.
gair_ 4fixzedblowers over time = zeros(length(gairstandlrectreff over time),1);
for air time 4blower = l:length(gairstandlrctreff over time);
if {config=—1)
if (gairstandlretreff over time(air time dblower, 1) <=
l*aeration capacity standard/4});
qair Afizedblowers_over time(air time dblower,1) =
l*aeration capacity standard/4;
elseif (galrstandlrctreff over time(air time 4blower,1) <=+
2*aeration capacity standard/4);
gair 4fizedblowers over time(air time 4blower,1) =«
2*aeration capacity standard/4;
elseif (gairstandlrctreff over time(air time 4blower,1) <=+
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3*aeration capacity standard/4);
gair 4fixedblowers over time(air time dblower,l) =«
3*aeration capacity standard/4;
else
gair 4fixedblowers_over time(air time 4blower,1) =i
4*zeration capacity standard/4;
end
else
if (gairstandlrctreff over time(air time 4blower,l) <=«
l*aeration capacity seasonal/4);
gair_4fixedblowers_over_time(air time 4blower,1) =«
l*asration_capacity seasonal/4;
elseif (gairstandlrctreff over time(air time 4blower,l) <=«
Z*aeration_capacity seasonal/4);
gair d4fixedblowers over time(air time 4blower,1)
2*aeration capacity seasonal/4;
elseif (gairstandlrctreff over time(air time dblower,l
3*aeration capacity seasonal/4);
qair 4fixedblowers_over time(air time 4blower,1) =«
3*aeration_ capacity seasonal/4;
else
gair Afixedblowers_over time({air time 4blower,1) ="
d*aeration capacity seasonal/4;
end
end

o«

<=u

end
gair 4fixedblowers delivered = sum(gair 4fixedblowers over time)/length#¥
(gair 4fixedblowers over time);

Fixed blowers - 3 equally-sized; 1 small constant speed blowers,
easily turned on/off. The small blower is 1/2 the size of the large
blowers. Therefore, each of the three large blowers can handle

% 28.57 percent of the airflow capacity, while the small klower can

% handle 14,29 percent of the airflow capacity.

gair 3 1 fixedblowers over time = zeros({length(gairstandlrctreff over time),1);
small blower fraction = 0.1429;

large blower fraction = 0.2857;

blower combo 1 = small blower fraction;

blower combo 2 = large blower fraction;

blower combo 3 = small blower fraction + large blower fraction;

blower combc 4 = Z*large blower fraction;

blower combo 5 = (2*large blower fraction) + small blower fraction;
blower _combo_6 = 3*large blower_ fraction;

blower combo_7 = (3*large blower_ fraction) + small blower fraction;

- o

-

for air time 3_1 blower = l:length(gairstandlrectreff over_ time):;
if {config=—1)
if (gairstandlretreff over time(air time 3 1 blower,1) <=
blower combo l*aeration capacity standard);
gair 3 1 fixedblowers over time(air time 3 1 blower,1) =
blower combo_l*aeration capacity standard;
elseif (galrstandlrctreff over time(air time 3 1 blower,1) <=¢
blower combo 2*aeration capacity standard);
gair 3 1 fizedblowers over time(air time 3 1 blower,1) =¢
blower combo 2*aeration capacity standard;
elseif (gairstandlrctreff over_time(air_time 3 1 blower,1) <=¢
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blower corbo 3*aeration capacity standard);
gair 3 1 fixedblowers over time(air time 3 1 blower,1) =«
bloweyr combo 3*aeration capacity standard;
elseif (galrstandlrectreff over time(air time 3 1 blower,1) <mi
blower combo_4*aeration capacity_standard);
gair 3 1 fixedblowers over time(air time 3 1 blower,1) =
blower combo 4*aeration capacity standard;
elseif (gairstandlrctreff over time(air time 3 1 blower,1) <=«
blower combo S5*aeration capacity standard);
gair 3 1 fixedolowers over time(air time 3 1 blower,l) =«
blower combo 5S*aeration capacity standard;
elseif (gairstandlrctreff over time(air time 3 1 blower,1l) <=«
blower combo_6*aeration_capacity standard);
gair 3 1 fixedblowers over_time(air time 3 1 blower,1) =«
blower combo 6*aeration capacity standard;
else (gairstandlrctreff over time(air time 3 1 blower,1l) <=¢
blower combo T*aeration capacity standard);
gair 3 1 fixedblowers over time(air time 3 1 blower,1) =¢
blower combo_7*aeration capacity standard;
end
else
if (gairstandlrectreff over time(air time 3 1 blower,1) <=l
blower combo l*aeration capacity seasonal);
gair 3 1 fiszedblowers over time(air time 3 1 blower,1) ="
blower combo_l*aeration capacity seasonal;
elseif (gairstandlrctreff over time{air time 3 1 blower,1) <=¢
blower combo 2*aeration capacity seasonal);
gair 3 1 fixedbolowers over time(air time 3 1 blower,1l) =«
blower combo 2*aeration capacity seasonal;
elseif (gairstandlrctreff over time(air time 3 1 blower,1) <=«
blower combo_3*aeration_capacity seasonal);
gair 3 1 fixedblowers over_ time(air time 3 1 blower,l) =«
blower combo_3*aeration capacity_seasonal;
elseif (gairstandlrctreff over time(air time 3 1 blower,1) <=¢
blower combo_ 4*aeration capacity seasonal);
gair 3 1 fixedblowers over time(air time 3 1 blower,1l) =&
blower combo_d*aeration_capacity seasonal;
elseif (gairstandlrctreff over time(air time 3 1 blower,1) <=«
blower combo S*aeration capacity_ seasonal);
gair 3 1 fixedblowers over_ time(air_ time 3 1 blower,1) =«
blower combo S*aeration capacity seascnal;
elseif (gairstandlrctreff over time(air time 3 1 blower,1) <=¢
blower combo_6*aeration eapacity_seasonal);
gair 3 1 fixedblowers over_ time(air time 3 1 blower,1) =
blower combo_6*aeration_capacity_seasonal;
else (gairstandlretreff over time(air time 3 1 blower,l) <=
blower combo T*aeration capacity seasonal):
gair 3 1 fiszedblowers over time(air time 3 1 blower,1) =
blower combo_ T7*aeration capacity seasonal;
end
end
end
gair 3 1 fizedblowers delivered = sum(gair 3 1 fixedblowers over time)/length¥
(gair 3 1 fixedblowers over time);

% CALCULATE PUMPING AVERAGES
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denit backwash flow avyg = denit backwash flow*0.25/24; % [m3/d]
internal rec operation avg = sum(internal rec operation)/length(internal rec operation); % [m3/d]

% CALCULATE MsOH AVERAGES
gconmeohrctre avg = sum(gconmeohrctre)/length (geconmeohretre); % [m3/d]
gconmechdf avg = sum(gconmeohdf)/length (qconmechdf); % [m2/d]

SECTION 3.6.2

CALCULATION OF N20 EMISSIONS USING THE CHANDRAN REGRESSION MODEL -

Nitrous oxide emissions are estimated in one of two ways. Either based

on a fixed emissions factor (e.g., 0.005 kgN2O-N released per kg-N

removed via denitrification), or with an equation derived out of
correlations in data from several full-scale WWTFs. The latter approach
is implemented here, while the former approach (emissions factors) may
be implemented in the LCA-COST m-file as only average N removals are
required for that approach.

Source: Ahn JH, Kim 8, Park H, Rahm B, Pagilla K, Chandran K. 2010. N2O
emissions from activated sludge processes, 2008-2009: results of a
national monitoring survey in the United States. Environ. Seci.
Technol. 44(12):4505-4511.

o P O IR OGP O P P P P P P P

NOTE: The equations presented hers are not the sams as in Rhn et al.
2010. Through perscnal communications with the corresponding and first
authors, it came to my (JSG) attention that the egquations presented in
the manuscript were incorrect. The following eguations are correct:
REROBIC ZONE N20 EMISSIONS:
1n({N20 emissions) = 6.1 + 1.0*1ln{ammonium) + 0.60*ln(nitrite) ...
+ 0.59*1n(DO) + 0.18*1n(ammonium)*ln(nitrite)
ANOXIC ZOMNE N20 EMISSIONS:
1n(M20 emissions) = -1.2 + 0.67*1n(DO)*1n{nitrite}
UNITS:
N20 emissions = [gN20-N/day per 0.13 m2 of reactor surface area]l
(0.13 m2 is the area of the SEIFC sampler)
ammonium = [gN/m3]
nitrite = [gN/m3]
DO = [g02/m3]

o of OP P R I P R P R P

ADDITIONAL MNOTE: When performing the multivariate linear regression,
the authors also performed a listwise deletion for any data point that
had a wvalue of "zero"™ for any of the wvalues (ammonium, nitrite, or DO).
This was anticipated since an "1ln(0)" is undefined. However, it means
that the model (as it exists) cannot be used in this methodology
because very low values of any of the parameters (ammonium, nitrite, or
DO} will significantly skew the results. In order to make it work, the
data from Ahn et al, 2010 was re-analyzed by adding a term within

the 1n{) to enable the equation to function if ammonium, nitrite, or DO
measurements were zero (or very low). The new coefficients were solved
for by minimizing the sum of squares. Original R2 values were 0.576 for
asrobic predictions and 0.282 for anoxic predictions. R2 values for
modified equations (which now include all data) were 0.530 for aercbic
zones, and the minimization of the sum of squares resulted in a
recommended fixed emission. For the time being, an emission factor will
be used instead.

AEROBIC ZONE N20 EMISSIONS (MODIFIED):

1In(N20 emissions) = 5,82 + 1.03*1n(ammonium + 0.17) ...

@ OF OF OF R P B P B K K R R P R
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+ 1.12*1n{nitrite + 0.17) + 0.B2*1n(DO0 + 0.17) ...

+ 0.23*1n{ammonium + 0.17)*ln(nitrite + 0.17)
ANOXIC ZONE N20 EMISSIONS (MODIFIED):
total N20 emissions [gN20-N] = 0.005*(total N denitrified)
NOTE: In MATLAB, "log()"™ calculates the "natural log".
For final implementation, I've switched back to the Chandran model
directly, since we switched to the Mantis2 biocleogical model in GPS-X te
allow for nitrite modeling.

o o P P P O° P oF

% Asrobic Zones (not all aercbic all year)
In_aerla n2c _over_time = 6.1 + 1.0*log(snhlrctrbeff2 over_ time) ...
+ 0.60*log (snoilrctrbeff2 over time) ...
+ 0.59*log(solrctrbeff2 over time) ...
+ 0.18*(log (snhlrctrbeff2 over time) ...
«*log(snoilrctrbeff2 over time)); % [gNZO-N/({(0.13 m2) (day))]
In aerlb nZo over time = 6.1 + 1.0*log(snhlrctrbeff3 over time) ...
+ 0.60*log({snoilrctrbeff3 over time} ...
+ 0.59*log({solrctrbeff3 over time) ...
+ 0.18*(log(snhlrctrbeff3 over time) ...
.*log{snoilretrbeff3 over time)); % [gN20-N/((0.13 m2) (day))]
1n_swing n2c over time = 6.1 + 1.0*log(snhlrctrceffl over time) ...
+ 0.60*log(snoilrctrceffl over time) ...
+ 0.59*log(solrctreeffl over time) ...
+ 0.18*(log(snhlrctrceffl over time) ...
.*log({snoilretreeffl over time)); % [gN20-N/((0.13 m2) (day))]
ln_aer? n2c over time = 6.1 + 1.0*log({snhlrctrceff2 over time) ...
+ D.60*log({snoilrctrceff2 over time} ...
+ 0.59*log(solrctrceff2 over time) ...
+ 0.18*{log({snhlrctrceff2 over time} ...
+*log{snoilrctreeff2 over time)); % [gN20-N/((0.13 m2) (day))]
% Total N20 Emissions from Asroblc Zones
n2o_emissions aerla over time = exp(ln_aerla_n2o _over_time); % [gN20-N/((0.13 m2) (day))]
n2o_emissions_aerlb over_ time = exp(ln_aerlb n2o over_time); % [gN20-N/((0.13 m2) (day))]
nZo emissions aerZ over time = exp(ln aerZ nZo over time)}; % [gN20-N/((0.13 mZ) (day))]

if (setpsolrctrceffl==0)
n2o_emissions swing over time = 0; ¥ AEROBIC EMISSIONS [gN20O-N/((0.13 m2) (day))]
else
n2o_emissions_swing over time = exp(ln_swing_n2o_over time); % AEROBIC EMISSIONS [gNZO-N/W
((0.13 m2) (day))]
end

% Ancxic Zones (not all anoxic all year)
1n_anxl nZco_over_time = =1.2 + 0.67*(log(solrctrbeffl over time) ...
.*log(snoilrctrbeffl over time)); % [gN20-N/((0.13 m2) (day))]
In_anx2 n2o_over time = -1.2 + 0.67*(log{solrctrceffl over_time) ...
.*log(snoilrctrceffl over time)); % [gN20-N/((0.13 m2) (day})]

% Total N20 Emissions from Anoxic Zones
n2o0 emissions _anxl over time = exp(ln_anxl n2o over time); % [gN20-N/((0.13 m2)(day))]

if (setpsolrctrceffl==0)
n2o emissions anx2 over time = exp(ln anx2 nZc over time); % ANONIC EMISSIONS [gN20-N/¥
((0.13 m2) (day} )]
else
n2o_emissions_anx2_over time = 0; % ANOXIC EMISSIONS [gN20-N/((0.13 m2) (day))]
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end

if (config==1);
sa_anxl m2 = ( l_anxl_ft_standard/ ft_per meter)*new reactor width meters; % [m2]
sa_aerla m2 = (1 aerla ft standard/ft_per meter)*new reactor width meters; % [m2]
sa_aerlb m2 = (1 aerlb ft standard/ft per meter)*old reactor width meters; % [m2]

sa anx2 m2 = (1 anx2 ft standard/ft per meter)*cld reactor width meters; % [m2]

sa_aer2 m2 = (1 aer2 ft standard/ft per meter)*old reactor width meters; % [m2]
elseif (config==2);

sa_anxl m2 = (1 anxl ft seascnal/ft per meter)*new_reactor width meters; % [m2]

sa_aerla m2 = (1_aerla ft seasonal/ft per meter)*new reactor width _meters; % [m2]
sa_aerlb m2 = (1_aerlb ft seasonal/ft_per meter)*old reactor width_meters; % [m2Z]
sa_anx2 m2 = (1_anx2 ft_ seasonal/ft _per meter)*old reactor_width_meters; % [m2]
sa_aer2 m2 = (1 _aer2 ft seasonal/ft_per meter)*old_reactor width _meters; % [mZ]

else

warning {"Configuration type not identified - Standard vs. Seasonal. Unknown whichw
surface areas to use for N20 calculations.');
end

n2o_emissions_aer over time = (n2o_emissions_swing over time/0.13) ...
*sa_anx2 m2 + (n2o_emigsions aerla over time/0.13) ...
*sa_aerla m2 + (n2o0 emissions_aerlb over time/0.13)*sa_aerlb m2 ...
+ (n2o0_emissions aer2 over time/0.13)*sa aer2 m2; % [gN20-N/d]

n2o emissions anx over time = (n2o_emissions_anxl_over_ti.melo.13]
*sa_anxl m2 + {nzo_ernissions_anxQ_over_time/0.13)+sa_anx2_m2: % [gNZ0-N/d]

n2o emissions aer avg chandran = sum{nZo emissions aer over time} ...
/length(n2o emissions aer over time); % [gN20-N/d]

n2o emissions anx avg chandran = sum{n2o emissions anx over time} ...
/length(n2o_emisslons_anx_over time); % [gN20O-N/d]

% Calculation of H20 emissions from ANX zones will be done in LCA-cost
% m-file using emissions factors and calculations of TN removed via
denitrification.

SECTION 3.7

AFPPEND SIMULATION SUMMARY DATA TO FILE FOR LATER USE - Data will he
output to a .dat file to be later Imported and used by a separate
m-file to run cost analyses, LCA, and summarize the performance
reaults.

¢ A R P P

if (config==l);
volume ana = volume_ana_standard;
volume_anxl = volume_anxl_standard;
volume_aerl = volume aerl standard;
volume anx2 = volume anx2 standard;
volume aer2 = volume aer2 standard;
gconisbwas_capacity = qeconisbwas capacity standard;
geconras_capacity = gconras_capacity standard;
qeonrctrwas capacity = geonrctrwas capacity standard;
gconisbras capacity = gconisbras capacity standard;
elseif (config==2);
volume ana = volume ana seasonal;
volume anxl = volume anxl seasonal;
volume_aerl = volume aerl seasonal;
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volume anx2 = volume anx2 seasonal;
volume aer2 = volume aer2 seasonal;
geconisbwas capacity = gconisbwas capacity seasonal;
gconras_capacity = gconras_capacity seasonal;
gqeonrctrwas capacity = geonrctrwas capacity seasonal;
gconisbras capacity = qeconisbras capacity seasonal;
else
warning{'Configuration type not identified - Stancdard vs. Seasonal. Unknowns
configuration - do not know which data to output.‘');
end

% Data that needs to be output:
output0001 = 1lhs sim_ value;
output0002 = config;
if (temp sim value <= 18)

output0003 = 'Winter';
else

output0003 = 'Summer";
end

output0l = actual srt_d; % [d]

output02 = rec capacity; % [m3/d] MNote: This represents either internal recycle, since oneW
iz on at a time.

output03 = volume ana; % [m3]

output04 = volume anxl; % [m3]

output0s = volume aerl; % [m3]

cutput0s = volume anx2; % [m3]

output0?7 = volume aer2; % [m3]

output08 = gconisbwas capacity; % [m3/d]

output09® = geonisbwas_operation; % [m3/d]

outputld = gprimover_avg; % [m3/d]

outputll = geconras_operation; % [m3/d]

outputlz = geonras_capacity; & [m3/d]

outputl3 = gconrctrwas capacity; % [m3/d]

outputld = gconrctrwas operation; % [m3/d]

outputlb = average mlss; % [g/m3]

outputlé = tn_rctr loading_avg; % [aN/d]

outputl? = gprimunder avg; % [m3/d]

outputl8 = xrctraeff avg; % [g/m3]

outputl® = xlrctrbeffl avg; % [g/m3]

output20 = xlrctrceffl avg; % [g/m3]

output2l = snhlrctreeff? conc avg; % [g/m3]

output2? = gsecforward max; % [m3/d]

output?3 = gsecforward_avg; % [m3/d]

output24 = snoalrctreeff2 conc_avg: & [g/m3]

output25 = gairstandlrctreff max; % [m3/d]

output26 = gairstandlretreff avg: % [m3/d]

output27 = geentinf avg; % [m3/d]

output28 = xcentinf cone avg; % [g/m3]

output29 = geentcake avg; % [m3/d]

output30 = xucentcake conc avg; % [g/m3]

output3l = xisbwas avg; % [g/m3]

output32 = gfiltereff avg; % [m3/d]
output33 = scodsecforward conc_avg; % [g/m3]
output34 = tnrctrwas mass removal avg; % [gN/d]

output3s = stpfiltereff conc_avg; % [aF/m3]
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output3s = sndfiltereff conec avg: % [gN/m3]

output3? = tneff conc avg; % [gN/m3]

output38 = n2o0 emissions aer avg chandran; % [gN20-N/d]
% Additional data that may be of interest later:

output38 = scodsecforward max; % [g/m3]

outputd0 = stpfiltereff max; & [gP/m3]

outputdl = snoafiltereff max; % [gN/m3]

outputd2 = snoafiltereff conc avg; % [gN/m3]

outputd3 = tneff max; % [gN/m3]

outputdd = gconisbras capacity; % [m3/d]

outputd5 = gconisbras_cperation; % [m3/d]

output4é = n2o_emissions_anx_avg_chandran; % [gN20-N/d]

outputd? = denit_backwash_flow_avg; & [m3/d]

outputd48 = internal rec operation avg; % [m3/d]

outputdd = gconmeohrctre avg; % [m3/d]

output50 = gconmechdf avg; % [m3/d]

output5l = gair tunableblowers delivered; % [m3/d]

output52 = gair 3fixedblowers delivered; % [m3/d]

output53 = gair 4fixedblowers_delivered; % [m3/d]

output54 = gair 3 1 fixedblowers delivered; % [m3/d]

output55 = blower exceeded time fraction; % [fraction of time points]

linel2 = sprintf('sd \t %4 \t %3 \t %d \t %d \t %8d \t 8d \t %d \t %d \t %d \t %d \t 2d \t %d \t %=
d \t %d Mt %d At %d A\t %d \t %d \t %d Wt 3d At %d At 3d \t %d \E %d Nt %d A\t %d \E %d \t %d N\t %a
\t %d \t %d \t %d \t %d \t %d \t %d \t %d \t %d \t %d \t %d \t %d \t %d \t 3d \t ¥d \t %d \t sd
VE Bd NE %d VE 54 VE%d NE ofd NE Bd AT Rd AE Sd NE A ANt A NE Bd NE %EY L

output0001, output0002, outputl003, outputll, outputd2, ocutputl3, cutputld, outputlds,«
output06, ...

output07, outputdf, outputd?, outputll, outputll, outputl2, ...

outputl3, outputld, outputlS, outputlé, outputl?, outputlB8, ...

outputl®, output20, output2l, output22, output23, outputzd, ...

output25, output26, output2?, ocutputz8, output29, output30, ...

output31, output32, output33, cutput34, ocutput35, output36, ...

output3?7, output38, output39, ocutput40, outputd4l, outputd2, ...

output43, outputdd, outputd5, outputdé, outputd7, outputds, ...

outputd?®, output50, output5l, output52, output53, output54, ...

outputss);

fid=fopen (gpsxdatastoragefilename, 'a');

fprintf (fid, '%= \r\n', linel2);

% Note: Normally we uge "fclose(fid)" to close the file. Howewver, it
% appears that the files aren't fully closed with this command. As a

ult, if the script runs and has to acce

timez (the max number of files that ca
running. Now use fclose('all') at the end
felose('all');

ss files more than a total of
n bae open), the code will stop
of each loop run.

% SECTION 4.1
$ END LOOP AND END SCRIPT
toc % Stops timer and reports in command window how long it took to

ecute this m-file.

% er

12/15/11 4:58 AM C:\Users\Jsguest\Dropbox\Active\ ...\std vs seas dynamic 10 26 201l.m 36 of 36
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funetion sustain design lea cost 11 08 2011 (inputdatafilename)

warning('Input file name without file extension (i.e., do not type ".txt"). Note that theW
"Season" column of the GPS-X data must be converted. "Winter"™ should become "12" and "Summer"V
should become "28". This simplifies data extraction (MATLAB has some difficulties with strings).¥
All cost and LCA equations are based on flow ranges expected at a 24 MGD WWTF, with assumptions¥
about which processes are new/modified/untouched.');

The purpose of this m-file is to to guantify the costs and sources

of environmental impacts associated with the construction and operation
of an upgrade of the Hampton Roads Sanitation District (HBSD)
Chesapeake-Elizabeth Wastewater Treatment Plant (WWTF). The egquations
below are specifically for an upgrade that includes secondary treatment
via a 5-stage Bardenpho or AZO procesges, and the system boundaries
discussed in the corresponding manuscript (Guest et al., in preparation).

P K P W P P

tic % Starts a timer te count how many seconds it takes to execute this m-file.

SECTION 1.1

DEFINE ALL FILENAMES - Identify names of .dat files based on input data

file name (input by user) and name of file you want Matlab to output with

procegssed data. Creates one .dat file (processeddatafilename) for the

data output from this secript.

inputdatafilesxtension = ".tut';

processeddatafileextension = '.dat';

processeddatafilename = streat(' processed', inputdatafilename, processeddatafileextension):

e P P B g

SECTION 1.2
CREATE DATA STORAGE FILE - this is for the data you want to extract from
this script. Creates a file with header info (lineél), and then every line
after that will be data appended to the flle after each run of the loop.
All data you want to collect must have a header in lineél and a
corresponding value at the end of the script in lineé2. Note that the use
of 'w' in the fid command below wipes the data file clean and adds the
header lineZ2l.
CNSTR = Construction Phase; OPER = Operation Phase; PW = Present Worth
line6l = sprintf('lha set \t config \t season \t Rctual SRT (d) \t PW ($) \t PW CNSTR ($) \t PW«
OPER (%) \t PW Blower CNSTR ($) \t PW Blower OPER (3) \t CNSTR ACID (H moles) \t CNSTR CARCIN (kg
benz) \t CNSTR ECOTOX (kg 24D) \t CNSTR EUTR (kg N) \t CNSTR GHG (kg CO2) \t CNSTR NON-CARC (kg¥
tolue) \t CNSTR OZONE (kg CFC) \t CNSTR RESPIR (kg FM) \t CNSTR SMOG (g NOx) \t OPER ACID (H¥
moles) \t OPER CARCIN (kg benz) \t OPER ECOTOX (kg 24D) \t OPER EUTR (kg N) \t OPER GHG (kg CO02)¢
\t OPER NON=CARC (kg tolue) \t CPER OZONE (kg CFC) \t OPER RESFIR (kg BPM) \t OPER SMOG (g NOx) \tw
Eff TN {g/m3) \t IR (x gprimover \t Additional PW Tunable ($) \t Additicnal PW 3-Fixed ($) \t&
Additional PW 4=Fixed ($) \t Additional PW 3=1 Fixed ($) \t Additional GHG Tunable (kg COZ) \t«
Bdditional GHG 3-Fixed (kg COZ) \t Additional GHG 4=-Fixed (kg CDZ2) \t Additional GHG 3=1 Fixedw
(kg ©02) \t Lifetime Electriecity (kWh) \t Lifetime Effluent Nitrogen (kg-N) \t Lifetime N
Denitrified (kg-N) \t Concrete (m3) \t Internal Recycle Capital Cost at 1.15% (5) \t#
total acetate (kg) \t gairstandlretreff avg (m3/d)"):
processeddataheader = [line6l}; & if 2 header lines, write as: [lineZ2l; line##];
fid=fopen (processeddatafilename, 'w');
for row = 1:1 %1:2 if 2 row header

fprintf (fid, "%s3 \r\n', processeddataheader{row,:});
end
fclose(fid);

o o B W P R

% SECTION 1.3
% DEFINE NUMERICAL CONVERSIONS - The GPS-X file outputs are in SI units
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% (e.g., m3/fd), while
% million gallons per
ft per meter

the ecalculations below are in U.S. units (e.g.,
day) .

3.28083;

m3 per cuft = 0.02831685;

gal per m3 = 264.1721;
1bs per g = 0.0022046;

mg per m3 = gal per m3*(10%-6);

mgd per gpd = (10"-§);

lbs mg per mg L = §.3454;
sand lbs per cuft = 92.6;

kg _per lb = 0.4535924;

mj_per 1000cuft_ng = 1055.056;

% final numker is 1055.006 MJ per 1,000 cuft

kg_per _gal_fo = 3.634; % kg of fuel oil per gallon of fuel oil, assumes 960 kg/m3
scfm_per mgd = 92.83;
g per_m3 hac = 1043000; % g/m3

g_per m3_mech = 732000;

SECTION 1.4

be used.

o dP o P P e

™ (unit cost)" term.
unit elec = 0.065;
Bepresentative).

unit meoh = 1.54;

HAc is http://www.icis

unit_hac = 0.68;

com/chemicals/channel-

unit_hypo = 0.475;
unit_poly = 1.29%6;
unit_fecl3 = 0.36;
unit_oil = 2.22;
unit_gas T 283
Representative).
unit operator

25;

DEFINE UNIT COSTS AND
These units
that do not have a "*(unit cost)" term,
confirming that they are not embedded in any equations without the

£ g/m3

OTHER KEY ASSUMPTIONS = The unit costs below will
costs may be built into any equations and values
and should not be changed without

% Electricity, $/kWh; number supplied by C.B. Bott (HRSDW

% Methanol, $/#; was 0.5, but source unclear. New scurce for MeOH andW
.com/chemicals/channel-info-chemicals-a-z/ (accessed 11/10/2011, 11:28 AM)
% Acetate, $/#; Source for MeOH and HAc is http://www.icis.of
info-chemicals-a-z/ (accessed 11/10/2011, 11:28 AM)
% Hypochlorite, /4%
% Polymer, $/#
% Ferric Chloride, $/#
% Fuel 0il, $/gal
% Natural Gas, $/1,000 cuft; number supplied by C.B. Bott (HRSD¥

% Operator labor rate, $/hr

unit_diffus = 50; % Standard 2 scfm Fine Bubble Diffuser, $/unit

unit_head = 14000; % Standard 550 scfm Swing Arm Diffuser, S/unit

unit mix = 8950; $ 5 HP Vertical Turbine Mixer, S/unit

unit_excavat = 0.29628; % Excavation, 5/cuft

unit wall = 18.518; % Wall Concrete, $/cuft

unit slab = 12.963; % Slab Concrete, $/cuft

unit_crane = 200; % Crane Bental, $5/hr

unit_hand = 75; % Hand Rail, 5/ft

unit_land = 0; % Land Costs, S/acre; HRSD already owns the land.

unit_conlab = 32; % Construction Labor Rate, $/hr

unit headtime = 25; % Labor Required for Air Header Installation, person-hr/header

unit cranetime = 0.1; % Crane Time Requirement per Installation Labor, crane-hr/person-hr
cepeip = 738.8; % Pipe Cost Index (CEECIP)

pmincaer = 0.10; % Other Costs for Aerchbic Equipment (PMINCaer)}, fraction of equipments
cost (e.q., 0.10 = 10%)

pmincan = 23;
equipment cost

cf = 0.11;
goy D1l = 118}
interest = 0.08;

$ Other Costs for Anasrobic/Anoxic Equipment (PMINCana-anx), % of¢

% Correction Factor, fraction of total bare construction cost (TBCC), (e.¥

% Interest as a fraction (0.08 = B% intersst)
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% SECTION 1.5

% KEY ASSUMPTICNS -

elec grid loss = 0.07; % assumes 7% of electricity generated at the power plant is lost before ER= 4
gets to the end user.

xlretr mizer sizing = 3600; % assumes the mixers must be able to mix MLSS up to at least 3, a00W
mg-T8S8/L.

aeration capacity standard = 807500%1.5; % [m3/d] based on steady state simulations of Standarde
design under summer (28C) and winter (17,9C) conditions - max aeration demand was 807,500 m3/d inw
Summer.

aecration_capacity sesasonal = 764500*1.5; % [m3/d] based on steady state simulations of Seasonale
design under summer (2B8C) and winter (17.9C) conditions - max aeration demand was 764,500 m3/d inw
winter.

new_reactor max_interior length_ ft = 188; %#ft

old reactor max interior length ft = 144.3; %ft

reactor depth ft = 15; %ft

reactor depth meters = reactor depth ft/ft per meter;

new reactor trains 6;

old reactor trains = 12;

new_reactor width ft = 53*new reactor_trains; % ft

new reactor width meters = new reactor width ft/ft per meter;

old reactor width ft = 25%cld reactor trains; % ft

old reactor width meters = old reactor width f il ft_per meter;

df backwash gpm per ft2 = 10; % gpm/ft2 for 15 min a day
denit filter area standard m2 = 515; % m2
denit filter area seasonal m2 = 588; % m2

unit_dual_internal recycle for configl = 1;
unit_dual_internal recycle for config2 = 1.15; % Assumes that having the
% ability to pull internal recycle from Z different locations (AERlb
% OR AER2) costs 15% more than if it were only from 1 location (AER1b).
% This is an additional cost incurred by the operationally flexible
% design.
unit_blower_ tunable = 1.15; % Assumes a blower with better turn-up/turn-down capacity costs 15%&
more than a standard blower.
unit blower 4fixed = 1.05;
unit blower 3 1 fixed = 1.08;
unit blower standard = 1.0;

el dose = 42.1; % lbs of Cl2 per MG

py dose gbt = 0.004; % lbs of polymer per lb of TSS

Py dose cent = 0.02; % lbs of polymer per lb of TSS

meoh _per no3 = 2.333; % lbs of MeOH required per 1lb of NO3-N; based on 3.5 kg-COD/kg-N
fo dose inc = 2.8; % gal of fuel oil per ton of TSS incinerated

ng_dose ine = 6.4; % 1,000 cuft of natural gas per ton TSS

ap_by inec = 0.344; % cuyd of ash produced per ton of TSS incinerated

scfm per diffuser = 1.9; % design air flow in scfm per diffuser

scfm per header = 365; % design air flow in scfm per alr header

g ras _existing capacity = 12; % MGD of existing RAS pumping capacity

plant_lifetime = 40; % years - this assumption (40 yrs) is embedded in amortization equations
dc profit = 0.15; % profit for design/construction firms on direct costs

ic ratio = 0.36; % indirect costs relative to direct costs

land_costs = 0;
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construction period = 3; % years

geonisb = 3785.41: % m3/d, not tied to anything except final LCA calcs

present worth factor = (([((1 + interest)”plant lifetime) - 1)/interest)*(1/((1 + interest)¥
“plant lifetime));

% N20 Assumptions
ef n2o effluent = 0.005; % N20 emission factor in effluent [gN20-N/(g-N in effluent)]
ef n2o wwt = 0.005; % N20 emission factor in denit zones [gN20-N/ (g-N

% denitrified)]

SECTICN 1.6

IMPORT GPS-X DATA - GP5-X data from the simulation MATLAB code is output
with a total of 58 columns and a row for each simulation run. For the
Latin Hypercube Sampling set of 500 (i.e., there are 500 combinations of
parameters input to the simulater), there are 1,000 simulations (1
simulation per configuration; 2 configurations). This means that the
typical output will be a matrix with 58 columns and 1,001 rows (1,000
simulations plus the header row).

DELIMITER = '\t";

HEADERLINES = 1;

- B - - -

gpsx_data filename = streat(inputdatafilename, inputdatafileextension);
gpszdata = importdata(gpsx_data filename);
number of columns = length (gpszdata.colheaders);
% Note: Although the approach below (the "for" loop with string matching)
% is not the quickest way to extract the data, it does ensure that the
% columns from the data file are correctly matched with the variable names
% in this code.
for i = l:number of columns

columnheader = gpszdata.colheaders{i};

data_number = strmatch(columnheader,strvecat('lhs set',' config ',...
season ',' actual srt d (d) ',' rec_capacity (m3/d) ";...
' volume ana (m3) ', volume anxl (m3) ',"' volume aerl (m3) ",...
' volume anx2 (m3) °*,' volume aer2 (m3) *,...
' geconisbwas capacity (m3/d) ',' geonisbwas operation (m3/d) ',...
' gprimover avg (m3/d) ',' gconras operation (m3/d) ',...
' geonras_capacity (m3/d) ',' geonrctrwas capacity (m3/d) ', ...
' geconrctrwas operation (m3/d) ',' average mlss (g/m3) ',...
' tn_retr loading avg (gN/d) ',' dprimunder avg (m3/d) *,...
' xretraeff avg (g/m3) ',' xlrctrbeffl avg (g/m3) *,...
' wlrctreeffl avg (g/m3) ',' snhlrctreceff2 conc avg (g/m3) ',...
' gsecforward max (m3/d) ',' gsecforward avg (m3/d) ',...
snoalretrceff2 conc avg (g/m3) ',...
' gairstandlretreff max (m3/d) "o
' gairstandlretreff _avg (m3/d) ',' geentinf_avg (m3/d) ',...
' neentinf cone avg (g/m3) ',' geenteake avg (m3/d) ',...
' neentcake conc avg (g/m3) ', ' xisbwas avg (g/m3) ', ...
gfiltereff avg (m3/d) ',' scodsecforward conc_avg (g/m3) ',...
tnrctrwas mass removal avg (gN/d) ', stpfiltereff conc avg (gP/m3) ',...
sndfiltereff conc avg (gN/m3) *,' tneff conc avg (gN/m3} ',...
n2o emissions aer avg chandran (gN20-MN/d) ',' scodsecforward max (g/m3) ',...
' stpfiltereff max (gP/m3) ',' snoafiltereff max (gN/m3)} ',...
' sneoafiltereff conc avg (gN/m3) ',' tneff max (gN/m3) ',...
gconisbras capacity (m3/d) '," gconisbras operation (m3/d) ',...
' n2c emissions anx avg chandran (gN20O-N/d) ',...
' denit_backwash_flow avg (m3/d) '," internal_ rec operation_avg (m3/d) ",..-
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' geonmechrctre avg (m3/d) ', ' geconmechdf avg (m3/d) ',...
' gair tunableblowers delivered (m3/d) ',' gair 3fixedblowers delivered (m3/d) ', ...
' gair 4fixedblowers delivered (m3/d) ',' gair 3 1 fixedblowers delivered (m3/d) ',...
' blower exceeded time fraction (fraction of time points) '}, 'exact');
if (data_number <= 1)
col lhs set = i;
elseif (data number <= 2)
cel _config = i;
elseif (data_number <= 3)
col season = i;
elseif (data_number <= 4)
col_actual_srt d = i;
elseif (data_number <= 5)
col_rec_capacity = 1i;
elseif (data_number <= &)
col _volume ana = i;
elseif (data_number <= 7}
col_volume anxl = i;
elseif (data_number <= 8)
col_volume aerl = i;
elseif (data_number <= 9)
col volume anx2 = i;
elseif (data number <= 10)
col volume aer? = i;
elseif (data_number <= 11)
col gconisbwas capacity = i;
elseif (data_ number <= 12)
col geonisbwas operation = i;
elseif (data_number <= 13)
col_gprimover avg = i;
elseif (data_number <= 14)
col_geonras_operation = i;
elseif (data_number <= 15)
col_goonras capacity = i;
elseif (data_number <= 16)
col goonrctrwas capacity = i;
elseif (data_number <= 17)
col_geonrctrwas_operation = i;
elseif (data number <= 18)
col_average mlss = i;
elseif (data number <= 19)
col_tn_retr loading avg = i;
elseif (data_number <= 20)
col _gprimunder avg = i;
elseif (data_number <= 21)
col_xretraeff avg = i;
elseif (data number <= 22)
col xlrectrbeffl avg = i;
elseif (data number <= 23)
col xzlretreceffl avg = i;
elseif (data number <= 24)
col snhlrctrceff2 conc avg = i;
elseif (data number <= 25)
col gsecforward max = i;
elself (data_number <= 2g)
col_gsecforward avg = i;
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elseif (data_ number <= 27)
col snoalrctrceff2 conc avg = i;
elseif (data number <= 28)
col gairstandlrctreff max = i;
elseif (data number <= 29)
col gairstandlretreff avg = i;
elseif (data number <= 30)
col_gecentinf avg = i;
elseif (data_number <= 31)
col zcentinf ceonc_avg = i;
elseif (data_number <= 32)
col_gcentcake_avg = i;
elseif (data_number <= 33)
col_xcentcake _conc_avg = i;
elseif (data_number <= 34)
col xisbwas avg = i;
elseif (data number <= 35)
col_gfiltereff avg = i;
elseif (data_number <= 36)
col_scodsecforward_conc_avg = i;
elseif (data_number <= 37)
col_tnretrwas mass removal avg = 1;
elseif (data number <= 38)
col stpfiltereff conc avg = i;
elseif (data_number <= 39)
col sndfiltereff conc avg = i;
elseif (data number <= 40)
col tneff conc avg = i;
elseif (data_number <= {1)
col_n2o_emissions_aer avg_chandran = i;
elself (data_number <= 42)
col_scodsecforward max = i;
elseif (data_number <= 43)
col stpfiltereff max = i;
elseif (data_number <= 44)
col snoafiltereff max = i;
elseif (data_number <= 45)
col_snoafiltereff conc avg = i;
elseif (data number <= 46)
col_tneff max = i;
elseif (data number <= 47)
col_gconisbras capacity = i;
elseif (data_number <= 48)
col_geonisbras operation = i;
elseif (data_number <= 49)
col_n2o_emissions_anx_avg_chandran = i;
elseif (data number <= 50)
col _denit backwash flow avg = i;
elseif (data number <= 51)
col _internal rec_cperation avg = i;
elseif (data number <= 52)
col geconmechrctre avg = i;
elseif (data number <= 53)
col gconmeohdf avg = i;
elself (data_number <= 54)
col_gair tunableblowers delivered = i;
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elseif (data_ number <= 55)

col gair 3firedblowers delivered = i;
elseif (data number <= 586)

col gair 4fixedblowers delivered = i;
elseif (data number <= 57)

col gair 3 1 fixedblowers delivered = i;
elseif (data number <= 58)

col blower exceeded time fraction = i;
else

warning ('gpsx data filename column header not identified');
end
end

lhs_set_parameter set = gpsxdata.data(:,col_lhs_set);

config parameter set = gpsxdata.data(:,col_config);

season parameter set = gpsxdata.data(:,col_season);

actual srt d parameter set = gpsxdata.data(:,col actual srt dj;

rec capacity parameter set = gpsxdata.data(:,col rec capacity);

volume ana_parameter set = gpsxdata.data(:,col_volume_ana);

volume anxl_parameter set = gpsxdata.data(:,col_volume_anxl);

volume aerl parameter set = gpsxdata.data(:,col_veolume_ aerl);

volume anx2 parameter set = gpsxdata.data(:,col volume anx2);

volume aer2 paramester set = gpsxdata.data(:,col_velume aer2);
goonisbwas capacity parameter set = gpsxdata.data(:,col goonisbwas capacity);
goonisbwas operation parameter set = gpszdata.data(:,col geonisbwas operation);
gprimover avg parameter set = gpsxdata.data(:,col gprimover avg);

gconras operation parameter set = gpsxdata.data(:,col gconras operation);

goonras capacity parameter set = gpsxdata.data(:,col geconras capacity);
goonrctrwas capacity parameter set = gpsxzdata.data(:,col gconrctrwas capacity);
goonrctrwas_operation parameter set = gpsxdata.data(:,col_geonrctrwas operation);
average mlss parameter set = gpsxdata.data(:,col_average mlss);

tn_retr loading avg parameter set = gpsxdata.data(:,col_tn_rctr loading avg);
gprimunder avg_parameter set = gpsxdata.data(:,col_gprimunder avyg);
srctraeff avg parameter set = gpsxdata.data(:,col xzrctraeff avg);
#xlrotrbeffl avg parameter set = gpsxdata.data(:,col xzlrctrbeffl avg);
snhlrctrceff? conc avg parameter set = gpsxdata.data(:,col_snhlrctrceff2 conc avg);
gsecforward max_parameter set = gpsxdata.data(:,col_gsecforward _max);

gsecforward avg_parameter set = gpsxdata.data(:,col_gsecforward avg);
snoalrctrceffZ conc_avg_parameter set = gpsxdata.data(:,col_snoalrctrceffZ conc_avg);
gairstandlrctreff max parameter set = gpsxdata.data(:,col_gairstandlrctreff max);
gairstandlrctreff avg parameter set = gpsxdata.data(:,col gairstandlretreff avg);
geentinf avg parameter set = gpsxdata.data(:,col gecentinf avg);

xeentinf conc_avg_parameter set = gpsxdata.data(:,col_xcentinf conc_avg):
geentcake avg_parameter set = gpsxdata.data(:,col_geentcake avg):

Xcentcake conc_avg_parameter set = gpsxdata.data(:,col_xcentcake_conc_avg):
xisbwag_avy_parameter set = gpsxdata.data(:,col_xisbwas_avyg):
gfiltereff avyg parameter set = gpsxdata.data(:,col gfiltereff avg):
scodsecforward_conc_avg _parameter set = gpsxudata.data(:,col_scodsecforward conc avg):
tnretrwas mass_removal avg parameter set = gpsxdata.data(:,col tnretrwas mass_removal avg):
stpfiltereff conc avg parameter set = gpsxdata.data(:,col stpfiltereff conc_avg);
sndfiltereff conc avg parameter set = gpsxdata.data(:,col_sndfiltereff conc_avg);
tneff conc avg parameter set = gpsxdata.data(:,col tneff conc avg);
nZoc_emissions aer avg chandran parameter set = gpszdata.data(:,¥

col n2o emissions aer avg chandran);

scodsecforward max parameter set = gpsxdata.data(:,col_ scodsecforward max);
stpfiltereff max_parameter set = gpsxdata.data(:,col_stpfiltereff max);
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snoafiltereff max parameter set = gpsndata.data(:,col sncafiltereff max):

snoafiltereff conc avy parameter set = gpsxdata.data(:,col snoafiltereff conec avg):

tneff max parameter set = gpsxdata.data(:,col_tneff max);

goonisbras capacity parameter set = gpsxdata.data(:,col geonisbras capacity);

gconisbras operation parameter set = gpsxdata.data(:,col gconisbras operation);

n2c emissions_anz avg_chandran parameter set = gpsxdata.data(:, "4

col nZo emissions anx avg chandran);

denit backwash flow avg parameter set = gpsxdata.data(:,col denit backwash flow avg);

internal rec operation avg parameter set = gpsxzdata.data(:,cel internal rec cperation avg);
goconmechrctrc avg parameter set = gpsxdata.data(:,col gcomnmechrctrc avg);

goonmeohdf _avg_parameter set = gpsxdata.data(:,col_gconmeohdf avg);

gair_tunableblowers delivered parameter set = gpsxdata.data(:,col_gair tunableblowers delivered);
gair 3fizxedblowers delivered parameter set = gpsxdata.data(:,col_gair 3fixedblowers delivered);
gair_ 4fizedblowers delivered parameter set = gpsxidata.data(:,col_gair 4fixedblowers delivered);
gair 3 1 fixedblowers delivered parameter set = gpsxzdata.dataf{:,¥

col gair 3 1 fixedblowers delivered);

blower exceeded time fraction parameter set = gpsxdata.data(:,col_blower exceeded time fraction);

number_of simulations = length(actual_srt_d parameter_set);

% SECTION 1.8

% PREPARE VECTORS FOR DATA OUTPUT FROM THIS CODE SO THAT SUMMARY

% CALCULATIONS (E.G., COMPARING CONFIGURATIONS 1 AND 2) CAN ALSO BE MADE.
lhs_set output set = zeros(number of simulations,2);

config output set = zeros(number of simulations,2);

season_output set = zeros(number of simulations,2);
actual srt d output set = zeros(number of simulations,2);
present worth cutput set = zeros(number of simulations,2);

present worth construction output set = zeros(number of simulations, 2);
present_worth_operation ocutput set = zeros(number of simulations,2);
present_worth blower construction_output set = zeros(number of simulations,2);
present_worth blower operation output_set = zeros(number of simulations,2);
construction acidification output_set = zeros(number of simulations,2);
construction carcinogenics output set = zeros({number of simulations,2);
construction ecotoxicity cutput set = zeros(number of simulations,2);
construction eutrophication output set = zeros(number of simulatiocns,2);
construction global warming output_set = zeros(number of simulations,2);
construction noncarcinogenics output set = zeros(number of simulations,2);
construction ozone depletion output set = zeros(number of simulations,2);
construction_respiratory output set = zeros(number of simulations,2);
construction smog output set = zeros (number of simulations,2);

operation acidification cutput set = zeros(number of simulations,2);
operation_careineogenics_output_set = zeros(number of simulations,2);
operation_ecotoxicity output set = zeros(number of simulations,2);
operation eutreophication_output set = zeros(number of simulations,2):
operation_glebal warming output set = zeros(number of simulations,2);
operation noncarcinogenics output set = zeros(number of simulations, 2);
operation ozone depletion ocutput set = zeros(number of simulations,2);
operation respiratory output set = zeros(number of simulations,2);
operation smog_output set = zeros(number of simulations,2);

tneff conc avg_output set = zeros(number of simulations,2);

ir ratio output set = zeros(number of simulations,2);

additional pw tunable cutput set = zeros(number of simulations,2);

additional pw 3fixed output set = zeros(number of simulations,2);
additional pw 4fixed output_set = zeros(number of simulations,2);
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additional pw 3 1 fixed output set = zeros(number of simulations,2):
additional ghg tunable output set = zeros(number of simulatiens,2);
additional ghg_3fixed output set = zeros(number of simulaticns,2);
additional ghg 4fixed output set = zeros(number of simulations,2);
additional ghg_3_1 fixed output set = zeros(number of simulations,2);

% SECTION 2.1
% "FOR"™ LOOF FOR LCA AND COST ASSESSMENT OF INDIVIDUAL SIMULATIONS
for k = linumber of simulations

lhs_set = lhs_set parameter_ set(k,1);

config = config parameter set(k,1);

season = season_parameter set(k,1);

if (season == 12)

season_type = 'Winter';
elseif (season == 28)
season_type = 'Summer’;

end

actual_srt_d = actual_srt d parameter_ set(k,1);

rec_capacity = rec_capacity parameter set(k,1);

volume ana = volume ana_parameter set(k,1);

volume anxl = volume anxl parameter set(k,1);

volume aerl = volume aerl parameter set(k,1):

volume anx2 = volume anx? parameter set(k,1);

volume aer? = volume aerZ? parameter set(k,1):

gcoconisbwas capacity = goonisbwas capacity parameter set(k,1);
gconisbwas operation = gconisbwas operation parameter set(k,1);
gprimover avg = gprimover avg parameter set(k,l1);

gconras operation = gconras operation parameter set(k,1);
goonras_capacity = gcoonras capacity parameter set(k,1);
geconrctrwas_capacity = gconrctrwas_capacity parameter_set(k,1);
goonrctrwas operation = goonrctrwas operation parameter set(k,1);
average_mlss = average_mlss_parameter set(k,1l);

tn_rctr loading avg = tn_rctr loading avg parameter set (k,1);
gprimunder avg = gprimunder avg_parameter set(k,1);

xrctraeff avg = xrctraeff avg parameter set(k,1);

®lrctrbeffl_avg = xlrctrbeffl avg_parameter set(k,1);

snhlrctrceffZ conc_avg = snhlrctrceffZ conc_avyg_parameter_set(k,1);
gsecforward _max = gsecforward max_parameter set(k,1);

gsecforward_avg = ¢gsecforward avg_parameter set(k,1);
snoalrctrceff2 conc avg = snoalrctreceff? conc avg parameter set(k,1);
gairstandlrctreff max = gairstandlrctreff max parameter set(k,1);
gairstandlretreff avg = gairstandirctreff avg parameter set(k,1):
gcentinf avg = geentinf avg parameter set(k,1):

zeentinf conc_avyg = xcentinf conc_avyg_parameter set(k,1):
gecentcake_avyg = gecentcake avg parameter set(k,1);

xcentcake conc avyg = xcentcake conc avg parameter set(k,1):
risbwas_avg = nisbwas_avg parameter set(k,1);

gfiltereff avg = gfiltereff avg parameter set(k,1);

scodsecforward conc_avg = scodsecforward conc_avg parameter set(k,1);
tnretrwas mass_removal avg = tnrctrwas mass removal avg parameter set(k,1);
stpfiltereff conc avg = stpfiltereff conc avg parameter set(k,1);
sndfiltereff conc avg = sndfiltereff conc_avg parameter set(k,1);
tneff conc_avg = tneff conc avg parameter set(k,1l);

n2o emissions aer avg_chandran = n2o emissions aer avg chandran parameter set(k,1);
scodsecforward max = scodsecforward max_ parameter set(k,1);
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stpfiltereff max = stpfiltereff max parameter set(k,1):

snoafiltereff max = snecafiltereff max parameter set(k,1):

snoafiltereff conc avyg = sncafiltereff conc avy parameter set(k,1);

tneff max = tneff max parameter set(k,1):

gconisbras capacity = geonisbras capacity parameter set(k,1);

gqconisbras operation = gconisbras operation parameter set(k,1);

n2o emissions anx avg chandran = n2o emissions anx avg chandran parameter set(k,1);
denit backwash flow avg = denit_backwash flow avg parameter set(k,l};
internal rec operation avg = internal rec operation avg parameter set(k,1);
goconmechrctrc avg = goonmechrctrc avg parameter set(k,1);

geconmeohdf_avg = geconmecohdf avg_parameter set(k,1);

gair_tunableblowers delivered = gair tunableblowers delivered parameter set(k,1);
gair 3fixedblowers_delivered = gair 3fixedblowers delivered parameter set(k,1);
gair_ 4fizedblowers delivered = gair 4fixedblowers delivered parameter set(k,1);
gair 3 1 fixedblowers delivered = gair 3 1 fixedblowers delivered parameter set(k,1};
blower exceeded time fraction = blower exceeded time fraction parameter set(k,1);

Note: In the configuration evaluated, MeOH was actually acetate.

The reason for this was that methancl was not degrading properly in

the GFS-X simulations and methylotrophs weren't growing, so we switched
to acetate addition for denitrification in the ANX2 zone and on the denit
filters.

gconhacrotre avg = gcomnmeohrotrec avg:

geconhacdf avg = gconmeohdf avg;

® w0 W

if (stpfiltereff conc avg >= 0.7)
stp precipitated = stpfiltereff conc avg - 0.7;
stpfiltereff conc = 0.7;
else
stp_precipitated = 0;
stpfiltereff conc = stpfiltereff conc_avg;
end

fraction p precipitated = stp precipitated/stpfiltereff conc_avg;

fecl3 addition = -2.25*logl0(l-fraction p precipitated); % [g/m3] Based on Figure 6-14 onk
page 506 of Metcalf & Eddy.

fecl3_addition_lbs per mgd = fecl3 addition*lbs_mg_per mg L;

% SECTION 2.2
% CONFIGURATION-SPECIFIC CALCULATIONS
if (config == 1)
unit dual internal recycle = unit dual internal recycle for configl;
gairstandlretreff blower capacity m3d = aeration_capacity_standard;
df loading = 4; % gpm/ft2
denit filter area m2 = denit_filter area_ standard m2; % wm2
elseif (config == 2)
unit _dual internal recycle = unit dual internal recycle for config2: % Cost, VE, BAW
factor for adding piping te pull internal recycle from AERlb or from AERZ (rather than just froms
AER1lb) .
gairstandlrectreff blower capacity m3d = aeration capacity seasonal;
denit filter area m2 = denit filter area seasonal m2; % m2

if (season == 28)

df leoading = 4; % gpm/ft2
elseif (season == 12)

df loading = 3.5; % gpm/ft2
elie
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warning ('Unknown season. Names "summer™ and "winter" are only known sesasons for thisW
code.');
end
else
warning ('Unknown design type. Mames "seasonal” and "standard" are only known types for¥
this code. Stop the run - this code will not give usable data.');
end

% SECTION 2.3
% SIZING CALCULATIONS
eqn_df size ft2 = denit_filter area m2*(ft_per meter~2); % sgft
1_anx2_m = (volume anx2/(reactor_depth_meters ...
*old_reactor width_meters));
1 _aerZ m = (volume_aer2/(reactor_depth_meters ...
*0ld reactor width meters));

1 aerlb m = (old reactor max_ interior length ft/ft per meter) - 1 aer2 m - 1 _anx2 m;
1 aerla m = ((volume aerl = (1 aerlb m*old reactor width meters...
*reactor depth meters))/({reactor depth meters*new reactor width meters));
1 _anxl_m = (volume anxl/(reactor depth _meters ...
*new reactor width _meters));
1l _ana_m = (volume ana/(reactor_depth meters ...

*new reactor width meters)):
volume aerlb = 1 aerlb m*old reactor width meters*reactor depth meters;
volume aerla = volume aerl - volume aerlb;
eqn_df bwip capacity mgd = (1/12)*egn df size ft2*df backwash_gpm per ft2*(24*60)*mgd per gpd; ¥
MGD pumping rate required to backwash a single denit filter at a time
ir ratio = internal rec operation avg/gprimover avg;

% SECTION 2.4
% CONVERSIONS TO U.S5. UNITS
gairstandlrctreff blower capacity mgd = galrstandlrctreff blower capacity m3d*mg per m3;

gconrctrwas_capacity mgd = goonrctrwas capacity*mg per m3; % Note: this value is not usedW
because HRSD has sufficient WAS pumping on site. No additional WAS pumps will need to be¥
purchased.

goonras capacity mgd = gconras_capacity*mg per m3;

gconisbwas capacity mgd = gconisbwas capacity*mg _per m3;

gconisbras capacity mgd = geconisbras capacity*mg _per m3;

denit backwash_ flow avg mgd = denit backwash_ flow_avg*mg_per m3; % MGD

1 _ana_ft = 1 _ana_m*ft_per meter;

1 anxl ft = 1 anxl m*ft per meter;

1 aerla ft = 1 aerla m*ft per meter;

1 aerlb ft = 1 aerlb m*ft_per meter;

1 anx2 ft = 1 anx2 m*ft per meter;

1 _ser2 ft = 1_aer2 m*ft per meter;

geonras operation mgd = geonras cperation*mg per m3;

g _primunder mgd = gprimunder avg*mg per m3;

g_internal operation mgd = internal rec operation avg*mg_per m3;

gq_internal capacity mgd = rec capacity*mg per m3;

goonrctrwas operation mgd = goonrctrwas operation*mg per m3;

gecentinf avg mgd = geentinf avg*mg per m3;

gfiltereff avg mgd = gfiltereff avg*mg per m3;

gsecforward max _mgd = gsecforward max*mg per m3; % Unused now that denit filters are pre-«
designed.

gsecforward avg_mgd = gsecforward avg*mg_per m3;
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geentcake avy mgd = ¢eentcake avg*mg per m3;

goonisbras operation mgd = geonisbras operation*mg per m3;

geonisbwas operation mgd = gconisbwas operation*mg per m3;

gair tunableblowers delivered mgd = gair tunableblowers delivered*mg per m3;
gair 3fixzedblowers delivered mgd = gair 3fixedblowers_delivered*mg per m3;

gair 4fizedblowers delivered mgd = gair 4fixedblowers delivered*mg per m3;

gair 3 1 fixedblowers delivered mgd = gair 3 1 fixedblowers delivered*mg per m3;

% SECTION XX
% INTERMEDIATE ENERGY CALCULATIONS
if (config == 1)

unit_blower = unit_blower standard;

gqairstandlrctreff delivered mgd = gair 3fixedblowers delivered mgd;

ean_stber_ee an = (0.004718)*(xlrctrbeffl avg®0.298)*((((1l_ana ft + 1 _anxl ft)«
*reactor depth ft*new reactor width ft) + (1 anx2 ft*reactor depth ft*old reactor width ft))/133.¥
68)*0.85*365.25;

% eqn stbcr ee an = (0.00475 hp/1,000 gal)*(0.9778°0.3)...

% *((MLSS, mg/L)"0.298)*[(LANA + IANX1l, ft)*(15 ft)*(53 ft)...

$ *(6 trains in service) + (LANXZ2, ft)*(15 ft)*(25 ft)...

% *(12 trains in service)]*(1,000 gal/133.68 cuft)*(0.85 kW/hp)...

% *(24 hrs/day)*(365.25 days/year)

elseif (config == 2)

unit blower = unit blower standard; $ Cost factor for buying a blower and control systemV
capable of supplying only the required airflow.

qairstandlrctreff delivered mgd = gair 3fixedblowers delivered mgd;

if (season == 28)

eqn_stber ee an = (0.004718)*(xlrctrbeffl avg”0.298)*{({(l ana ft + 1 anxl ft)«

*reactor depth ft*new reactor width ft) + (1 anx2 ft*reactor depth ft*old reactor width ft))/133.«
68)*0.85%365.25;

elseif (season == 12)

eqn_sther_ee_an = (0,004718)* (xlrctrbeffl avg®0.298)*((((l_ana_ft + 1_anxl ft)«

*reactor depth_ft*new reactor width_ ft))/133.68)*%0.85%365.25;

end

else
warning{'Unknown blower type.');
end

eqn_stber_ee aer = (gairstandlrctreff delivered mgd)*scfm per mgd*241.6; % conversions of¥

scfm_per mgd scfm/MGD, and 241.6 kWh/yr/scim

% SECTION 3.1
2 SOURCES OF ENVIRONMENTAL IMPACTS =====emsmssess=oosea

% Ferric Chloride Use [#/yr]
egn df fecl3 = gsecforward avg mgd*fecl3 addition lbs per mgd*365.25;

§ SECTION 3.1.1
------- VOLUME OF EARTHWORK (VE), ALL IN UNITS OF "CUEFT"
Note: For RAS, WAS, and Internal Recycle pumping, all best fit equations

o

are linear with an intercept at 1,600 cuft. This value was not included
for each individual set of pumping as there would be a significant amount
of earthwork overlap for RAS/WAS and PAS/IR lines. As such, only one
1,600 cuft was included for the secondary treatment process pumping and
cne 1,600 cuft was included for the ISB Treatment System pumping.

& oF o o B P
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egqn pe ve = 782000; % primary clarifier

eqn psp ve = 1610; % primary sludge pumping

eqn _sc ve = 0; % secondary clarifier

egn_stbnr ve = (5175)*(l ana ft + 1 anxl ft + 1 aerla ft) + (140625); % 5-stage Bardenpho, newh
reactors

eqn_stber ve = 0; % 5-stage Bardenpho, existing reactors

eqn_stbecr ve = 0; % 5-stage Bardenpho, combined (new + existing) reactors

eqn_stbras ve = 0; % S5-stage Bardenpho, PFAS pumping

egn_stbir ve = ((158)*(g_internal capacity mgd))*unit dual internal recycle + (1600); % S-stages
Bardenpho, internal recycle pumping

eqn_stbwas_ve = 0; % 5-stage Bardenpho, WAS pumping

eqn _blo ve = 0; % blowers

eqn_dfl ve = (10.2)*eqgn_df_size ft2 + (48809); % denitrification filters - configuration 1
egn_cct_ve = 0; % chlorine contact tank

eqn_isbpfr ve = 72137; % incinerator scrubber blowdown TS plug flow reactor

eqn_isbras ve = (316)*gconisbras capacity mgd + (1600); % incinerator scrubber blowdown TS RASK
pumping

eqn_isbsc ve = 13805; % incinerator scrubber blowdown TS secondary clarification

eqn_isbwas_ve = (158)*qconisbwas_capacity mgd; % incinerator scrubber blowdown TS WAS pumping, "+¢
1,600 cuft” omitted.

egqn gt ve = 0; % gravity thickners for primary solids

eqn gbt ve = 0; % gravity belt thickeners for secondary solids

eqn cent ve = 0; % centrifuges

eqn poly ve = 0; % polymer feed system

eqn_inec ve = 0; % incinerator

eqn ah ve = 0; % ash hauling

% SECTICHM 3.1.2

B e VOLUME OF SLAB CONCRETE (VSC), ALL IN UNITS OF "CUFT"

eqn_pc vsce = 34600; % primary clarifier

eqn_psp_vse = 0; % primary sludge pumping

eqgn_sc_vsc = 0; % secondary clarifier

eqn_stbnr_vsc = (537.0)*(1l_ana ft + 1_anxzl_ft + 1 aerla_ft) + (61889); % S-stage Bardenpho, news
reactors

eqn_stber vac = 0; % 5-stage Bardenpho, existing reactors

eqn_stbor vsc = 0; % 5-stage Bardenpho, combined (new + existing) reactors
eqn_stbras vsc = 0; % 5-stadge Bardenpho, RAS pumping

egn_stbir vsc = 0; % 5-stage Bardenpho, internal recycle pumping

eqn_stbwas vsc = 0; % 5-stage Bardenpho, WAS pumping

eqn_blo vac = 0; % blowers

eqn dfl vesc = (3.20)*eqn df size ft2 + (13081); % denitrification filters - confiquration 1
eqn cct vese = 0; % chlorine contact tank

eqgn_isbpfr vse = 6313; % incinerator scrubber blowdown TS plug flow reactor

eqn _isbras vse = 0; % incinerator scrubber blowdown TS RAS pumping
eqn_isbsc_vse = 2720 % incinerator scrubber blowdown TS secondary clarification
eqn_isbwas vse = 0; % incinerator scrubber blowdown TS WAS pumping

eqn gt vse = 0: % gravity thickners for primary solids

eqn_gbt wse = 0; % gravity belt thickeners for secondary solids

eqn_cent vse = 0; % centrifuges

eqn _poly vse = 0; % polymer feed system

eqn_ine wse = 0; % incinerator

egqn ah vsc = 0; % ash hauling

% SECTION 3.1.3

§ommmmee VOLUME OF WALL CONCRETE (VWC}, ALL IN UNITS OF "CUFT"
edan_pc_vwe = 16900; % primary clarifier
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egn sc vwe = 0 % secondary clarifier

eqn_stbhnr vwe (233.0)*(1_ana ft + 1 anxl ft + 1 aerla ft) + (17443); % 5-stage Bardenpho, new¥
reactors

eqn_stber vwe 10200; & 5-stage Bardenpho, existing reactors - new baffles
eqn_stber vwe = 0; % S5-stage Bardenpho, combined (new + existing) reactors
eqn_stbras vwe = 0; % S5-stage Bardenphe, RAS pumping

eqn_stbir vwc = 0; % S5-stage Bardenpho, internal recycle pumping

eqn_stbwas vwc = 0; % S5-stage Bardenpho, WAS pumping

egn blo vwc = 0; % blowers

eqn_dfl vwe = (1.73)*eqn df size ft2 + (13296); % denitrification filters - configuration 1
eqn_cct_vwe = 0; % chlorine contact tank

eqan_isbpfr vwe = 5652; % incinerator scrubber blowdown TS plug flow reactor
eqgn_isbras vwe = 0; % incinerator scrubber blowdown TS RAS pumping
eqn_isbsc vwc = 4858; % incinerator scrubber blowdown TS secondary clarification
egn isbwas vwc = 0; % incinerator scrubber blowdown TS WAS pumping

eqn gt vwc = 0; % gravity thickners for primary solids

eqn gbt vwe = 0; % gravity belt thickeners for secondary solids

egn_cent_vwe = 0; % centrifuges

eqn_poly vwe = 0; % polymer feed system

egqn_inc vwe = 0; % incinerator

eqn _ah vwe = 0; % ash hauling

eqn psp vwe = 0 % primary sludge pumping

% SECTICN 3.1.4

§ —————— BUILDING AREA (BA), ALL IN UNITS OF "SQFT"

% Note: For RAS, WAS, and Internal Recycle pumping, all best fit equations
% are linear with an intercept at 200 sgft. This value was not included

% for each individual set of pumping as there would be a significant amount
% of building sharing for RAS/WAS/IR pumps. As such, only one

% 200 sgft was included for the secondary treatment process pumping and

% one 200 sgft was included for the ISB Treatment System pumping.

egn pc ba = 0; % primary clarifier
eqn_psp_ba = 202; % primary sludge pumping
eqn 3c ba = 0; % secondary clarifier
egn_stbnr ba = 0 % S5-stage Bardenpho, new reactors
eqn_sther ba % 5-stage Bardenpho, existing reactors
eqn_stber_ba i % 5-stage Bardenpho, combined (new + existing) reactors
egn_stbras ba = 0; % 5-stage Bardenpho, RAS pumping
eqn_stbir ba = ((19.7)*(q_internal_capacity mgd))*unit_dual internal_ recycle + (200); % S-stage¥
Bardenpho, internal recycle pumping
eqn stbwas ba = 0; % 5-stage Bardenpho, WAS pumping
eqn blo ba = 0; % blowers
egn_dfl ba = (19.7)*eqgn_df _bwip capacity mgd + 200; % denitrification filters = cenfiguration 1
egn cct ba = 0 % chlorine contact tank
egn_isbpfr ba = 0; & inecinerator scrubber blowdown TS plug flow reactor
eqn_isbras ba = (39.4)*gconisbras capacity mgd + (200); % incinerator scrubber blowdown TS RASW
pumping
eqn_isbsec ba = 0; % incinerator scrubber blowdown TS secondary clarification
eqn_isbwas ba = (19.7) *qgconisbwas_capacity mgd; % incinerator scrubber blowdown TS WAS pumping;s
"4 200 sqgft®™ omitted.
eqn gt ba = 0; & gravity thickners for primary solids
if gconisbwas capacity mgd < 0.288;
egn_gbt ba = 2860; % two lm GBTs, gravity belt thickeners for secondary solids
elseif gconisbwas capacity mgd < 0.576;
egn gbt ba = 3250; % two 2m GETs, gravity belt thickeners for secondary solids
elseif gconisbwas_capacity mgd < 1.152;

I
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egn_gbt ba
else

egn gbt ba = 3900; % four 2m GBTs, gravity belt thickeners for gsecondary solids
end
eqn_cent ba = 0; % centrifuges
eqn _poly ba = 0; % polymer feed system
eqn_inc ba = 0; % incinerator
egqn_ah ba = 0; % ash hauling

3575; % three 2m GBTs, gravity belt thickeners for secondary solids

% SECTION 3.1l.5

B ———— ELECTRICAL ENERGY (EE), ALL IN UNITS OF "KWH/YR"

eqn_pc_ee = 13100; & primary clarifier

eqan_psp_ee = (33716) *qg_primunder mgd + 2.4; % primary sludge pumping

eqgn_sc ee = 19654; & secondary clarifier

egn_stbnr ee 0; % 5-stage Bardenpho, new reactors

egn_stber ee 0; % 5-stage Bardenpheo, existing reactors

eqn stbcr ee = eqn stber ee an; % 5-stage Bardenpho, combined (new + existing) reactors

eqn _stbras ee = (33167)*gconras operation mgd + (1648); % 5-stage Bardenpho, RAS pumping
eqn_stbir ee = (33093)*(q_internal operation mgd) + (4189); & 5-stage Bardenpho, internal
recycle pumping

eqn_stbwas ee = (33501)*gconrctrwas _operation_mgd + 23.4; % 5-stage Bardenpho, WAS pumping

eqn blo ee = eqn_stbecr ee_aer; & blowers (energy attributed to aerchic reactors)

eqn dfl ee = (33259)*denit backwash flow avg mgd + 119; % denitrification filters -
configuration 1

eqn_cct ee = 157550; % chlorine contact tank

eqn isbpfr ee = 200920; % incinerator scrubber blowdown TS plug flow reactor

egn_isbras ee = (33425)*qgconisbras operation mgd + (55); % incinerator scrubber blowdown TS RASY
pumping

eqn isbsc ee = 7852; % incinerator scrubber blowdown TS secondary clarification

eqn_isbwas ee = (33501)*aconisbwas_operation_mgd + (23.4); % incinerator scrubber blowdown TS«
WAS pumping

egn_gt_ee = §890; % gravity thickners for primary solids

eqn_gbt_ee = (422832)*(gconisbwas_operation_mgd®0.9248); % gravity belt thickeners for secondaryw
solids

egn_cent_ee (5024825) *gqcentinf avg mgd + (39693); % centrifuges

eqn poly ee = 0; % polymer feed system

egqn_inc ee = 242055; % incinerator

egqn_ah_ee = 0; % ash hauling

% Additional blower calculations

egn _blo ee tunable = (gair tunableblowers delivered mgd)*scfm per mgd*241.8;

eqn blo ee 3fixed = (gair 3fixedblowers delivered mgd)*scfm per mgd*241.6;

eqn _blo ee 4fixed = (galr A4fixedblowers delivered mgd) *scfm per mgd*241.6;

egn blo ee 3 1 fixed = (gair 3 1 fixedblowers _delivered mgd)*scfm per mgd*241.6;

% SECTION 3.1.8

B CHLORINE (CL), ALL IN UNITS OF "LBS/YR"

eqn pc el = 0; % primary clarifier

eqn psp ¢l = 0; % primary sludge pumping

eqn sc cl = 0; % secondary clarifier

eqn_stbnr el = 0; & 5-stage Bardenpho, new reactors

eqn _stber cl = 0; % S5-stage Bardenpho, existing reactors
eqn_stber el = 0; % 5-stage Bardenpho, combined (new + existing) reactors
egn stbras cl = 0; % S5-stage Bardenpho, RAS pumping

eqgn stbir cl = 0; % 5-stage Bardenphe, internal recycle pumping
eqn_stbwas cl = 0; % 5-stage Bardenpho, WAS pumping
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eqn blo ¢l = 0; % blowers

egqn dfl ¢l = 0; % denitrification filters - configuration 1

eqn cct ¢l = gfiltereff avg mgd*cl dose*365.25; % chlorine contact tank
eqn_isbpfr el = 0; & incinerator scrubber blowdown TS plug flow reactor
eqn_isbras ¢l = 0; & ineinerator scrubber blowdown TS RAS pumping

eqn isbsc el = 0; % incinerator scrubber blowdown TS secondary clarification
eqn _isbwas ¢l = 0; % incinerator scrubber blowdown TS WAS pumping
eqn gt ¢l = 0; % gravity thickners for primary solids

egqn gbt €l = 0; % gravity belt thickeners for secondary solids

egn cent ¢l = 0; % centrifuges

ean_poly ¢l = 0; % polymer feed system

eqn_inc ¢l = 0; % incinerator

eqn_ah_cl = 0; % ash hauling

% SECTION 3.1.7

o m=meaas POLYMER (PY), ALL IN UNITS OF "LBS/YR"

eqn pc py = 0; &% primary clarifier

eqn psp py = 0; % primary sludge pumping

eqn_sc_py = 0; % secondary clarifier

egn_stbnr_py = 0; % 5-stage Bardenpho, new reactors

eqn_stber py 0; % 5-stage Bardenpho, existing reactors
eqn_stber py 0; % S5-stage Bardenpho, combined (new + existing) reactors
eqn stbras py = 0; % S5-stage Bardenpho, RAS pumping

eqn stbir py = 0; & 5-stage Bardenpho, internal recycle pumping
eqn_stbwas py = 0; % S-stage Bardenpho, WAS pumping

eqn blo py = 0; % blowers
egn dfl py = 0; % denitrification filters - configuration 1
eqn cct py = 0; % chlorine contact tank

eqn isbpfr py = 0; % incinerator scrubber blowdown TS plug flow reactor
eqn_isbras py = 0; % incinerator scrubber blowdown TS RAS pumping

eqn_isbsc py = 0; % incinerator scrubber blowdown TS secondary clarification
egn_isbwas py = 0; % incinerator scrubber blowdown TS WAS pumping

egqn_gt_py = 0; % gravity thickners for primary solids

egn_gbt py = gconisbwas operation mgd*xisbwas_avg*lbs mg per mg L*py dose gbt*365.25;
gravity belt thickeners for secondary seolids

eqn _cent py = 0; % centrifuges

eqn_poly py = geentinf avg mgd*xzcentinf conc_avg*lbs mg_per mg L*py dose cent*365.25;
feed system

eqn_inec py = 0; % incinerator

egqn_ah py = 0; % ash hauling

% SECTION 3.1.8

% ======= SAND (SD), ALL IN UNITS OF "LBS"

egqn pc sd = 0; % primary eclarifier

eqn psp sd = 0; % primary sludge pumping

eqn_sc_sd = 0; % secondary clarifier

eqn stbnr sd = 0; % 5-stage Bardenpho, new reactors

eqn_stber ad = 0; % 5-stage Bardenpho, existing reactors

eqn_stber sd = 0; % 5-stage Bardenpho, combined (new + existing) reactors
eqn_stbras sd = 0; & 5-stage Bardenpho, RAS pumping

eqn stbir sd = 0; & 5-stage Bardenpho, internal recycle pumping

eqn stbwas sd = 0; % S5-stage Bardenpho, WAS pumping

eqn blo sd = 0; % blowers

egn dfl sd = sand lbs per cuft*egqn df size ft2*6; % denitrification filters
eqn cct sd = 0; % chlorine contact tank

ean_isbpfr sd = 0; % incinerator scrubber blowdown TS plug flow reactor
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egqn isbras sd = 0;
egn isbsc ad = 0
agqn_isbwas =d =
eqn gt _sd = 0;
eqn_gbt _sd = 0;
eqn_cent _sd = 0;
eqn_poly sd = 0;
eqn_inc sd = 0;
eqn_ah_sd = 0;

% incinerator scrubber blowdown TS RAS pumping
% ineinerator serubber blowdown TS secondary clarifiecation
% incinerator serubber blowdown TS WAS pumping
gravity thickners for primary solids
% gravity belt thickeners for secondary solids
% centrifuges
% polymer feed system
% incinerator
% ash hauling

0;
%

% SECTICN 3.1.9

e METHANOL (MEOH), ALL IN UNITS OF "LBS/YR"

% NOTE: This is actually acetate. Methanol was not degrading properly in
% the GPS-X simulations and methylotrophs weren't growing, so we switched
% to acetate addition for denitrification in the ANXZ zone and on the denit
% filters.

eqn_pc _hac = 0;
eqn_psp hac = 0;
eqn_sc_hac = 0
egn_stbnr_hac

% primary clarifier
% primary sludge pumping
% zecondary clarifier
0; & 5-stage Bardenpho, new reactors
eqn_stber hac = 0; % S-stage Bardenpho, existing reactors
eqn_stbcr hac = gconhacrctrc avg*g_per m3_hac*lbs per g*365.25; % m3/d * g/m3 * lbs/g * d/yr
eqn_stbras hac = 0; % S5-stage Bardenpho, RAS pumping
eqn stbir hac = 0; % 5-stage Bardenpho, internal recycle pumping
eqn_stbwas hac = 0; % 5-stage Bardenpho, WAS pumping
eqn _blo hac = 0; % blowers
egn_dfl hac = gconhacdf avg*g per m3 hac*lbs per g*365.25; % m3/d * g/m3 * lbs/g * d/yr
denitrification filters
egn cct hac = 0; % chlorine contact tank
eqn_isbpfr hac = 0; % incinerator scrubber blowdown TS plug flow reactor
eqn_isbras hac = 0; % ilncinerator scrubber blowdown TS RAS pumping
egn_isbsc_hac = 0; % incinerator scrubber blowdown TS secondary clarification
eqn_isbwas hac = 0; % incinerator scrubber blowdown TS WAS pumping
eqn gt hac = 0; % gravity thickners for primary solidas
eqn_gbt hac = 0; % gravity belt thickeners for secondary solids
eqn_cent hac = 0; % centrifuges
eqn_poly hac = 0; % polymer feed system
egqn_inc hac = 0; % incinerator
eqn_ah_hac = 0; % ash hauling

i'4

% SECTION 3.1.10

§ ======= FUEL OIL (FD), ALL IN UNITS OF "GAL/YR"™
egn pc fo = 0; % primary clarifier

egqn psp fo = 0; % primary sludge pumping
eqn_sc_fo = 0; § secondary clarifier

eqn_stbnr fo = 0; &% 5-stage Bardenpho, new reactors
eqn stber fo = 0; % 5-stage Bardenpho, existing reactors
eqn_stber fo = 0; % 5-stage Bardenpho, combined (new + existing) reactors

eqn_stbras fo = 0;
eqn_stbir fo = 0;

% S-stage Bardenpho,

% 5-stage Bardenpho,

RAS pumping
internal recycle pumping

eqn_stbwas fo = 0; & 5-stage Bardenpho, WAS pumping

eqn blo fo = 0; % blowers
eqn_dfl fo = 0; % denitrification filters - configuration 1
egn cct fo =0

;7 % chlerine contact tank
egn_isbpfr fo = 0;
eqn_isbras fo = 0;

% incinerator scrubber blowdown TS plug flow reacter
% incinerator scrubber blowdown TS RAS pumping

194



2/15!11 5:08 AM C:\Users\jsquest\Dropbox\Activ...\sustain design lca cost 11 08 2011.m 18 of 41
SFEAN SR RS S AT AR LA 22 —_—

eqn isbsc fo = 0; % incinerator scrubber blowdown TS secondary clarification

egqn isbwas fo = 0; % incinerator scrubber blowdown TS WAS pumping

eqn gt fo = 0; % gravity thickners for primary solids

eqn gbt fo = 0; % gravity belt thickeners for secondary solids

eqn_cent_fo = 0; % centrifuges

eqn _poly fo = 0; % polymer feed system

eqgn_inc fo = gcentcake avg mgd*xcentcake conc avg*({lbs mg per mg L/2000)*fo dose inc*365.25; 3¢
incinerator; "fo _dose inc" is in units of gallons per 2,000 lbs of dry solids.

eqn ah fo = 0; % ash hauling

% SECTICHN 3.1.11

e NATURAL GAS (NG), ALL IN UNITS OF "1,000 CUFT/YR"™

eqn_pc ng = 0; % primary clarifier

egn psp_ng = 0; % primary sludge pumping

egn_sc ng = 0 % secondary clarifier

egn_stbnr ng ; % S5-stage Bardenpho, new reactors

egn_stber ng ; % 5-stage Bardenpho, existing reactors

eqn_stbcr ng ; % S5-stage Bardenpho, combined (new + existing) reactors
egqn_stbras ng = 0; % 5-stage Bardenpho, RAS pumping

egn_stbir ng = 0; % 5-stage Bardenpho, internal recycle pumping
eqn_stbwas ng = 0; % S-stage Bardenpho, WAS pumping

eqn blo ng = 0; % blowers

eqn dfl ng = 0; % denitrification filters - configuratioen 1

eqn cct ng = 0; % chlorine contact tank

eqn_isbpfr ng = 0; % incinerator scrubber blowdown TS plug flow reactor
eqn_isbras ng = 0; % incinerator scrubber blowdown TS RAS pumping
egn_isbsc ng = 0; % incinerator scrubber blowdown TS secondary clarification
eqn isbwas ng = 0; % inecinerator scrubber blowdown TS WAS pumping

eqn gt ng = 0; % gravity thickners for primary solids

eqn_gbt ng = 0; % gravity belt thickeners for secondary solids

eqn_cent_ng = 0; % centrifuges

egqn_poly ng = 0; % polymer feed system

eqn_inc ng = gcentcake avyg mgd*xcentcake conc_avg*(lbs_mg_per mg L/2000) *ng_dose inc*365.25; %«
incinerator; "ng dose inc" is in units of gallons per 2,000 lbs of dry solids.
eqn_ah ng = 0; % ash hauling

[T

=]

a

]
(=]

% SECTION 3.1.12

R ASH PRODUCED (RP), ALL IN UNITS OF "CUYD/YR"

eqn pc_ap = 0; % primary clarifier

eqn_psp_ap = 0; % primary sludge pumping

eqn sc ap = 0; % secondary clarifier

eqn _stbnr ap = 0; % 5-stage Bardenpho, new reactors

egn_stber ap = 0; % S5-ztage Bardenpho, existing reactors

egn stber ap = 0; % 5-stage Bardenpho, combined (new + existing) reactors
egn_stbras ap = 0; & S5-stage Bardenpho, RAS pumping

eqn_stbir ap = 0; % 5-stage Bardenpho, internal recycle pumping

eqn stbwas ap = 0; % S-stage Bardenpho, WAS pumping

eqn_blo ap = 0; % blowers

eqn dfl ap = 0; % denitrification filters - configuration 1

eqn _cct_ap = 0; % chlorine contact tank

eqn_isbpfr ap = 0; % incinerator scrubber blowdown TS plug flow reactor
eqn isbras ap = 0; % incinerator scrubber blowdown TS RAS pumping
eqn_isbsc ap = 0; % incinerator scrubber blowdewn TS secondary clarification
egn isbwas ap = 0; % incinerator scrubber blowdown TS WAS pumping
eqn gt ap = 0; & gravity thickners for primary solids

ean_gbt_ap = 0; % gravity belt thickeners for secondary solids
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eqn cent ap = 0; % centrifuges

eqn poly ap = 0; & polymer feed system

eqn_inc ap = gecentcake avg mgd*xcentcake conc_avg*(lbs mg per mg L/2000)*ap by inc*365.25; 5¢
incinerator; "ap by inc" is in units of gallons per 2,000 lbs of dry solids.

egqn_ah_ap = 0; % ash hauling

% SECTION 3.2

% INTEBMEDIATE COST CALCULATIONS —————————————————aa————
egn_stbnr cost e = egn_sthbnr ve*unit excavat;

egn_stbnr cost_cw = egn_stbnr vwc*unit wall;

eqn_stber cost_cw = egn_stber vwc*unit wall;

eqn_stbnr_cost_cs = egn_stbnr_vsc*unit_slab;

eqn_stbnr_cost_hr = (10.0*(1_ana_ft + 1_anxl_ft + 1 _aerla ft) + 406)*unit hand;

egn_stber cost_d = ((gairstandlrctreff blower capacity mgd*scfm per mgd)/scfm per diffuser)«
*unit diffus; % conversions of scfm per mgd scfm/MGD

egn_stbcr cost_h = ((gairstandlrctreff blower capacity mgd*scfm per mgd)/scfm per header)«
*unit_head; % cost of air headers

eqn_stber _imh aer = ((gairstandlrctreff blower capacity mgd*scfm _per mgd)/scfm per_ header)¥
*unit_headtime; % construction labor (person-hrs) for header installation

eqn_stber_ch_aer = egn_stbcr_imh_aer*unit_cranetime; % crane-hours required for air equipmentw
installation

eqn_stber cost_ap = 1.2*28.59"{{{qairstandlrctreff_blower_capacity_mgd}‘scfm_per_mgd*20!6}"0.lf
8085)* (cepeip/241); ¢ 20/6 is diffused air correction used by Hydromantis

eqn_stber _iec aer = ((egn_stber cost d + egn_stber cost h)*(1 + pmincaer)) +¢
(egn_stber imh aer*unit conlab) + (egn_stbcr ch aer*unit crane);

eqn_stbnr hp anam = (0.00475/133.68)*%(1.19770.3)*(xlrctr mixer sizing”0.298)*(1 ana ft*15#*53); %«
total horsepower of mixers in each anercbic zone

eqn_stbnr_hp_anxlm = (0.00475/133.68)*(1.19770,3)*(xlrctr mixer sizing”0.298)*(l_anxl ft*15*53);¥
% total horsepower of mixers in each anoxlc 1 zone

eqgn_stber hp_anxZm = {0.00475/133.68!*(1.197"0.3}*(xlrctr_mixer_sizing"o,298)*{1_anx2_.fr.*15*25:-;¥
% total horsepower of mixers in each anoxic Z zone

eqn_stbnr n anam = (egn_stbnr hp anam/5.0)*6; % Number of Mixers Required for Anaerobic Zones
eqn_stbnr n_anxzxlm = (eqn_stbnr hp anxlm/5.0)*6; % Number of Mixers Required for Anoxiec 1 Zones
eqn_stber n anx2m = (egn_stber hp anx2m/5.0)*12; % Number of Mixers Required for Anoxic 2
eqn_stbnr_rsx mana = 0.67 + 0.067*(eqn_stbnr_hp anam/egn_stbnr_n_anam); % cost ratio, will bew
fized since number of mixers has been made continuous (not discrete)

eqn_stbnr_rsx_manxl = 0.67 + 0.067*({egn_stbnr_hp_ anxlm/egn_stbnr_n_anxlm);

egn_stber rsx manx2 = 0.67 + 0.067*(egn_stber hp_anx2m/egn_stber n_anx2m);

eqn_stbnr cost m = ((eqn_stbnr n_anam*eqn_stbnr rsx mana) +&

{egn_stbnr n_anxim*egn stbnr rsx manxl))*unit mix; % Total Purchase Cost of Mixers for new
reactors ($)

eqn_stber cost m = (egn_stber n anx2m*eqn stber rsx manx2)*unit mix; % Total Purchase Cost of &
Mizers for existing reactors (%)

eqn_stbnr_imh_an = (61.3 + (0.18*(egn_stbnr_hp_anam/eqn_stbnr_n_anam)))*eqn_stbnr_n_anam + (61.3¢
+ (0.18*(egn_stbnr hp anxlm/egn stbnr n_anxlm)))*egn stbnr n anxlm; % Labor for Anasrobic/Anoxics
Equipment Installation (person-hrs)

egqn_stber imh an = (61.3 + (0.18%(egn_stber hp anx?m/eqn stber n_anx2m)))*egn stber n anx2m;
eqn_stbnr ch an = egn_stbnr_imh_an*unit cranetime; % Crane Rental time for Anaercbic/Anoxice
Equipment Installation

egn_stber ch_an = eqn_stber imh an*unit cranetime; % Crane Rental time for Anaercbic/Anoxice
Equipment Installation

egn_stbnr iec an = (egn stbnr cost m*(l + pmincan)) + (egn_stbnr imh an*unit conlab) +¢
(egn_sthbnr ch an*unit crane);

eqn_stber_iec_an = (egn_stber cost_m*({1 + pmincan)) + (eqn_stber imh_an*unit_conlab) +¢

Zonea
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(egn_stber ch an*unit crane);

eqn_stber ac cost e = 0; % DELETED egqn stber ac cost e = (787350)*unit excavat; % Uncbserved Coste
of Barthwork to Replace Existing Reactors

eqn_stber aec cost cw = 0; % DELETED eqn_stber ac cost_cw = (72700)*unit wall; % Unobserved Cost¥
of Concrete Walls to Replace Existing Reactors

eqn_stber ac cost ¢s = 0; % DELETED eqn stber ac cost cs = (127890)*unit_slab; % Unobserved Cost¥
of Concrete Slab to Replace Existing Reactors

eqn_stber ac cost hr = 0; % DELETED eqn stber ac cost hr = (2660)*unit hand; % Uncbserved Cost ofw
Handrails to Replace Existing Reactors

eqn_stbnr_ic_str = (egn_stbnr_cost_e + eqn_stbnr_cost_cw + egqn_stbnr_cost_cs + eqn_stbnr_cost_hr)¥
*{1 + ef); % Initial Cost of Structure

eqn_stber ic_str = (egn_stber ac_cost_e + egn_stber_ac_cost_cw + eqn_stber_ac cost_cs +¢
eqn_stber ac cost hrj*(l + cf); % Uncbserved initial cost of existing structure

egn_stber ic h = (egn_stbecr cost h* (1 + pmincaer) + (egn stbcr imh aer*unit conlab) +¢
(eqn_stbcr ch aer*unit crane))*(1 + cf); % Initial Cost of Headers (for amortization calcs)
eqn_stber ic d = (egn _stber cost d)*({1 + pmincaer)*({1 + cf); % Initial Cost of diffusers (forw
amortization calcs)

eqn_stber_ic_ap = edqn_stber_cost_ap*(l + cf); % Initial cost of air piping (for amortizations
cales)

eqn_stbnr ic m = ((egn_stbnr cost m*{1 + pmincan)) + (egn_stbnr imh an*unit conlab) +
(egn_stbnr ch _an*unit crane})*(l + ef); % initial cost of mixers (for amortization cales)
eqn_stber ic m = ((egn_stber cost m*{1 + pmincan)) + (egn stber imh an*unit conlab) e
(egn_sther ch an*unit crane))*{l + cf); % initial cost of mixers (for amortization cales)
eqn_stbnr re str = egn stbnr ic str*(1/({1 + interest)”40)); % Replacement Cost of Structure
egn_stber rc str = egn_stber ic str*(1/({1 + interest)”40)); % Replacement Cost of Structure
eqn stber re h = egn stber iec h*(1/({1 + interest)”~40)); % Replacement Cost of headers

eqn stber re d = egn stber ic d*(({1/{{l1 + interest)*10)) + (1/((1 + interest)}”20}) + (1/((1 +«¢
interest)*30)) + (1/{(1 + interest)"40)})); % Replacement Cost of diffusers

eqn_stbcr_rc_ap = egn_sthber_ic ap*(1/((1 + interest)*40)); % Replacement Cost of air piping
egn_stbnr_rc m = egn_stbnr_ic m*((1/((1 + interest)”20))} + (L/((1 + interest)”40))) ; 3«
Replacement Cost of mixers

eqn_stber rc m = egn stber ic m*((1/((1 + interest)”20}) + (1/((1 + interest)”40))) ; %¥
Replacement Cost of mixers

eqn_stbnr_ac_str = (eqgn_stbnr_ic str + ean_stbnr_rc_str)*((interest/(((1 + interest)”40) - 1)} +&
interest); % amortization cost of structure

eqn_stber ac_str = (eqn_stber ic str + eqn_stber_rc_str)*((interest/(((1 + interest)®40) - 1)) +¥
interest); % amortization cost of structure

eqn stber ac h = (egn stber ic h + egn_stber re h)*(({interest/{((1 + interest)~40) - 1)) T4
interest); % amortization cost of air headers

eqn_stber_ac d = (egn_stber_ic d + egn_stber_re d)*((interest/(((1 + interest)}"40) - 1)) +&
interest); % amortization cost of diffusers

eqn_stber_ac_ap = (eqn_stber_ic_ap + eqn_stber_rc_ap)*((interest/(((1 + interest)”40) - 1)) +¢
interest): % amortization cost of air piping

egqn stbnr ac m = (egn stbnr ic m + eqn stbnr re m)*{{interest/(((1 + interest)”40) - 1)) +¢
interest); % amortization cost of mixers

eqn_stber ac m = (egn_stber ic m + egn_stber rc m)*((interest/(({(1 + interest)”40) - 1)) o
interest); % amortization cost of mixers

% SECTION 3.3
% SOURCES OF COSTS ==

% SECTION 3.3.1
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§ ——————- CONSTRUCTION & EQUIFMENT COST (CEC), ALL IN UNITS OF "s©
eqn pc cec = 1680000; % primary clarifier
eqn psp cec = 39200; % primary sludge pumping
eqn _sc cec = 0; % secondary clarifier
eqn_stbnr cec = 0; & 5-stage Bardenpho, new reactors
eqn_stber cec = 0; % 5-stage Bardenpho, existing reactors
eqn_stbcr_cec = (egn_stbnr_cost_e + egn_stbnr_cost cw + egn_stbnr _cost cs + egn_stbnr_cost_hr +¢
egn_sthcr cost_ap ...
+ eqn_stber lec aer + egn stbnr lec an + egn_stber cost cow + eqn stber iec an)*(1 + cf); %«
5-stage Bardenpho, combined (new + existing) reactors
eqn_stbras cec = (96763)*((gconras_capacity mgd - g_ras_existing capacity)”0.3697); % 5-stagew
Bardenpho, RAS pumping
eqn_stbir cec = ((117886)*(g_internal capacity mgd~0.9277))*unit_dual_internal_ recycle; % -
stage Bardenpho, internal recycle pumping
eqn_stbwas cec = 0; % 5-stage Bardenpho, WAS pumping
egn blo cec = ((7021)*(((gairstandlrctreff blower capacity mgd)*scfm per mgd)”"0.5067) )¢
*unit blower; % blowers
eqn_dfl cec = (255.7)%eqn df size ft2 + (567229); % denitrification filters - configuration 1
eqn_cct cec = 0; % chlorine contact tank
eqn_isbpfr cec = 357130; % incinerator scrubber blowdown TS plug flow reactor
eqn_isbras cec = (93800)* (qeonisbras_capacity mgd”0.3345); % incinerator scrubber blowdown TSW
BAS pumping
eqn_isbsc_cec = 404840; % incinerator scrubber blowdown TS secondary clarification
eqn_isbwas cec = (63055)*(gqconisbwas capacity mgd”0.2387); & incinerator scrubber blowdown TSW
WAS pumping
eqn gt cec = 0; % gravity thickners for primary solids
if gconisbwas capacity mgd < 0.288;
egn gbt cec = 1149780; % two lm GBTs, gravity belt thickeners for secondary solids
elseif gconisbwas capacity mgd < 0.576;
egn_ght cec = 1302300; % two 2m GBTs, gravity belt thickeners for secondary solids
elseif gconisbwas_capacity mgd < 1.152;
egn_gbt _cec = 1836500; % three Zm GBTs, gravity belt thickeners for secondary solids
else
egn gbt cec = 2370700; % four Zm GBETs, gravity belt thickeners for secondary solids
end
eqn_cent cec = 0; % centrifuges
eqn_poly cec = 0; % polymer feed system
egqn_inc cec = 0; % incinerator
eqn_ah_cec = 0; % ash hauling

% Additional blower calculations = Capital costs are by capacity.

eqn _blo cec tunable = ((7021)*(((gairstandlrctreff blower capacity mgd)*scfm per mgd)"~0.5087) i3
*unit_blower tunable;

eqn blo cec 3fixed = ((7021)*(((gairstandlretreff blower capacity mgd)*scfm per mgd)"~0.5067) i1
*unit_blower standard;

eqn_blo_cec_4fixed = ((7021)*(((gairstandlrctreff blower capacity mgd)*scfm per mgd)~0.5067) )«
*unit blower 4fized;

eqn _blo cec 3 1 fixed = ((7021)*(((gairstandlrctreff blower capacity mgd)*scfm per mgd)"0.5067) )¢
*unit blower 3 1 fixed;

% SECTIOM 3.3.2

§ remmm— OPERATIONAL LABOR COST COST (OLC), ALL IN UNITS OF "S/YR"
egqn _pc_ole = 41800; % primary clarifier

egn psp olc = 7910; % primary sludge pumping

eqgn_sc olc = 63572; % secondary clarifier

eqn_stbnr_ole = 0; % 5-stage Bardenpho, new reactors
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eqn stber ole = 0; % S-stage Bardenpho, existing reactors

egn_stber ole = (({242.4*((6* (eqn_stbnr hp anam) + 6*(eqn stbnr hp anxlm) + 12*«

(eqn_stber hp anx2m))"0.3731)))*unit_operator; % S-stage Bardenpho, combined (new + existing)¥
reactors

eqn_stbras ole = (7360}*{qconras_operation mgd”0.3350); & S-stage Bardenpho, RAS pumping
eqn_stbir ole = (480)*g internal operation mgd + 7448; % S5-stage Bardenpho, internal recycle¥
pumping

egqn_stbwas olc = (11000)*(gconrctrwas operation mgd®0.1285); % 5-stage Bardenpho, WAS pumping
egn_blo olc = ((26.56*(((gairstandlrctreff delivered mgd)*scfm per mgd)“0.5038)))*unit operator;¥
% blowers

eqn_dfl olc = (4345)*(gsecforward avg mgd"0.3332)*unit_operator; % denitrification filters -«
configuration 1

ean_cct_ole = 40877; % chlorine contact tank

eqn_isbpfr ole = 21958; % incinerator scrubber blowdown TS plug flow reactor

eqn_isbras ole = (11000} *(gconisbras operation mgd*0.1285); % incinerator scrubber blowdown TS#
RAS pumping

eqn_isbsc olc = 11288; % incinerator scrubber blowdown TS secondary clarification
eqn_isbwas ole = (11000)* (gconisbwas operation mgd*0.1285); #% incinerater scrubber blowdown TSW
WAS pumping

eqn_gt_olc = 14400; % gravity thickners for primary solids

eqn_gbt olc = (55600) *gconisbwas operation mgd; % gravity belt thickeners for secondary solids
eqn_cent olec = (1542204)*(gecentinf avg mgd”0.8273); % centrifuges

eqn_poly ole = (281.3)*(eqn poly py"0.5624); % polymer fead system

eqn_ine ole = 136438; % incinerator

eqn_ah_ole = (1.437)*eqn_ine ap; % ash hauling

% Additional blower calculations

eqn_blo olc tunable = ((26.56*(((gair tunableblowers delivered mgd)*scfm per mgd)*0.5038)))¢
*unit operator; % blowers

eqn_bklo olc 3fixed = ((26,56*(((gair_3fixzedblowsrs delivered mgd)*scfm per mgd)*0.5038)) )«
*unit_operator; % blowers

egn_klo olc_4fixed = ((26.56*(((gair_4fixzedblowers delivered mgd)*scfm per mgd)"0.5038)) )«
*unit_operator; % blowers

eqn blo olc 3 1 fixed = ((26.56*(({gair 3 1 fixzedblowers delivered mgd)*scfm per mgd)~0.5038)) )«
*unit operator; % blowers

% SECTION 3.3.3

R e MAINTENANCE LABOR COST (MLC), ALL IN UNITS OF "$/YR"

eqn_pc mlc = 16400; % primary clarifier

eqn_psp mle = 4360; % primary sludge pumping

eqn sc mle = 29191; % secondary clarifier

eqn_stbnr mle = 0; % S5-stage Bardenpho, new reactors

eqn_stber mle = 0; % S5-stage Bardenpho, existing reactors

egn_stber mle = ((42.6*((6*(eqgn_stbnr hp anam) + 6*(eqn_stbnr_hp anxlm) + 12*¢
(eqn_stber_hp_anx2m))"0.5956)) ) *unit_operator: % 5-stage Bardenpho, combined (new + existing)e
reactors

eqn stbras mle = (4475)*(gconras operation mgd~”0.3360); % S-stage Bardenpho, RAS pumping
eqn_stbir mle = (313)*qg internal operation mgd + 7563; % 5-stage Bardenpho, internal recyclew
pumping

eqn_stbwas mle = (7411)*(qconrctrwas operation mgd*0.1482); % 5-stage Bardenpho, WAS pumping

eqn _blo mle = (6.05%(((gairstandlrctreff delivered mgd)*scfm per mgd)*0.6037))*unit operator; %«
blowers

egqn_dfl mle = (675)*(gsecforward avg mgd*0.727)*unit operator; % denitrification filter
configuration 1

eqn cct mlc = 7413; % chlorine contact tank

eqn_isbpfr mlec = 11118; % incinerator scrubber blowdown TS plug flow reactor

v

w

199



2/15!11 5:08 AM C:\Users\jsquest\Dropbox\Activ...\sustain design lca cost 11 08 2011.m 23 of 41
SFEAN SR RS S AT AR LA 22 —_—

eqn_isbras mlec = (6400)*(gconisbras operation mgd”®0.1520): % incinerator scrubber blowdown TSW
RAS pumping

eqn isbsc mlc = 6549; % incinerator scrubber blowdown TS secondary clarification
eqn_isbwas mle = (7411)*{qconisbwas operation_mgd"0.1482); % incinsrator scrubber blowdown TSW
WAS pumping

eqn_gt mle = 7550; & gravity thickners for primary solids

eqn_gbt mle = (9229)*(gconisbwas operation mgd”1.084); % gravity belt thickeners for secondary¥
solids

eqn_cent mlc = (216232)*(gcentinf avg mgd*0.8914); % centrifuges

egn poly mlc = 0; % polymer feed system

eqn_inc mlc = 47134; % incinerator

eqn_ah_mlc = 0; % ash hauling

% Additional blower calculations

egn _blo mlc tunable = (6.05*(((gair_ tunableblowers delivered mgd)*scfm per mgd)"0.6037) L4
*unit operator;

egn _blo mlc 3fixed = (6.05*(((gair 3fixedblowers delivered mgd)*scfm per mgd)”0.6037))¢
*unit_ operator;

eqn_blo mlc_4fixed = (6.05%(((qair_ d4fixedblowers delivered mgd)*scfm per mgd)”0.6037) )%
*unit_operator;

eqn_blo mle 3 1 fixed = (6.05*(((gair 3 1 fixedblowers delivered mgd)*scfm per mgd)”0.6037) )«
*unit operator;

% SECTIOM 3.3.4

& —————— MATERTAL & SUPPLY COST (MSC), ALL IN UNMITS OF "5/YR"

eqn pc msc = 11200; % primary clarifier

eqn_psp msc = 265; % primary sludge pumping

eqn_sc msc = 24396; % secondary clarifier

eqn_stbnr msc = 0; % 5-stage Bardenpho, new reactors

eqn_stber_msc = 0; % 5-stage Bardenpho, exlsting reactors

ean_stber_msc = egn_stber_cec*({ (3.57*(26,6"(-0.2602)))/100); & S5-stage Bardenpho, combined (news
+ existing) reactors

eqn_stbras msc = (85.6}* (geconras_operation mgd”l.067); ¢ 5-stage Bardenpho, PAS pumping
eqn_stbir msc = (825)*(q_internal operation mgd*0.9277); % S5-stage Bardenpho, internal recycle«
pumping

eqn_stbwas msc = (483)*(gconrctrwas cperation mgd®0.2385); % 5-stage Bardenpho, WAS pumping
eqn_blo msc = eqn_blo_cec*((3.57%({26.6"(-0.2602)))/100); % blowers

egqn_dfl msc = 0.005*egn_dfl _cec; % denitrification filters - configuration 1

eqn_cct_msc = 9990; % chlorine contact tank

eqn_isbpfr msc = 11908; % incinerator scrubber blowdown TS plug flow reactor

eqn_isbras msc = (657)*(gcconisbras operation mgd®0.3345); % incinerator scrubber blowdown TS RASW
pumping

egn_isbsc_mse = 4048; % incinerator scrubber blowdown TS secondary clarification

eqn_isbwas msc = (483)*(qconisbwas_operation mgd”0.2385): % incinerator secrubber blowdown TS WASW
pumping

eqn_gt_mse = 2890; % gravity thickners for primary solids

eqn gbt msc = 0; % gravity belt thickeners for secondary solids

eqn_cent_msec = (373450)* (geentinf avg mgd”0.9701); #& centrifuges

eqn_poly mse = (0.151)*(eqn poly py*0.8563); & polymer feed system

eqn_inec msec = 158910; % incinerator

eqn_ah msc = (198.7)*(egn_ine ap®0.9229); % ash hauling

% Additional blower calculations

egn blo msc tunable = egn_blo cec tunable* ((3.57*(26.6"(-0.2602}))/100);
egn blo msc 3fixed = eqn blo cec 3fixed*((3.57*(26.6"(-0.2602)))/100);
eqn_blo msc_4fixed = eqn blo cec 4fixed*((3.57*(26.6"(-0.2602)))/100);
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eqn blo msc 3 1 fixed = eqn blo_cec 3 1 fixed*((3.57*(26.6"(-0.2602)))/100};

% SECTION 3.3.5

§ ————— CHEMICAL COST (CC), ALL IN UNITS OF "S/YR"

eqn pc cec = 0; % primary clarifier

eqn psp cc = 0; % primary sludge pumping

eqn_sc cc = 0; % secondary clarifier

eqn_stbnr cc = 0; % S-stage Bardenpho, new reactors

eqn_stber cc = 0; % 5-stage Bardenpho, existing reactors

egn_stbcr cc = egn_stber hac*unit hac + egn df fecl3*unit fecl3; % 5-stage Bardenpho, combineds
{new + existing) reactors

eqn_stbras cc = 0; % 5-stage Bardenpho, RAS pumping

eqn_stbir cc¢ = 0; % 5-stage Bardenpho, internal recycle pumping

eqgn_stbwas cc = 0; & 5-stage Bardenpho, WAS pumping

eqn blo cc = 0; % blowers

egn dfl cc = egn dfl hac*unit hac; % denitrification filters - configuration 1
eqn _cct cc = egn_cct cl*unit hypo; % chlorine contact tank

eqn_isbpfr ec = 0; % incinerator scrubber blowdown TS plug flow reactor
egqn_isbras cc = 0; % incinerator scrubber blowdown TS5 RAS pumping
egn_isbsc_ce = 0; % incinerator scrubber blowdown TS secondary clarification
eqn_isbwas cc = 0; % inecinerator scrubber blowdown TS WAS pumping

eqn gt ce = 0; % gravity thickners for primary solids

eqn_gbt cc = eqn_gbt py*unit poly; & gravity belt thickeners for secondary solids
eqn cent cc = 0; % centrifuges

eqn _poly cc = eqgn poly py*unit poly; % polymer feed system

eqn_inc cec = 0; % incinerator

egn ah cc = 0; % ash hauling

% SECTION 3.3.6

§ —————— ENERGY COST (BEC), ALL IN UNITS OF "$/YR"

eqn_pc_ec = egn_pc_ee*unit_elec; % primary clarifier

eqn_psp_ec = egn_psp_ee*unit_elec; &% primary sludge pumping

eqn_s3c_ec = egn_sc ee*unit elec; % secondary clarifier

eqn_stbnr ec = egn stbnr ee*unit elec; % 5-stage Bardenpho, new reactors

eqn_stber ec = eqgn stber ee*unit elec; % 5-stage Bardenpho, existing reactors

eqn_stber_ec = eqn_stber ee*unit_elec; § 5-stage Bardenpho, combined (new + existing) reactors
eqn_stbras ec = egn_stbras_ee*unit_elec; % 5-stage Bardenpho, RAS pumping

eqn_stbir ec = egn_stbir ee*unit_elec:; % 5-stage Bardenpho, internal recycle pumping
eqn_stbwas _ec = egn_stbwas_ee*unit_elec; % 5-stage Bardenpho, WAS pumping

eqn blo ec = eqn blo ee*unit elec; % blowers

eqn dfl ec = eqn _dfl ee*unit elec; % denitrification filters = configuration 1

egn_cct_ec = eqn_cct_ee*unit elec; % chlorine contaet tank

egn _isbpfr ec = egn isbpfr ee*unit_elee; % incinerator scrubber blowdown TS plug flow reactor
eqn_isbras ec = egn_isbras ee*unit_elec; % incinerator scrubber blowdown TS RAS pumping
eqn_isbsc_ec = eqn_isbsc_ee*unit_elec; % incinerator scrubber hlowdown TS secondarye
clarification

eqn_isbwas ec = egn_isbwas_ee*unit_elec; % incinerator scrubber blowdown TS WAS pumping
eqn gt ec = eqn_gt ee*unit elec; % gravity thickners for primary solids

eqn_gbt ec = eqgn_gbt ee*unit eleec; % gravity belt thickeners for secondary solids
eqn_cent_ec = eqn _cent ee*unit elec; % centrifuges

eqn poly ec = egn poly ee*unit elec; % polymer feed system

egn_inc ec = egn_inc ee*unit elec + egn_inc fo*unit oil + egn_inc ng*unit gas; % incinsrator
egn_ah ec = egn_ah ee*unit elec; % ash hauling

% Additional blower calculations
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egqn blo ec tunable = eqn blo ee tunable*unit elec;

egn blo ec 3fixed = egn ble ee 3fixed*unit elec;

eqn blo ec 4fixed = egn blo ee 4fixed*unit elec;

eqn blo ec 3 1 fixed = egn blo ee 3 1 fixed*unit elec;

& SECTICN 3.3.7

$ e AMORTIZATION COST (AC), ALL IN UNITS OF "$/YR"

% Note: Amortization costs are the annual cost associated with a loan at
% a fixed interest rate for specific capital and egquipment costs.

% Amortization costs OR capital and eguipment costs should be included in
% final calculations, but not both. The present worth of the amortization
% costs is equivalent to the present worth of their asscciated capital and
% equipment costs.

eqn_pc_ac = eqn_pc_cec* | (interest/( ({1 + interest)”®40) - 1)} + interest); &% primary clarifier
eqn_psp ac = eqn_psp cec*((interest/(((1 + interest)”40}) - 1)) + interest); % primary sludgew
pumping

eqn _sc_ac = eqgn_sc cec*((interest/(((1 + interest)"40}) = 1)) + interest); % secondary clarifier
egn_stbnr ac = egn_stbnr cec*((interest/(((1 + interest)”40) = 1)) + interest); % S-staged
Bardenpho, new reactors

eqn_stber_ac = eqn_stber_cec*((interest/(((l1 + interest)"40) - 1)) + interest); % S-stage¥
Bardenpho, existing reactors

eqn_stber ac = egn_stber cec*((interest/(((1 + interest)”40) - 1)) + interest); & S-gstagel
Bardenpho, combined (new + existing) reactors

eqn_stbras ac = eqn_stbras_cec‘{{interest/[({l + interest)”40) - 1)) + interest); & S-stageV
Bardenpho, RAS pumping
eqn_stbir ac = egn stbir cec*((interest/(((l1 + interest)”40) - 1)) + interest); % S-stage¥

Bardenpho, internal recycle pumping

eqn_stbwas ac = egn stbwas cec*((interest/(((1 + interest)”40) - 1}) + interest); % S5-stage
Bardenpho, WAS pumping

eqn_blo_ac = egn_blo cec*((interest/(((1 + interest)”40) - 1)) + interest); % blowers

san_dfl ac = egn_dfl_cec*((interest/{((1 + interest)”*40) - 1)) + interest); % denitrification’
filters - configuration 1

eqn_cct_ac = egn_cct_cec*(({interest/(((1 + interest)”40) - 1)) + interest); % chlorine contactw
tank

egn_isbpfr ac = egn isbpfr cec*((interest/(((l1 + interest)”40) - 1)) + interest}; & incinerators
gcrubber blowdown TS plug flow reactor

eqn_isbras_ac = eqn_isbras cec*((interest/(((1 + interest)”40) - 1)) + interest); % incineratord®
zcrubber blowdown TS RAS pumping

eqn_isbsc_ac = eqn_isbsc_cec*(({interest/(((1 + interest)~40) - 1)} + interest); % incinerator¥
scrubber blowdown TS secondary clarification

eqn_isbwas ac = egn isbwas cec*((interest/({{l + interest)”40) = 1)) + interest); % incinerator¥
scrubber blowdown TS WAS pumping

eqn_gt_ac = egn_gt_cec*((interest/(((1 + interest)”~40) - 1)) + interest); % gravity thickners«
for primary solids

eqn_gbt_ac = egn_gbt_cec* ((interest/(((1 + interest)”40) - 1)) + interest); % two lm GETs, ¥
gravity belt thickeners for secondary solids

eqn cent ac = egn cent cec*(({interest/( ({1 + interest)”40) - 1)) + interest); 3% centrifuges
eqn_poly ac = egn poly cec*((interest/(((1 + interest)”40) - 1)} + interest); % polymer fead
system

eqn_inc ac = eqn_inc_cec*{linterest/(({l + interest)”*40) - 1)) + interest); % incinerator
eqn_ah_ac = eqn_gh_cec*{{interest/(((l + interest)®40) - 1)) + interest); % ash hauling

% Additional blower calculations

egn blo ac tunable = egn blo cec tunable*((interest/({({(l1 + interest)”40) - 1)) + interest);
egn blo ac 3fixed = egn blo cec 3fixed*((interest/(((l1 + interest)”40) - 1)) + interest);
eqn_blo ac_4fixed = egn_blo cec 4fixed*(({interest/(({1 + interest)”40) - 1)) + interest);
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eqn blo ac 3 1 fixed = eqn blo cec 3 1 fired*((interest/(((1 + interest)”40) - 1)} + interest);

% TOTALS FOR SQURCES OF ENVI IMPACTS ——————————————————
eqn_total ve = egn pe ve + egn psp_ve + eqn sc ve + eqn_stbnr ve + eqn_stbher ve ...
+ eqgn_stber ve + eqgn_stbras ve + eqn stbir ve + egn stbwas ve + egn blo ve ...
+ egn_dfl ve + eqn_cct_ve + egn_isbpfr ve + eqn_isbras ve + eqgn isbsc ve ...
+ eqn_ishwas ve + egn_gt ve + egn gbt ve + egn cent ve + egn poly ve ...
+ eqgn_inc ve + egn_ah ve;
eqn_total_vsc = egn _pc_Vvsc + eqn_psp_vsc + egn_sc_vsc + eqn_stbnr_vsc + eqn_stber vsc ...
+ eqn_stber_vsc + eqn_stbras vsc + egn_stbir vsc + eqn_stbwas_vsc + egn_blo_vsc ...
+ eqn_dfl vsc + egn_cct_vsc + egn_isbpfr vsc + egn_isbras vsc + egn_ishsc vsc ...
+ egn_ishwas_vsc + eqn_gt_vsc + egn_gbt_vsc + eqn_cent_vsc + eqn_poly vsc ...
+ egn_inc vsc + egn_ah wvsc;
eqgn_total vwc = egn _pc _vwc + eqn_psp_vwc + egn_sc vwc + egn_stbnr vwc + egn_stber vwc ...
+ egqn_stbcr vwc + egn_stbras vwc + egn_stbir vwo + egn stbwas vwc + egn _blo vwc ...
+ egn _dfl vwc + egn _cct_vwc + eqgn_isbpfr vwc + egn_isbras vwc + egn_isbsc vwc ...
+ eqn_isbwas _vwc + eqn_gt vwe + egn_gbt_vwc + egn_cent_vwe + eqn_poly vwe ...
+ eqn_inc_vwe + egn_ah_vwo;
eqn_total ba = eqn_pc_ba + eqn psp_ba + eqn_sc_ba + egn_stbnr ba + egn_stber ba ...
+ egn_sther ba + eqn_stbras ba + egn _stbir ba + egn_stbwas ba + egn_blo ba ...
+ eqn _dfl ba + eqn_cect_ba + egn_isbpfr ba + eqn_isbras ba + eqn_isbsc ba ...
+ eqn_isbwas ba + egn_gt ba + egn _gbt ba + egn cent ba + egn poly ba ...
+ egn_inc ba + egn_ah ba;
eqn _total ee = eqn pc ee + egn psp ee + eqn sc ee + egn stbnr ee + eqn stber ee ...
+ eqgn_stbcr ee + egn_stbras ee + egn stbir ee + egn_ stbwas ee + egn _blo ee ...
+ eqn_dfl ee + eqn_cct ee + egn_isbpfr ee + eqn_isbras ee + eqn isbsc ee ...
+ egn_isbwas ee + egqn_gt ee + eqn gbt ee + egn_cent ee + egn poly ee ...
+ egn_inc ee + eqn_ah_ee;
eqn_total ¢l = eqn pc_ ¢l + eqgn psp_cl + eqn_sc_cl + egn_stbnr ¢l + egn_sther cl ...
+ eqn_sther_cl + egn_stbras_cl + egn_stbir cl + egn_stbwas_cl + egn blo <l ...
+ egn_dfl c¢l + egn_cct_cl + egn_isbpfr cl + eqgn_isbras_cl + egn_isbsc ¢l ...
+ egn_isbwas cl + egn gt cl + egn gbt cl + egn cent cl + egn poly cl ...
+ eqn_inc ¢l + eqn_ah cl;
eqn_total py = egn pc py + egn psp py + eqn_sc py + eqn_stbnr py + egn sther py ...
+ eqn_stber py + eqn_stbras py + eqn_stbir py + egn_stbwas_py + egn_blo py ...
+ eqn_dfl py + eqn_cct_py + egn_isbpfr py + egn_isbras py + eqn_isbsc py ...
+ eqgn_isbwas _py + egn_gt_py + egn_gbt py + egn_cent_py + egn_poly py ...
+ egn_inc py + egn_ah_py:
eqgn _total sd = egn pec sd + egn psp 2d + egn _sc sd + eqn_stbnr sd + egn stbher sd ...
+ eqn _stber sd + eqn_stbras sd + egn stbir sd + egn_stbwas sd + egn blo sd ...
+ egn_dfl sd + eqgn_cet_sd + egn_isbpfr sd + eqn_isbras sd + eqn_isbsc_sd ...
+ egn_isbwas_sd + egn_gt_sd + egn_gbt_sd + egn_cent_sd + egn_poly _sd ...
+ egn_inc_sd + egn_ah_sd;
agn_total hac = egn _pe hac + eqn_psp hac + egn_sc_hac + egn_stbnr_hac + egn_sther hac ...
+ eqn_stber hac + eqn_stbras hac + eqn_stbir hac + eqn stbwas hac + egn blo hac ...
+ eqn_dfl hae + egn_cct_hac + egqn_isbpfr hac + egn_isbras hac + egn_isbsc hac ...
+ egn isbwas hac + eqn_gt hac + egn gbt hac + egn cent _hac + egn_poly hac ...
+ egn_ine hac + egn_ah _hac;
eqn_total fo = egn pe fo + egn psp_fo + eqn_sc_fo + egn_stbnr fo + eqn_stber fo ...
+ eqn_stber fo + egn stbras fo + egn stbhir fo + egn_stbhwas fo + egn ble fo ...
+ eqn_dfl fo + eqn_cct_fo + egn_isbpfr fo + egn isbras fo + egn_isbsc fo ...
+ eqgn_isbwas fo + egn_gt fo + egn gbt fo + egn cent fo + egn poly fo ...
+ egn_inc fo + egn _ah fo;
eqn_total ng = egn_pc ng + egn_psp_ng + edn_sc_ng + egn_stbnr _ng + eqn_stber ng ...
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+ eqn stber ng + eqn sthras ng + egn stbir ng + egn stbwas ng + egn blo ng ...
+ egn dfl ng + egn cct ng + egn isbpfr ng + egn isbras ng + eqn isbse ng ...
+ eqn _isbwas ng + egn_gt ng + egn gbt ng + egn cent ng + egn poly ng ...
+ eqn_inc ng + egn_ah ng;

eqn_total ap = eqn_pc_ap + egn psp_ap + eqn_sc ap + eqn_stbnr_ap + egn_stber ap ...
+ eqn stber ap + egn_stbras ap + eqn_stbir ap + eqn_stbwas ap + egn_blo_ap ...
+ egqn_dfl ap + egn_cct ap + egn_isbpfr ap + egn isbras ap + egn isbsc ap ...
+ eqgn_isbwas ap + egn gt ap + egn gbt ap + egn_cent ap + egn poly ap ...
+ egn_inc ap + eqn_ah_ap;

% SECTION 3.5
% TOTALS FOR SQURCES OF COSTS -——-—====—==—=====
eqn_total cec = edqn _pc cec + egn_psp cec + egn_sc_cec + eqn_stbnr _cec + eqn_sther cec ...
+ egn_stber cec + eqn_stbras_cec + eqn_stbir cec + egn_stbwas_cec + egn_blo_cec ...
+ egn_dfl cec + egn _cct_cec + egn_isbpfr cec + egn_isbras cec + egn_isbsc cec ...
+ egn_isbwas cec + eqn_gt _cec + egn _gbt cec + egn _cent_cec + egn_poly cec ...
+ eqn_inc cec + egn_ah cec;
eqn_total olc = egn pc olc + eqn psp olc + egn_sc_olc + egn_stbnr olc + egn stber olc ...
+ egn_stber_olc + egn_stbras olc + egn_stbir olc + egn_stbwas_olc + eun_blo_olec ...
+ eqn_dfl olc + egn_cct_ole + egn_isbpfr ole + egn_isbras_olc + egn_isbsc olec ...
+ eqn_isbwas _olc + eqn_gt olc + egn_gbt ole + egn_cent_olc + eqn_poly ole ...
+ egn_inec ole + egn_ah ole;
eqn_total mle = egn pe mle + egn_psp mle + egn_sc_mle + eqn_stbnr mle + egn_stber mle ...
+ egn_stber mle + egn_stbras mle + egn stbir mle + eqn stbwas mle + egn _blo mle ...
+ egn_dfl mle + egn_cct mle + egn_isbpfr mle + egn_isbras mle + egn_isbsc mle ...
+ eqn_isbwas mlc + eqn_gt mlc + egn_gbt mlc + egn cent _mlc + eqn_poly mlc ...
+ egn_inc mle + egn_ah mlc;
eqn_total msc = egn pc msc + eqn psp msc + egn_sc msc + egn_stbnr msc + egn stber msc ...
+ egn_stber msc + egn_stbras msc + eqn_stbir msc + egn_stbwas msc + eqgn blo msc ...
+ egn_dfl msc + egn_ccot_msc + eqn_isbpfr msc + egn_isbras msc + egn_isbsc msc ...
+ eqn_isbwas msc + egn_gt_msc + egn_ght_msc + egn cent_msc + egn_poly msc ...
+ eqn_inc_msc + egn_ah_msc;
eqn_total cc¢ = egn_pe ©C¢ + egn_psSp_cc¢ + eqn_sc_cc + eqn_sthnr_cc + eqn_stber cc ...
+ egn_stbcr_cc + egn_stbras cc + egn stbhir cc + egn_stbwas cc + egn _blo cc ...
+ eqn_dfl cc + eqn _cct _cc + egn_isbpfr cc + eqn_isbras cc + egn_isbsc_cc ...
+ egn_ishbwas cc + egn gt cc + egn gbt cc + egn cent cc + eqn _poly GG ...
+ eqn_inc_cc + egn_ah_ce;
egn_total_ec = egn pc_ec + egn psp_ec + egn_sc_ec + egn_stbnr_ec + egn stber ec ...
+ eqgn_sthcr_ec + egn_stbras ec + eqn_stbir ec + egn_stbwas_ec + egn_blo ec ...
+ egn_dfl ec + egn_cct_ec + eun_isbpfr ec + eqn_isbras ec + egn_isbsc_ec ...
+ eqgn_isbwas ec + egn_gt ec + egn gbt ec + eqn cent ec + egn poly ec ...
+ eqn_inc ec + egn_ah ec;
eqn_total ac = egn_pc_ac + egn_psp_ac + eqn_sc_ac + egn_stbnr_ac + egn_stber ac ...
+ egn_stber_ac + eqn_stbras_ac + egn_stbir ac + eqn_stbwas_ac + egn_blo_ac ...
+ eqn_dfl ac + egn_cct_ac + egn_isbpfr ac + eqn_isbras_ac + eqn_isbsc ac ...
+ eqn_isbwas_ac + egn_gt_ac + egn_gbt_ac + egn_cent_ac + egn_poly ac ...
+ egn _ine ac + egn ah ae;

% SECTION 3.6.1
3 SUMMARY CALCULATIONS FOR COSTS s

direct costs and construction = egn total cec*(l + dc profit);
indirect costs = direct costs and construction*ic ratic;
interest_during_construction = (((direct_costs_and construction/(1l + dc_profit)) + indirect costs¥
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+ land costs)*construction period*interest)/2;
o _and m costs = egn total ole + egn total mle + egn total mse + egn total cc + eqn_total ec;
land present worth = land costs*(1-((1.03%plant lifetime)*((1/{1 + interest))”plant lifetime))};

present worth = present worth factor*(o and m costs) + direct costs and construction ...

+ indirect costs + land present worth + interest during construction; % note AC not included.¥
AC or CEC should be included depending on payment schedule.
present worth construction = direct costs and construction + indirect costs + land present worth«
+ interest during construction;
present_worth_operation = present_worth_factor*(c_and m_costs);

% SECTION 3.7

% BLOWER CALCULATIONS

cec without blower = egn_total cec - egn blo cec;
olc without blower = egn_total olc - egn blo olc;
mlc without blower = egn_total mlc - egn blo mlc;
msc without blower = egn_total msc - egn blo_msc;
cc_without blower = egn total cc - egn_blo_cc;
ec_without blower = egn_total_ec - egn_blo_ec;
ac_without blower = egn total_ac - egn_blo_ac;

% Simulated Blower Calcs

direct costs and construction blo = egn blo cec* (1l + dc profit);

indirect costs _blo = direct costs_and construction blo*ic ratio;

o and m costs ble = eqgn blc olc + egn blo mlc + eqn _blo msc + eqn _blo eg;

present worth blo = present worth factor* (o and m costs blo) + direct costs and construction blo¥
+ indirect costs blo; % note AC not included. AC or CEC should be included depending on#

payment schedule.

present_worth_construction blo = direct costs_and construction kble + lndirect costs blo;

present_worth_operation blo = present worth factor*({o_and m costs klo);

% Tunable Blower Calcs
direct costs_and construction tunable = egn blo cec tunable*({l + dc profit);
indirect costs_tunable = direct costs and construction_tunable*ic ratio;
o_and_m costs_tunable = egn blo_olc_tunable + eqn_blo_mlc_tunable + egn_blo_msc tunable +¢
eqn_klo_ec_tunable;
present_worth_tunable = present_worth_factor*(o and m_costs_tunable) +&
direct costs and construction tunable ...
+ indirect costs tunable; % note AC not included. AC or CEC should be included depending on
payment schedule.
present _worth_construction tunable = direct costs_and construction tunable +¢
indirect_costs_tunable;
present_worth_operation_tunable = present worth factor*(o_and_m costs_tunable);

% 3 Fixed Blower Calcs
direct costs and construction 3fixed = egn blo cec 3fized*(1l + dc profit);
indirect costs_3fixed = direct costs and construction 3fired*ic ratio;
o_and m costs 3fixed = eqn _blo olc 3fixed + egn blo mlc 3fixed + eqn_blo msc 3fixed +¢
eqn blo ec 3fixed;
present worth 3fixed = present worth factor*(o and m costs 3fixed) +¥
direct costs and construction 3fixed ...
+ indirect costs 3fixed; % note AC not included. AC or CEC should be included depending on
payment schedule.
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present worth construction 3fixed = direct costs and construction 3fixed + indirect costs 3finxed;
present worth operation 3fixed = present worth factor*(o and m costs 3fixed):

% 4 Fixed Blower Cales
direct costs_and _construction 4fixed = eqn blo cec 4fixed*(1l + dec_profit);
indirect costs 4fixed = direct costs and construction Afixed*ic ratio;
o and m costs 4fixed = eqn blo olc 4fixed + egn blo mlc d4fixed + eqn_blo msc 4fixed +¢
egqn_blo ec 4fixed;
present worth 4fixed = present worth factor*{o and m costs 4fized) +«
direct costs and construction 4fixed ...
+ indirect costs_4fixed; % note AC not included. AC or CEC should be included depending on«
payment schedule.
present_worth_construction_dfixed = direct_costs_and_construction_4fixed + indirect costs_d4fixed;
present worth operation_4fixed = present worth factor*(o_and m_costs_d4fixed);

% 3-1 Fixed Blower Calcs
direct costs and construction 3 1 fixed = egn_blo cec 3 1 fixed* (1l + dc profit);
indirect costs 3 1 fixed = direct costs and construction 3 1 fixed*ic ratio;
o_and_m costs 3 1 fixed = egn blo olc 3 1 fixed + eqn blo mlc 3 1 fixed + egn _blo msc 3 1 fixed +¢
egn_blo ec_3_1 fixed;
present worth 3 1 fixed = present worth factor*(o_and m costs 3 1 fixed) +¥
direct costs and construction 3 1 fixed ...
+ indirect costs 3 1 fiwed; % note AC not included. AC or CEC should be included dependi ng¥
on payment schedule.
present worth construction 3 1 fixed = direct costs_and construction 3 1 fixzed +¢
indirect costs 3 1 fixed;
present worth operation 3 1 fixed = present worth factor*(o and m costs 3 1 fixed);

% SECTION 3.8
% SUMMARY CALCULATIONS FOR ENVIRONMENTAL IMPACTS —-—————-

total_earthwork m3 = eqn_total ve*m3_per cuft;

total _concrete_m3 = (eqn_total vsc + egn total vwe)*m3_per cuft;

total electricity kWh = egn total ee*plant lifetime;

total chlorine kg = egn_total cl*plant lifetime*kg per lb;

total polymer kg = eqn_total py*plant lifetime*kg per lb;

total_sand kg = eqgn_total_sd*kg_per_ lb;

total_acetate kg = eqn_total_hac*plant_lifetime*kg per lb; % ¥¥X NEED TO CHANGE TO ACETATE (prices
too)

total_fuel oil kg = egn total fo*plant lifetime*kg per gal fo;

total nat gas mj = eqgn_total ng*plant lifetime*mj per 1000cuft ng;

total ash prod cuyd = egn_total ap*plant lifetime;

total biomass te incin_kg = gecentcake avg mgd*xcentcake conc avg*lbs_mg_per mg L*365.«
25*plant_lifetime*kg per 1lb;

total_scod kg = (scodsecforward cone_avg/1000) *(gfiltereff avg - geonisb)*365.25*plant lifetime;
total nh3 kg = (snhlrctrceff2 conc_avg/1000)* (gfiltereff avg - gconisb)*365.25*plant lifetime;
total no3_kg = (snoafiltereff conc_avg/1000)*(gfiltereff avg - gconisb)*365.25*plant lifetime;
total tp kg = (stpfiltereff conc_avg/1000)*(gfiltereff avg - geonisb)*365.25+*plant lifetime;
total orgn kg = (sndfiltereff conc_avg/1000)*(gfiltereff avg - qconisb)*365.25*plant lifetime;
total effluent n kg = (tneff conc_avg/1000)...

*(gfiltereff avg - gconisb)*365.25*plant lifetime;
total n denit kg = ((tn_rctr loading avg/1000) - (tnrctrwas mass_ removal avg/1000)...

- (tneff conc avg*gfiltereff avg/1000))*365.25*plant lifetime;
total nit emissions kg n chandran = n2c emissions aer avg chandran*365.25*plant lifetime/1000;
total nZo_kg n_chandran = (ef n2c effluent*total effluent n_kg) + (ef n2o wwt*total n_denit_kg) +¢
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(total nit emissions kg n chandran);
total n2o kg chandran = total n2o kg n chandran*(44/14);

total n2o kg n = (ef n20 effluent*total effluent n kg) + (ef_n2o wwt*total n denit kg);
total n2c kg = total n2o_kg n*({44/14);

total fecl? kg = egn df fecl3*kg per lb*plant lifetime;

% Ecoinvent TRACI impact factors for various energy sources AT POWERPLANT

traci elec from coal per kwh at plant = [1.187591419; 0.390177177; 0.002221807; 9.822427629;¢
0.002131507; 0.004741905; 5.40587E-09; 3.773857916; 0.002557531];
traci_elec from oil _per kwh_at plant = [1.150243117; 0.753081951; 0.001933608; 7.648202809;¢
0.003352631; 0.000379762; 1.38795E-07; 0.31776372; 0.004053251];
traci_elec_from nat_gas per_ kwh_at plant = [0.677834003; 0.309540447; 0.000785553; 4.419290895;«¢
0.00142717; 9.2562E-05; 4.0827E-10; 0.086550208; 0.000434769];

traci elec from nuclear per kwh at plant = [0.012779618; 0.004720564; 0.002307635; 27.71013109;&
7.7249E-05; 4.98271E-05; 6.B3933E-08; 0.644061466; 4.42082E-05];

traci elec from hydro per kwh at plant = [0.003718048; 0.00083282; 1.39893E=05; 0.065704639;¢
2.39448E-05; B.B8B328BE-06; 2.33928E-10; 0.00620693; 1.3B148E-05];
traci_elec other renew per kwh at plant = [0.011273546; 0.002695647; 0.000213662; 1.021464849;¢
2.64942E-05; 5.90386E-05; 6.822209E-10; 0.05754407; 2.53B17E-05];

2009 Percentages for Virginia (from EIA dataset)
percent coal = 0.3703;
percent oil = 0.0122;

%

%

%

% percent nat gas = 0.1213;

% percent nuclear = 0.4659;

% percent hydro = 0.0231;

% percent other renew = 1 - percent coal - percent oll - percent nat gas - percent nuclear -«

percent_hydro;

% 2010 Percentages for Virginia (from EIA dataset)

percent_coal = 0,3419;

percent oil = 0.0174;

percent nat gas = 0.2283;

percent nuclear = 0.3563;

percent_hydro = 0.0201;

percent_other renew = 1 - percent coal - percent oil - percent_nat_gas - percent_nuclear -«
percent_hydro;

traci elec impact factor set = percent coal*traci elec from coal per kwh at plant +¢
percent oil*traci elec from oil per kwh at plant ...

+ percent_nat_gas*traci_elec from nat_gas_per kwh_at plant +¢
percent _nuclear*traci_elec from nuclear per kwh_at plant ...

+ perecent_hydro*traci_elec_frem hydro_per kwh_at plant +¥
percent_other_renew*traci_elec_other_renew per kwh_at_plant;

traci_elec acid per kwh VA at grid = (traci elec_impact factor set(2,1)}/(l-elec grid less);
traci elec carc per kwh VA at grid = (traci elec impact factor set(3,1)}/(l-elec grid loss):
traci_elec eco_per kwh VA at grid = (traci elec impact factor set(8,1))/(l-elec grid loss);
traci elec eut per kwh VA at grid = (traci elec impact factor set(6,1)}/(l-elec grid loss);
traci elec ghg per kwh VA at grid = (traci elec impact factor set(1,1))/(l-elec grid loss);
traci elec noncarc per kwh VA at grid = (traci elec impact factor set(4,1))/(l-elec grid loss);
traci elec ozone per kwh VA at grid = (traci elec impact factor set(7,1))/(l-elec grid loss);
traci elec resp per kwh VA at grid = (tracl elec impact factor set(5,1))/(l-elec grid loss);
traci_elec smog per kwh VA at _grid = (traci_elec_impact factor set(9,1))/(l-elec grid loss);
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% US low voltage AT GRID average according to ecoinvent Ecoinvent - NOT
$ USED IN THIS ANALYSIS, SWITCHED TO VIRGINIA AVERAGES
traci_elec acid per kwh US at grid = 0.298336873681986;
traci_elec carc per kwh US at _grid = 0.00329265180842366;
traci elec eco_per kwh US_at grid = 2.66556686387885;

traci elec eut per kwh U$ at grid = 0.00341655833809891;
traci elec ghg per kwh US at grid = 0.834482685126872;
traci elec noncarc per kwh US at grid = 19.5781473622734;
traci_elec ozone per kwh US at grid = 2.21524561647287E-08;
traci_elec resp per kwh US_at_grid = 0.00158835031178773;
traci_elec_smog_per kwh US_at _grid = 0.0016118747430855;

% SECTION 3.8

% BLOWER CALCULATIONS

total electricity kWh without blo = total electricity kWwh = egn blo ee*plant lifetime;
total electricity kiWwh blo = egn blo ee*plant lifetime;

total electricity kWh_tunable = egn blo ee tunable*plant lifetime;

total_electricity kWh_ 3firxed = egn_blo_ee 3fixed*plant_ lifetime;

total electricity kWh dfixed = egn_ble ee 4fixed*plant lifetime;

total electricity kWh 3 1 fixed = egn blo ee 3 1 fixed*plant lifetime;

% - Acidification, H+ moles &g ——————————————————m——e——
traci_earthwork acid per m3 = 0.284014683919029;

traci construct acid per m3conc = 93.4514506644663;

traci sand acid per kg = 0.00100301546821799;

traci elec acid per kwh = traci elec acid per kwh VA at grid;
traci ¢l acid per kg = 1.41188067615791;
traci_poly acid per kg = 1.69596973104071;

tracl mech acid per kg = 0.069207416187431%;
traci_hac_acid per kg = 0,31835109;

traci_ng_acid per MJ = 0.0283772611354627;

traci fo_acid per kg = 0.260350210010743;
traci_incin_acid per kg = 0.00640083809185792;
traci_scod acid per kg = 0;

traci_nh3_acid_per kg = 0;

traci_snd acid_per kg = 0;

traci_sno_acid_per kg = 0;

traci_tp acid per kg = 0;

traci_n2c acid per kg = 0;

traci_ fecl2 acid per kg = 0.21154228;

total _acidification = traci earthwork_acid per m3*total earthwork m3 +«
traci_construct_acid per m3conc*total concrete m3 ...
+ traci_sand_acid per kg*total sand_kg + traci_elec_acid per kwh*total electricity kWh ...
+ traci el acid per kg*total chlorine kg + traci pely acid per kg*total polymer kg ...
+ traci ng_acid per MJ%total nat gas mj ...
+ traci fo_acid per kg*total fuel oil kg + traci incin acid per kg*total biomass to incin kg«
+ traci scod acid per kg*total scod kg + traci nh3 acid per kg*total nh3 kg ...
+ traci snd acid per kg*total orgn kg + traci sno acid per kg*total ne3 kg ...
+ traci tp acid per kg+¥total tp kg + traci n2c acid per kg*total n2c kg +¢
traci hac acid per kg*total acetate kg + traci fecl3 acid per kg*total fecl3 kg;

construction_acidification = traci_earthwork_acid_per m3*total_earthwork_m3 +¢
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traci_construct_acid per m3conc*total concrete m3 ...
+ traci sand acid per kg*total sand kg:
operation acidification = total acidification - construction acidification;

total acidification without blo = total acidification -

traci elec acid per kwh*total electricity kWh_without blo;

total acidification blo = traci elec acid per kwh*total electricity kWh blo;

total acidification tunable = tracl elec acid per kwh*total electricity kWh tunable;
total acidification 3fixed = traci elec acid per kwh*total electricity kWh 3fixed;

total acidification 4fixed = traci elec acid per kwh*total electricity kWh 4fixed;
total_acidification 3 1 fixed = traci_elec_acid per kwh*total_ electricity kWh 3 1 fixed;

® - Carclnogenica, kg benzen eg ——-————————————————o————u
traci earthwork carc per m3 = 0.000296881763576155;

traci_ construct carc per m3conc = 4.46180126989716;
traci_sand carc_per kg = 1.12117585777685E-05;

traci_elec carc per kwh = traci elec carc per kwh VA at grid;
traci_cl _carc per kg = 0.0367616664603576;

traci poly carc per kg = 0.00239591438733397;
traci_meoh carc per kg = 0.000585068348098974;

traci _hac_carc_per kg = 0.0055544045;

traci ng carc per MJ = 7.29371481156214E-05;
traci fo carc per kg = 0.000752825301253302;

traci inecin care per kg = 0.000653800214096913;
traci_scod carc per kg = 0;

traci nh3 carc per kg = 0;

traci_snd carc per kg = 0;

traci sno _carc per kg = 0;

traci tp carc per kg = 0;

traci_n2o_carc_per kg = 0;

traci fecl3 carc per kg = 0.0085691286;

total carcinogenics = traci_earthwork carc per m3*total earthwork m3 +«
traci_construct carc per m3conc*total concrete m3 ...

+ traci_ sand carc per kg*total sand kg + traci_elec carc per kwh*total electricity kwWh ...

+ traci_cl_carc per kg*total chlorine kg + traci poly carc per kg*total polymer kg ...

+ traci_ng_carc per MJ*total nat _gas mj ...

+ traci_fo_carc_per kg*total fuel oil kg + traci_incin carc per kg*total biomass_to_incin_kg¥

+ traci_scod carc_per kg*total_scod kg + traci nh3_carc _per kg*total_nh3 kg ...

+ traci_snd carc per kg*total orgn kg + traci sno carc per kg*total no3 kg ...

+ traci tp carc per kg*total tp kg + traci nZo carc per kg*total nZo kg +¥
traci_hac_carc_per_kg*total acetate kg + traci_fecl3 carc per kg*total fecl3 kg;

construction_carcinogenics = traei_earthwork_carc per m3*total earthwork m3 +¢
traci econstruct carc per m3conc*total concrete m3 ...

+ traci_ sand carec per kg*total sand kg;
operation carcinogenics = total carcinogenics - construction carcinogenics;

total carcinogenics without blo = total carcinogenics -«

traci elec carc per kwh*total electricity kWh without ble;

total carcinogenics ble = traci elec carc per kwh*total electricity kWh blo;

total carcinogenics tunable = tracl elec carc per kwh*total electricity kWh tunable;
total carcinogenics 3fixed = traci elec carc per kwh*total electricity kwh 3fixzed;
total_carcinogenics 4fixed = traci_elec_carc_per_ kwh*total electricity kWh_4fixed;
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total carcinogenics 3 1 fixed = traci elec carc per kwh*total electricity kWh 3 1 fixed;

% Egotonieity, kg 245D g st s s

traci_earthwork eco per m3 = 0.193163211918173;

traci_construct eco per m3conc = 2503.78885%970454;

traci sand eco_per kg = 0.0052581262298745;

traci elec eco per kwh = traci elec eco per kwh VA at grid;

traci cl eco per kg = 23.4845016528237;

traci poly eco per kg = 2.073870790072;

traci meoh eco per kg = 0.398617410105989;

traci_hac_eco _per kg = 3.7494548;

traci_ng_eco per MJ = 0.00797488475913521;

traci_fo_eco_per kg = 0.487377856312679;

traci_incin_eco _per kg = 1.7266307905355;

traci_scod eco_per kg = 0;

traci_nh3 eco per kg = 0

traci_snd eco per kg = 0

traci_sno eco per kg = 0
0

traci_tp eco per kg = 0
traci_n2o_eco_per kg =
traci_fecl3 eco_per kg

4.3479181;

total ecotoxicity = traci earthwork eco per m3*total earthwork m3 L
traci construct eco per m3conc*total concrete m3 ...
+ traci sand eco_per kg*total sand kg + traci_elec eco per kwh*total electricity kWh ...
+ traci cl eco per kg*total chlorine kg + traci poly eco per kg*total polymer kg ...
+ traci ng_eco_per MJ*total nat_gas mj ...
+ traci fo eco per kg*total fuel oil kg + traci incin eco per kg*total biomass to incin kg#

+ traci_scod eco per kg*total scod kg + traci nh3 eco per kg*total nh3 kg ...

+ traci_snd_eco per kg*total orgn_kg + traci_sno_eco_per kg*total ne3 kg ...

+ traci_tp_eco per kg*total tp_kg + traci_nZo_eco per kg*total nZo kg +¥¢
traci_hac eco per kg*total acetate kg + traci fecl3 eco_per kg*total fecl3 kg;

construction ecotoxicity = traci_ earthwork eco per m3*total earthwork m3 +¢
traci_construct eco per m3conc*total concrete m3 ...

+ traci_sand_eco_per kg*total sand_kg;
operation ecotoxicity = total ecotoxicity - construction_escotoxicity;

total_ecotoxicity without_blo = total_ ecotoxicity -«

traci_elec eco_per kwh*total electricity kWh without blo;

total ecotoxicity blo = traci elec eco per kwh*total electricity kWh blo;
total_ecotoxieity tunable = traci_elec eco_per kwh*total electricity kWh_tunable;
total ecotoxicity 3fixed = traci elec_eco_per kwh*total electricity kWh_3fixed;
total_ecotoxicity 4fixed = traci elec_eco_per kwh*total electricity kWh_4fixed;
total_ecotoxicity 3_1 fixed = traci_elec_eco_per kwh*total electricity kWh_3_1 fixed;

% Eutrephication, kg N &g —————————————————ae————e
traci earthwork eut per m3 = 0.000751226335613574;
traci_construct eut per m3conc = 2.70063425409446;

traci sand eut per kg = 6.47717581538685E-06;

traci elec eut per kwh = traci elec eut per kwh VA at grid;
traci_cl eut per kg = 0.0379904313569148;

traci poly eut per kg = 0.00548136412391987;

traci meoh eut per kg = 0.00073911332138954;

traci_hac_eut_per kg = 0.0068118066;
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traci ng eut per MJ = 7.38637169742344E-06;
traci fo_eut per kg = 0.0021829408607144;
traci_inecin eut per kg = 0.00106785791093958;
traci_scod eut per kg = 0.05;
traci_nh3_eut per kg = 0.7793;
traci snd eut per kg = 1;
traci sno eut per kg = 0.2367;
traci tp eut per kg = 2.38;

traci n2oc eut per kg = 0;

traci fecl3 eut per kg = 0.0064986913;

total_eutrophication = traci_earthwork_ eut per m3*total earthwork m3 +«
traci_construct_eut per m3conc*total concrete m3 ...

+ traci_sand_eut per kg*total sand kg + traci_elec_eut per kwh*total electricity kwh ...

+ traci cl eut per kg*total chlorine kg + traci poly eut per kg*total polymer kg ...

+ traci ng _eut per MJ*total nat gas mj ...

+ traci fo eut per kg*total fuel oil kg + traci incin eut per kg*total biomass to incin ka¥

+ traci_scod_eut per kg*total scod_kg + traci nh3_eut per kg*total nh3 kg ...

+ traci_snd_eut_per_ kg*total_orgn_kg + traci_sno_eut per kg*total_no3_kg ...

+ traci_tp_eut per kg*total tp kg + traci_n2c_eut per kg*total n2o kg +¥¢
traci_hac_eut per kg*total acetate kg + traci_ fecl3 eut per kg*total fecl3 kg:

construction eutrophication = traci earthwork eut per m3*total earthwork m3 ¥
traci_construct eut per m3conc*total concrete m3 ...
+ traci sand eut per kg*total sand kg;
effluent eutrophication = traci_scod eut per kg*total scod kg + traci nh3_eut per kg*total nh3_ kg
+ traci snd eut per kg*total orgn kg + traci sno eut per kg*total no3 kg ...
+ traci_tp_eut_per kg*total tp kg + traci_n2o_esut_per kg*total n2o kg;
ir pumping eutrophication = {(egn_stbir ee*plant lifetime)*traci_elec_eut_per kwh;
asration eutrophication = ((egn_stbcr ee + egn_isbpfr ee)*plant_lifetime)*traci_elec_eut per kwh;

percent eut from eff = effluent eutrophication/total eutrophication;
operation eutrophication = total eutrophication - construction eutrophication;

total_eutrophication without ble = total eutrophication -«

traci_elec eut per kwh*total electricity kWh without blo;

total_eutrophication blo = traci_elec_eut per kwh*total electricity kWh_blo;

total eutrophication tunable = traci elec eut per kwh*total electricity kiWh tunable;
total eutrophication 3fixed = tracl elec eut per kwh*total electricity kWh 3fixed;

total _eutrophication 4fixed = traci elec eut per kwh*total electricity kwh_4fixed;

total eutrophication 3 1 fixed = traci_elec eut per kwh*total electricity kWh 3 1 fixed;

E Global Warming, kg CO2 ag ~—————s——smremm e
traci earthwork ghg per m3 = 0.533314207595925;
traci_construct ghg per m3conc = 504.186356337375;

traci sand ghg per kg = 0.00240070717921179;

traci_elec ghg_per kwh = traci elec_ghg per kwh VA at grid;
traci ¢l ghg per kg = 5.89712621030092;

traci poly ghg per kg = 6.61330410703775;

traci mech ghg per kg = 0.736311853776162;
traci hac ghg per kg = 1.5377906;

traci ng ghg per MJ = 0.0133469757888744;
traci_fo_ghg _per kg = 0.424191009326254;
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traci incin ghg per kg = 0.0123102737166984;
traci scod ghg per kg = 0;
traci nh3 ghg per kg = 0;
traci_snd ghg per kg = 0;
traci_sno_ghg_per kg = 0;
traci tp ghg per kg = 0;
traci n2o ghg per kg = 300;

traci fecl? ghg per kg = 0.80021333;

total global warming = traci earthwork ghg per m3*total earthwork m3 +«
traci_construct_ghg per m3conc*total_concrete m3 ...

+ traci_sand ghg per kg*total sand kg + traci_elec ghg_per kwh*total_electricity kwh ...

+ traci_cl_ghg_per kg*total chlorine kg + traci poly ghg per kg*total polymer kg ...

+ traci_ng_ghg_per MJ*total nat_gas_mj ...

+ traci fo ghg per kg*total fuel oil kg + traci incin ghg per kg*total biomass_to incin ka¥

+ traci_ scod ghg per kg*total scod kg + traci nh3 ghg per kg*total nh3 kg ...

+ traci snd ghg per kg*total orgn kg + traci_ sno ghg per kg*total no3 kg ...

+ traci_tp_ghg per kg*total tp kg + traci_n2o_ghg per kg*total n2o kg +&¢
traci_hac_ghg_per kg*total acetate kg + traci_fecl3 ghg_per kg*total fecl3_kg;

construction gleobal warming = traci earthwork ghg per m3*total earthwork m3 e
traci construct ghg per m3conc*total concrete m3 ...

+ traci_ sand ghg per kg*total sand kg;
operation global warming = total global warming - construction global warming;

blower lifetime ghg = eqn blo ee*traci elec ghg per kwh;

total n2o_ghg chandran = traci n2o ghg per kg*total n2c kg _chandran;
total_n2o_ghg_ef = total n2o_kg*traci n2o_ghg_per kg;

total global warming without ble = total global warming -«
traci_elec ghg _per kwh*total electricity kWh without blo;

total global warming blo = traci elec ghg per kwh*total electricity kWh blo;

total glcbal warming tunable = tracl elec ghg per kwh*total electricity kWh tunable;
total global warming 3fixed = traci elec ghg per kwh*total electricity kWh 3fixed;

total global warming 4fixed = traci_elec ghg_per kwh*total electricity kWh_d4fixed;

total _global warming 3_1 fixed = traci_elec ghg per kwh*total electricity kWh 3 1 fixed;

% Non carcinogenics, kg toluen eg
traci_earthwork noncarc per m3 = 2.37128725478146;
traci_construct_noncarc per m3conc = 47257.5722247246;

traci_sand noncarc_per kg = 0.101238214485853;

traci_elec_noncarc _per kwh = traci_elec noncarc_per kwh VA at_grid;
traci_cl_noncarc per kg = 249.190733825231;

traci poly noncarc per kg = 66.9879851412649;

traci_meoh noncarc per kg = 4.59667071637409;

traci hac_noncarc per kg = 39.045569;

traci ng noncarc_per MJ = 0.414826026335273;

traci fo noncarc per kg = §.29523994186839;

traci incin noncarc per kg = 5.69171842267862;

traci scod noncarc per kg = 0;

traci nh3 noncarc per kg = 0;

traci snd noncarc per kg = 0;

traci sno_noncarc per kg

L}
[=]
-
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traci tp noncare per kg = 0;
traci n2e nencare per kg = 0:
traci fecl3 nencarc per kg = 54.048977;

total noncarcinogenics = traci earthwork noncarc per m3*total earthwork m3 e
traci construct noncarec per m3conc*total concrete m3 ...
+ traci sand noncarc per kg*total sand kg + traci elec noncarc per kwh*total electricity kWh«¢

+ traci cl noncarc per kg*total chlorine kg + traci poly noncarc per kg*total polymer kg ...

+ traci ng noncarc per MJ*total nat gas mj ...

+ traci_fo_noncarc per kg*total fuel oil kg +«
traci_incin_noncarc per kg*total biomass to_incin_kg ...

+ traci_scod_noncarc_per kg*total scod_kg + traci_ nh3 noncarc_per kg*total nh3_kg ...

+ traci_snd_noncarc_per kg*total orgn kg + traci_ sno_noncarc_per kg*total no3 kg ...

+ traci tp noncarc per kg*total tp kg + traci nZ2o noncarc per kg*total nZo kg +¥
traci_hac noncarc per kg*total acetate kg + traci fecl3 noncarc per kg*total fecl3 kg;

construction noncarcinogenics = traci earthwork noncarc per m3*total earthwork m3 +¢
traci_construct_noncarc per m3conc*total concrete m3 ...

+ traci_sand noncarc_per kg*total_ sand kg;
operation noncarcinogenice = total noncarcinogenics - construction noncarcinogenics;

total noncarcinegenies without blo = total noncarcinogenics -

traci elec noncarc per kwh*total electricity kWh without blo;

total noncarcinogenics blo = traci elec noncarc per kwh*total electricity kWh blo;

total noncarcinogenics tunable = traci elec noncarc per kwh*total electricity kWh tunable;
total nencarcinogenics 3fixed = traci elec noncarc per kwh*total electricity kWh 3fixed;

total noncarcinogenics 4fixed = traci_elec noncarc per kwh*total electricity kWh dfixed;

total noncarcinogenics 3 1 fixed = traci elec noncarc per kwh*total electricity kWh 3 1 fixed;

3 Ozone depletion, kg CERC-11 g =-=-=——srmemmoccm ===
traci_earthwork ozone per m3 = 6,50524354362008E-08;
traci_construct_ozone per m3conc = 2.09770112944236E-05;
traci_sand ozone per kg = 2.82421775895205E-10;
traci_elec ozone per kwh = traci_elec ozone per kwh VA at grid;
traci_cl ozone per kg = 4.30654967386225E-07;

traci poly ozone per kg = 2.02799374082863E-09;

traci mech ozone per kg = 1.63544351939341E-07;

traci hac_ozone per kg = 0.0000002806394;
traci_ng_ozone_per MJ = 3.63535773696086E-11;

traci_fo ozone_per kg = 4.50197908465043E~07;
traci_incin ozone per kg = 2.33571129134719%E~09;
traci_scod_ozcone_per kg = 0;

traci_nh3_ozone per kg = 0;

traci_snd_ozone_per kg = 0;

traci_sno_ozone_per kg = 0;

traci tp ozone per kg = 0;

traci_n2o_ozone per kg = 0;

traci fecl3 ozone per kg = 0.000001051082;

total ozone depletion = traci earthwork ozone per m3*total earthwork m3 +«
traci construct ozone per m3conc*total concrete m3 ...
+ traci_sand ozone per kg*total sand kg + traci elec ozone per kwh*total electricity kWh ...
+ traci cl ozone per kg*total chlorine kg + traci poly ozone per kg*total polymer kg ...
+ traci ng ozone per MJ*total nat gas mj ...
+ traci_fo_ozone per kg*total fuel oil kg +¢
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traci incin ozone per kg*total biomass to incin kg ...
+ traci scod ozone per kg*total scod kg + traci nh3 ozone per kg*total nh3 kg ...
+ traei snd ozone per kg*total orgn kg + traci sno ozone per kg*total no3 kg ...
+ traci tp ozone per kg*total tp kg + traci n2o ozone per kg*total n2o kg 4
traci_hac_ozone per kg*total acetate kg + traci fecl3 ozone_per kg*total fecl3 kg;

construction ozone depletion = traci earthwork ozone per m3*total earthwork m3 +¢
traci construct ozone per m3conc*total concrete m3 ...

+ traci sand ozone per kg*total sand kg;
operation ozone depletion = total ozone depletion - construction ozone depletion;

total ozone_depletion without blo = total ozone depletion -«

traci_elec_ozone per kwh*total electricity kWh_without blo;

total ozone ble = traci elec ozone per kwh*total electricity kWwh blo;

total ozone depletion tunable = traci elec ozone per kwh*total electricity kWh tunable;
total ozone depletion 3fixed = tracl elec ozone per kwh*total electricity kWh 3fixed;

total ozone depletion 4fixed = traci elec ozone per kwh*total electricity kWh 4fixed;

total ozone depletion 3 1 fixed = traci_elec_ozone per kwh*total electricity kWh_3_1 fixed;

% = Resplratory effects, kg PMZ.5 ef ——————=———=—=tm—o—==—
traci earthwork resp per m3 = 0.00108549309226895;

traci construct resp per m3conc = 0.742926615735013;

traci sand resp per kg = 4.46906282528081E-06;
traci_elec resp per kwh = traci elec resp per kwh VA at grid;
traci cl resp per kg = 0.00834552570864515;

traci poly resp per kg = 0.00694554288783989;

traci meoch resp per kg = 0.00026500222017138;

traci hac resp per kg = 0.0017466346;

traci_ng resp per MJ = 0.000134088619757101;

tracl fo_resp per kg = 0.00122232705009103;
traci_incin resp per kg = 1.57023213588824E-05;

traci_scod resp_per kg = 0;

traci_nh3 resp per kg = 0;

traci_snd resp per kg 0;

traci_sno resp per kg = 0;

traci_tp resp per kg = 0;

traci_nZo_resp_per kg = 0;

traci fecl3 resp per kg = 0.0013226108;

total respiratory = traci earthwork resp per m3*total earthwork m3 +&
traci_construct resp per m3conc*total concrete m3 ...

+ traci_sand resp_per kg*total sand kg + traci elec_resp per kwh*total electricity kWh ...

+ traci_ecl resp per kg*total chlorine kg + traci poly resp per kg*total polymer kg ...

+ traci_ng_resp_per MJ*total nat_gas mj ...

+ traci_fo_resp per kg*total fuel oil_kg + traci_incin_resp per kg*total biomass_to_incin_ka¥

+ traci_ scod resp per kg*total scod kg + traci nh3 resp per kg*total nh3 kg ...

+ traci_ snd_resp per kg*total orgn kg + traci sno resp per kg*total no3 kg ...

+ traci_tp resp per kg*total tp kg + traci n2o resp per kg*total n2o kg +«
traci_hac_resp_per kg*total acetate kg + tracl fecl3 resp per kg*total fecl3 kg;

construction respirateory = traci earthwork resp per m3*total earthwork m3 +¥¢
traci construct resp per m3conc*total concrete m3 ...

+ traci sand resp per kg*total sand kg;
operation_respiratory = total respiratory - construction respiratory;
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total respiratory without ble = total respiratory -«

traci_elec resp per kwh*total electricity kWh without blo;

total respiratory blo = traci elec resp per kwh*total electricity kWh blo;

total respiratory tunable = traci elec resp per kwh*total electricity kWh tunable;
total respiratory 3fixed = traci elec resp per kwh*total electricity kWh 3fixed;

total respiratory 4fixed = traci elec resp per kwh*total electricity kWh 4fixed;

total respiratory 3 1 fixed = tracl elec resp per kwh*total electricity kiWwh 3 1 fixed;

% - Smog, g NOx eg
traci_earthwork_smog per m3 = 0,00611150732100021;
traci_construct_smog per m3conc = 1.1250050351559;
traci_sand smog_per kg = 1.82458773395028E-05;

traci elec_smog _per kwh = traci_elec_smog_per kwh VA at_grid;
traci_cl smog per kg = 0.0124BB690689327%;

traci_ poly smog per kg = 0.0125775810663426;

traci mech smog per kg = 0.0010637836217357;
traci_hac smog per kg = 0.00398354782;

traci ng_smog_per MJ = 1.31979590947921E-05;

traci_ fo_smog_per kg = 0.00166580679526272;
traci_incin smog _per kg = 0.000127500318238714;

traci scod smog per kg = 0;

traci nh3 smog_per kg = 0;

traci snd smog_per kg = 0;

traci_sno_smog_per kg = 0;

traci tp smog per kg = 0;

traci n2o smog per kg = 0;

traci fecl? smog per kg = 0.0016565214;

total_smog = tracl earthwork smog per m3*total earthwork m3 +«
tracl construct_smog per m3conc*total concrete m3 ...
+ traci_sand_smog_per kg*total sand kg + traci_elec smog per kwh*total electricity kWh ...
+ traci_cl_smog per kg*total chlorine kg + traci poly smog per kg*total polymer kg ...
+ traci_ng smog per MJ*total nat gas mj ...
+ traci fo smog per kg*total fuel oil kg + traci inein smog per kg*total biomass_to_ incin_kg¥

+ traci_scod_smog_per_kg*total scod kg + traci_nh3_smog_per kg*total nh3 kg ...
+ traci_snd_smog per_ kg*total orgn_kg + traci_sno_smog_per kg*total no3_kg ...
+ traci_tp_smog per kg*total tp kg + traci n2o_smog_per kg*total n2o kg +¥
traci_hac_smog_per kg*total acetate_kg + traci_fecl3 smog_per kg*total fecl3 kg;
construction smog = traci earthwork smog per m3*total earthwork m3 +&
traci_construct_smog_per m3conc*total concrete m3 ...
+ traci_ sand smog_per kg*total sand kg:
operation_smog = total_smog - construction_smog;

total smog without blo = total smog - traci elec smog per kwh*total electricity kWh without blo;
total smog blo = traci_elec smog per kwh*total electricity kWh blo;

total smog tunable = traci elec smog per kwh*total electricity kWh tunable;

total smog 3fixed = traci_elec smog per kwh*total electricity kWh 3fixed;

total smog 4fixed = tracl elec smog per kwh*total electricity kWh 4fised;

total smog 3 1 fixed = traci elec smog per kwh*total electricity kWh 3 1 fixed;

% - BEFORTING —=-=———=———mmmommmmee
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additional pw tunable = present worth tunable - present worth blo;
additional pw 3fixed = present worth 3fixed - present worth blo;
additional pw 4fixed = present worth 4fixed - present worth blo;
additional pw 3 1 fixed = present worth 3_1 fixed - present worth blo;

additional ghg_tunable = total global warming_ tunable - total global warming blo;
ghg 3fixed = total global warming 3fixed - total global warming blo;
ghg 4fixed = total global warming 4fixed - total global warming blo;

additional
additional

2011.m

additional ghg 3 1 fixed = total global warming 3 1 fixed - total global warming blo;

output_101
output_102
output_103
output_104
output_105
ocutput_106
output_107
output_108
output_109
output_110
output 111
output_ 112
output 113
output_ 114
cutput 115
cutput 116
ocutput 117
cutput 118
output_119
output_120
output_121
output_lzz
output 123
output_124
output 125
output_126
output_127
output_128
output_129
ocutput_130
output 131
output_132
output_133
output_134
output_135
output_136
output_ 137

output 138
output_ 139
cutput 140
output 141
cutput 142
cutput_ 143
output_144

= lhs_set;

= config;

= season;

= actual_srt d;

= present worth;

= present worth construction;
= present worth operation;

= present_worth_construction blo;
= present_worth_operation_blo;
= construction_acidification;
= construction_carcinogenics;
= construction_ecotoxicity:

= construction_eutrophication;
= construction_global warming;
= construction noncarcinogenics;
= construction ozone depletion;
= construction respiratory;

= construction_smog;

= operation_acidification;

= operation_carcinogenics;

= operation_ecotoxicity;

= operation_eutrophication;

= operation_global warming;

= pperation_noncarcinogenics;
= pperation_ozone depletion;

= pperation_respiratory;

= pperation_smog;

= tneff conc_avg;

= ir ratio;

= additional pw tunable;

= additional pw 3fixed;

= additional pw 4fixed;

= additional pw 3_1 fixed;

= additional ghg_tunable;

= additional_ghg_3fixed;

= additional ghg 4fixed;

= additional ghg 3_1 fixed;

= total electricity kWh;
= total effluent n_kg;

= total n denit kg;

= total_concrete m3;

= eqgn_stbir cec;

= total_acetate_kg;

= gairstandlrctreff ava;
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% APPEND DATA TO FILE

line62 = sprintf("%d \t %d \t %d “t %d \t %d \t %d “t %d \t %d \t %d \t &%d \tw
3d \t %d \t %d \t 3d \t 8d \t %d \t %d \t %d \t Bd \t 3d \tRd \t 3d \t %d \t %d \t %d \t %d \t ¥
Nt Bd Nt wd Nt 8d A\t %d \t %d \t %d \t %d \t 3d \t %d At %d Nt %d \t %d \t %d \t 3d \t %d \t B

\E 8d', e

output 101, output 102, output 103, ocutput 104, output 105, '

output 106, ...
output 107, output 108, output 109, output 110, output 111, output 112, ...
output 113, output 114, output 115, output 116, output 117, output 118, ...
output_119, output 120, output 121, output 122, output_123, output_124, ...
output_125, output 126, output_ 127, output_ 128, output_129, output_130, ...
output_131, output 132, output_133, output_ 134, output_135, output_136, ...

output 137, output 138, output 139, output 140, output 141, output 142, output 143, '

output_l44] H

fid=fopen (processeddatafilename,'a');
fprintf{fid, "%= \r\n', line&2);

fclose('all'); %this used to be fclose(fid), but then I geot the error
$ "22? Brror using =—> fprintf Invalid file identifier. Use fopen to¥

generate a valid file identifier. Error in ==> full space run_draft 03 at 416
% a little more digging revealed that too many files
% were open (511}, and this program had run 511
% times. Now use fclose('all').

lhs set output set(k,config) = lhs set;

config ocutput set(k,config) = config;

season_output set(k,config) = season;

actual_srt_d output_set(k,config) = actual_srt_d;

present worth_output set(k,config) = present worth;

present worth construction output set(k,config) = present worth construction;
present_worth_operation output set (k,config) = present worth operation;

present worth blower construction output set(k,config) = present worth construction blo;

present worth blower operation output set(k,config) = present worth operation blo;
construction_acidification_output_set(k,config) = construction_acidification;
construction carcinogenics output_set(k,config) = construction_carcinogeniecs;
construction_ecotoxicity output set (k,config) = construction_ecotoxnicity:
construction_eutrophication_output_set (k,config) = construction_eutrophication;
construction globkal warming output_set (k,config) = construction global warming;
construction noncarcinogenics output set(k,config) = construction noncarcinogenics;
construction ozone depletion output set(k,config) = construction ozone depletion;
construction respiratory output set (k,config) = construction respiratory;
construction smeog_output set(k,config) = construction smog;

operation acidification output set(k,config) = operation acidification;

operation carcinogenics output set(k,config) = operaticn carcinogenics;

operation ecotoxicity output set(k,config) = operation ecotoxicity;

operation eutrophication output set(k,conflg) = operation eutrophication;
operation_global warming_output_set(k,config) = operation_global warming;
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operation noncarcinogenics output set(k,config) = operation noncarcinogenics;
operation ozone depletion output set(k,config) = cperation ozone depletion;
operation respiratory output set(k,config) = operation respiratory;

operation smog_output set(k,config) = operation smog;

tneff conc avg_output set (k,config) = tneff conc avg;

ir ratio output set (k,config) = ir ratio;

additional pw tunable output set(k,config) = additional pw tunable;
additional pw 3fixed output set(k,config) = additional pw 3fixed;
additional pw 4fixed output set(k,config) = additional pw 4fixed;
additional pw 3 1 fixed output set(k,config) = additional pw 3_1 fixed;
additional_ghg_tunable output_set(k,config) = additional_ghg_tunable;
additional _ghg_3fixed output set(k,config) = additional ghg 3fixed;
additional ghg_4fixed output set(k,config) = additional ghg 4fixed;
additional ghg 3 1 fixed ocutput set (k,config) = additional ghg 3 1 fixed;

end
summer_ simulations = 0;
winter simulations = 0;

for j = linumber of simulations
if (season_output set(j,1l) == 12)
winter simulations = winter simulations + 1;
elseif (season output set(j,l) = 28)
summer simulations = summer simulations + 1;

end
end
% config 1 summer tn set = zeros{summer simulations,1);
% config 1 winter tn set = zeros(winter simulations,l):
% config 2 summer tn set = zeros(summer simulations,l);
% config 2 winter tn set = zeros({winter simulations,l1};

winter sims = winter simulations
summer_sims = summer simulations

% config 1 tn set = zeros(number of simulations/2,1);
% config 2 tn set = zeros(number of simulations/Z,1):

$INSERT ADDITIONAL SUMMARY CALCULATIONS USING "_output set" data.

toc
end
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Appendix |
Photobioreactor Experimental Setup

Figure I.1. Picture of full photobioreactor setup.
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Figure I.2. Picture of photobioreactors and lighting.
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Appendix J

Microscope Images from Photobioreactor Experimentation

All microscope images were taken using 40x and 100x objectives on a Zeiss Axio
Observer epi-fluorescence microscope with an inverted stage (Carl Zeiss Microlmaging,
Inc.). Images were taken either with transmitted light, phase contrast, or fluorescence
with one of the following Zeiss filter sets: set 49, DAPI, W/424920 (DAPI); set 38, HE
EGFP, W/424920 (GFP); set 20, CY3, W/424931 (Rhodamine); FL filter set 14, Ex
BP510-560, shift free (Alexa 546). All fluorescence in images is the result of auto-

fluorescence. No dyes were added.

Figure J.1. Example of a transmitted light image of biomass in Photobioreactor 1.
This image was taken after 4 days of batch operation under lit, nitrogen-deplete
conditions.
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Figure J.2. Example of epifluorescence image of biomass from Photobioreactor 1.
This image was taken after 4 days of batch operation under lit, nitrogen-deplete
conditions.

Figure J.3. Example of a transmitted light image of biomass in Photobioreactor 2.
This image was taken after 4 days of batch operation under lit, phosphorus-
deplete conditions.
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This image was taken after 4 days of batch operation under lit, phosphorus-
deplete conditions.
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Figure J.5. Example of a transmitted light image of biomass in Photobioreactor 3.
This image was taken after 4 days of batch operation under lit, nitrogen-deplete
conditions.

GFP

Figure J.6. Example of epifluorescence image of biomass from Photobioreactor 3.
This image was taken after 4 days of batch operation under lit, nitrogen-deplete
conditions.
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Appendix K

Linear Equations for Phototrophic Process Model

Table K.1. Compiled linear equations for all reactions.

# Equation Units
1% | rnaphe =0 =2/31, +(20x — 0.1) r3 + s rs— rg — **fs1 o + moles NADH,-hour
%51 110
2 | tap=0=%5r,— (Om — 72 0N) I3 — (O(X + ml:lTP) o+ 'ors moles ATP-hour
+ 8po e — o T7 — 'l Tg — /51 Tg — */51 T4g
3 | Morecursors =0 =3 —1y4 C-moles preg;ursors-hour‘
4 | Facetyrcon =0 =231 — (1 + 8+ Bn) r3 —rs— /51 g + /5, C-moles acetyl-CoA-hour
lo !
5 |rg3p=0=r1—rp—r7+rg C-moles G3P-hour™
6 | Ibiomass = I C-moles biomass-hour”
7 |Ipg=T7—Tsg C-moles PG-hour™
8 | rrac =ro—Tryo C-moles TAG-hour™
9 |roa=r1="rs moles O,-hour™
10 | rcop=—r1+ sty + (B + On) r3+ s — 'Isq Fg + /51 Tig C-moles CO,-hour™
11° | 41+ 4 (= "o 1r6) = **Iss rrac + 4 Tpg + 5.8 Thiomass -

2 Assumes FADH, = ?/; NADH,.
b Degree of reduction balance, based on [293], assuming a TAG elemental composition of
Cs1HgsO6. Also, carbon in biomass is reduced 21/5 and nitrogen 8/5 (total of 29/5).
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polyglucose triacylglycerol
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- universal ( ) R&
|:> only in light NADH,

"N

@ nutrient-replete conditions ATP

Figure K.1. Schematic representation of the lumped sum metabolic model under
nutrient-replete conditions (i.e., sufficient nutrients for growth).

Table K.2. Linear equations for nutrient-replete metabolism of Xcpo.

# ‘ Equation Units

1% | rnapi2 =0 =251 +(20x — 0.1) rs + /g rs — rs + %51 10 moles NADH,-hour™
2 | tarp = 0= %y 1y — (Qpy — ¥ B) Fa— (ax R m?lTP) b+ Uy rs + moles ATP-hour™

Opo 6 — 1/6 g — 2/51 o
3 Iprecursors = O=r3—r4 C-moles
precursors-hour™
4 | Tacetyrcon =0 =231y — (1 + 8 + By) r3 —rs5+ /51 g C-moles acetyl-
CoA-hour™
5 |rgp=0=r-n+r C-moles G3P-hour™
6 | Ibiomass = 4 C-moles
biomass-hour™’

7 | Tfpg=—1rg C-moles PG-hour™’
8 | rrac=—To C-moles TAG-hour™
9 |roz=ri—"yrs moles O,-hour™
10 |rcop=—r1+ Uty + (B + ON) F3+ s+ /51 T1o C-moles CO,-hour™
11° | 41y + 4 (= "Iors) = /sy rrac + 4 e + 5.8 Toiomass -

2 Assumes FADH, = */3 NADH,.
b Degree of reduction balance, based on [293], assuming a TAG elemental composition of
Cs1HggO6. Also, carbon in biomass is reduced 21/5 and nitrogen 8/5 (total of 29/5).
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Figure K.2. Schematic representation of the lumped sum metabolic model under
nutrient-deplete conditions.

Table K.3. Linear equations for nutrient-deplete metabolism of Xcpo.

# ‘ Equation Units
12 | raprz = 0 = 25 1o #(28x — 0:1) 13 + /s 15— rg — ©/51 1 moles NADH,-hour™
2 fatp = 0 = 2/3 12— (Qm — Y2 ON) 13 — (O(X + mfp) rg+ 'lors + moles ATP-hour”
Bpo s — 'Io 17— *°/51 T
3 lprecursors = 0= 3 —1I4 C-moles
precursors-hour™
4 | Tacetyicon =0 =2/3rg = (1 + Oy + ON) 3 —rs— st 1g C-moles acetyl-
CoA-hour™
5 |rp=0=r-n-r C-moles G3P-hour”
6 | rbiomass = I C-moles
biomass-hour™’
7 |rpg =17 C-moles PG-hour
8 | rrac =9 C-moles TAG-hour™
9 |rog=r1—"Iars moles O,-hour
10 | rcop=—r1+ sty + (Ox + ON) r3 + s — /51 T C-moles CO,-hour”
11° | 4y + 4 (= Yo r6) = ®sy trac + 4 Ipg + 5.8 Tbiomass -

@ Assumes FADH, = /3 NADH,.

b Degree of reduction balance, based on [293], assuming a TAG elemental composition of Cs1HggOs.
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Appendix L
Mathematica Linear Equation Solutions for Phototrophic
Process Model

Notes:

Headers on the top right of files are unique to a given linear solution.
There are 3 solutions for nutrient-replete conditions:

a.  Ophot
b. Qqco2
C. Qo2
There are 3 solutions for nutrient-deplete conditions:
a.  Ophot
b. dcoz
C. Qo2

Rates (r) have been converted to specific rates (q) by applying the following substitutions:
a.  Tbiomass = M*XcpPo
b. 11 =qphotXcro
C. rpc = dpc XcrPo
d. rrac = qrac-Xcro
Note that rpiomass, rra, and rrag are the rates of Xcpo, Xpg, and Xtag formation, respectively.
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