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ABSTRACT

Optimal low-power control strategies for an autonomous piezoelectric micro-robot

by

Biju Edamana

Chair: Kenn Richard Oldham

This dissertation presents optimal control strategies for autonomous operation of a

piezoelectric micro-robot with a very strict energy budget and payload constraints.

Due to the capacitive nature of piezoelectric actuators, traditional analog amplifier

based controllers and pulse width modulation based controllers use excessive amounts

of energy compared to the actual physical work done by the actuators. Hence, an

optimal on-off controller was developed which is the building block for the control

strategies proposed in this dissertation. Strategies are presented for minimizing energy

consumption during both the charge and discharge phases of actuator and when using

feedback.

First, an optimal on-off controller and a partial charge recovery controller are

presented. These controllers are developed for driving simple movements of actuators

in the robot from a given initial position to a prescribed final position in a given

time with minimum number charging of the actuator from the external power source.

Charge recovery controller recovers drained energy at the actuator discharge phase

as well. Conceptually these optimal movements of the actuators can be combined to

form an efficient gate sequence for the robot. Compared to traditional controllers, the

xiii



proposed on-off controller consumes only a fraction of energy and the charge recovery

controller uses even lesser; in certain cases charge recovery controller consumption

was observed to be one third of on-off controller consumption for the same motion.

Second, a three step strategy is proposed for adding an energy consuming position

sensor to the system in such a way that the sensor is turned on sparingly in order to

achieve a certain level of error performance. Under certain assumptions, which may

be verified relatively simply, the proposed strategy can be used to find optimal time

points to turn on the sensor and update input sequences.

Finally, a hybrid energy system architecture containing a small solar cell and

an off-the-shelf micro-battery which can be used on-board is proposed. A study

on selecting optimization parameters based on gait sequences for choosing one of

the power sources is presented. Together this is an attempt to form a benchmark for

autonomous micro-robotics using piezoelectric actuators from an energy consumption

point of view.

xiv



CHAPTER I

Introduction

Products of the study of autonomous mobile robotics have been very successful

in terms of their mobility and autonomy in numerous applications in terrains ranging

from the deep sea to outer space. There are successful macro-robots such as Mars

rovers [1] which has the capability to travel on difficult terrains, maneuver around

obstacles and carry its own energy source, sensing and control circuitry. At the ter-

restrial level, if the same ability can be achieved by millimeter-scale robots, they

could be very useful in areas ranging from disaster response to inspection of other-

wise inaccessible infrastructure. There are many challenges to realizing dramatically

scaled-down versions of autonomous robots with the aforementioned capabilities. On

the actuation side, recent developments in piezoelectric actuator design have shown

load bearing and motion characteristics suitable for the high maneuverability and au-

tonomy desired in autonomous micro-robots. However, in order to take full advantage

of this actuation mechanism, development of an efficient control system and energy

management system is necessary, which is the subject of this dissertation. Such a

system would make use of a combination of existing and newly developed optimal

control strategies.
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1.1 Prior attempts in micro-robotics

There have been many attempts to create micro-robots at the millimeter scale

with various degrees of success. One of the earliest attempts (in 1994) was by Yasuda

et.al. [2]. It consisted of an untethered insect-like robot of size 1.5mm×0.7mm using

resonant actuators. It operated in a vibration energy field generated by a piezoelectric

vibrator. The robot consisted of resonant actuators responding to mutually exclusive

resonance frequencies, operated based on the frequencies of the vibrator. Later, two

thermally actuated robots were reported in 1999 by Kladitis et.al. [3] and Ebefors

et.al. [4]. Kladitis’s paper presented two robots, designed for micro-positioning in

manufacturing processes, both mimicking six legged insects, with a size of 10mm ×

10mm × 0.5mm. Ebefors’ robot’s motion system was based on the ciliary motion

principle and had a weight carrying capacity of 2500mg (more than 30 times its

deadweight). Another interesting micro-robotic design was by Hollar et.al. [5] in

2003. This was a very small robot of size 8.5mm × 4mm × 0.5mm and powered by

a solar cell. It was a two-legged walking robot which dragged its rear end. The first

piezoelectric actuated micro-robot was reported in 2005 by Son et.al.[6]. It was a robot

capable of bi-directional walking using a piezoelectric unimorph actuator. Its size and

weight were 53mm×45mm×19mm and 23.25g respectively. A wheeled robot named

Alice was also reported in 2005 [7] which is an all terrain version of the author’s earlier

robot presented in [8]. These robots are highly autonomous and capable of going over

obstacles if necessary. Another very small design was introduced by Donald et.al in

2006 [9]. This type was of size 60µm × 250µm × 10µm and capable of rotation and

translation in a structured environment utilizing scratch drive actuators. 2007 saw

an interesting design of an autonomous jumping robot [10]. It was capable of making

large motions but had yet to develop capabilities for multiple controlled jumps. In

2008 and 2009, there were two designs based on magnetic actuation by Vollmers et.al

[11] and Pawashe et.al. [12]. Vollmers design was of size 300µm × 300µm × 70µm

2



and was capable of moving forward, backward and turning with maximum speed of

12.5mm/s. The Pawashe robot was of size 250µm×130µm×100µm with translational

speed of 8mm/s. The most recent walking micro-robot in the literature is a thermally

actuated micro-robot by Erdem et. al. [13]. It was a 512-legged robot capable

of carrying an energy source which can provide enough energy for 10 minutes of

operation. Finally it should be mentioned that another on-going research by Sitti

[14] utilizes piezoelectric actuation.

Out of all the aforementioned designs, only [5],[7] and [9] have reported au-

tonomous operation capabilities. [5] has limited mobility since it had to drag its

back and technically didn’t carry its entire weight on its legs. Although [7] is highly

autonomous, its operation is based on wheeled locomotion, which again limits its

mobility compared to walking robots. The third autonomous micro-robot by [9] was

reported to be operable only in a structured environment from which it received elec-

trical power and control signals. Hence, despite their commendable autonomy none

of these designs are in a good enough position to grow to the mobility level which

their macro-level counter parts have achieved.

Although they were reported to be tethered, thermally actuated walking micro-

robots presented in [4] and [13] had capabilities to achieve autonomy by carrying

battery sized payloads. However, recent piezoelectric actuators can achieve longer

stroke lengths and larger motion range compared to thermal actuators by using inno-

vative actuator designs [15]. The micro-robot discussed in this thesis is an attempt

to take advantage of these design capabilities of piezoelectric actuation in achieving

better mobility compared to thermal actuators. The nominal robot to be considered

in this dissertation is designed to have an area of 17mm×17mm and carries a payload

of 20mg with a hexapod configuration. This is in the size range of the thermal actua-

tors discussed but estimated to be capable of providing better mobility and eventually

approaching biological ranges of motion through multi-degrees of freedom leg joints

3



and tens of degrees in the joint angles.

1.2 Motivation

Figure 1.1:
Concept-drawing of an autonomous micro-robot based on thin-film piezo-
electric actuator joint arrays

For actuation in macro-scale robots there are many well developed technologies

available, such as electric motors and pneumatic and hydraulic actuators. Miniaturiz-

ing these technologies has not been very successful to the millimeter scale. However,

scaling-down electromechanical systems has enabled use of certain other phenomena

for actuation, such as electrostatic attraction or the piezoelectric effect, which are

not as prominent in the macro-scale. Out of these various actuation schemes, piezo-

electric actuation has advantages that makes it suitable for use in an autonomous

mobile micro-robot. Although thermal actuators have large force capacities, their

power consumption is high [16, 17, 4]. Hence they require heavy power sources on-

board that don’t suit autonomous applications. Electrostatic actuators consume less

energy, but the force generated per unit area is small [5]. Scratch drive electrostatic

actuators can be operated only on certain substrates preventing complete autonomous

operation [18],[9]. On the other hand, piezoelectric actuators are comparatively light

weight, have high bandwidth, high force capacity and high force per unit area, and

4



typically consume less power [19][14][20]. They can produce a large force over a small

stroke length or a small force over a large stroke length, depending on how they are

integrated with other mechanisms in a micro-device. Importantly, they can be ar-

ranged in series to produce both large forces and large stroke lengths [15]. The type

of actuators used in this study are capable of generating up to 3× 10−9 N.m of work

from a 500 µm × 100 µm area [15]. They can produce up to 3 degrees of rotation

at 20V when coupled to a micro-robotic leg joint with sufficient weight-bearing ca-

pability. The actuators can also be combined in parallel or in series to produce large

joint angles, up to the required rotation for a highly mobile micro-robot as shown

conceptually in Fig. 1.1.

In order to take advantage of the potential of the MEMS actuator discussed above

to propel micro-robots of millimeter scale, the actuator’s associated control system

also needs to be miniaturized. This raises general issues associated with miniaturiza-

tion as well as issues unique to piezoelectric actuator control. One design objective of

these micro-robots is to have a size of a few millimeters. At this scale, from the cur-

rent actuation technology they can carry power sources that weigh a few milligrams

and hence have a capacity of only a few milliwatts [21]. Therefore, there are strict

energy constraints on size, weight and energy consumption of control circuitry that

are unique to micro-scale systems. For example, adding an electronic component that

consumes a few milliwatts to improve performance on a macro-scale robot is not as

critical as compared to carefully choosing the basic set of components needed by the

micro-robot.

There are challenges in micro-robotic control unique to piezoelectric actuator con-

trol as well. Piezoelectric actuators act as capacitive loads on driving electric circuitry.

Hence, when voltage is applied across the actuator, depending on its electromechan-

ical coupling coefficient, a fraction of the energy consumed is used to do mechanical

work and the remainder is stored as mechanical and electrical energy. When the volt-
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age is removed, the actuator returns to its original position and the stored energy is

drained off. In most cases, traditional analog amplifier-based controllers are designed

to operate on resistive loads. When these controllers are used with piezoelectric ac-

tuators, they can consume as much as or more than 99% of energy supplied [22].

As an alternative to these controllers, Main et al. [22] proposed PWM (Pulse Width

Modulation) based switching controllers for piezoelectric actuators. PWM controllers

operate at switching frequencies well above the natural frequency of the plant upon

which its operating. On the other hand energy consumption is proportional to the

switching frequency in piezoelectric actuators. Hence, reducing switching frequency

from the PWM-level can be beneficial in saving energy, though this has its own

drawbacks, as will be discussed later. Although the control strategies developed in

this thesis are applied to piezoelectric actuators specifically, they can be adapted, in

general, to use on other capacitive actuation schemes as well.

1.3 Research objectives

1.3.1 On-off control

In the second chapter of this dissertation an optimal on-off controller is proposed

that minimizes the number of times an actuator is turned on, subject to certain perfor-

mance constraints. Although on-off controllers reduce energy consumption drastically

compared to analog or PWM inputs, there are drawbacks associated with them. For

a general discrete linear system with an on-off controller, the reachable state space is

limited over a finite time horizon. From a given set of initial states, the system can

reach only a certain number of discrete points in the state space in a given time. How-

ever, by solving an integer programming problem it is possible to find input sequences

that enable the system to reach most of the state space (or at least that region of the

space that can be reachable using the given input level) with an acceptable level of
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tolerance in a reasonable time horizon.

A switching control system is a simple case of the larger field of hybrid systems.

Morse [23] gives an overview of hybrid systems consisting of switching between sys-

tems with different dynamics. These switchings are different from the well studied

bang-bang optimal control solution where the optimal solution for certain control

problems with bounded inputs is found to be switching between a maximum and

minimum. Although in the optimal solution the input is switching between a min-

imum and a maximum, the switching is not a constraint. Previous optimization

techniques designed specifically for on-off control schemes have minimized the time

to reach a desired set of system states [24], or the amount of time spent with an ‘on’

input to reach a desired set of states at a specified time [25] [26]. However, these

approaches do not account for switching costs, such as the energy usage to charge a

capacitive actuator. The work done in this dissertation, is more closely related to [27],

which did consider a general quadratic objective function in optimal control design.

The switching costs discussed in this dissertation can be converted to a quadratic

objective function as shown in the second chapter. In [27] Bemporad et.al. intro-

duces a framework for modelling a broad class of systems described by logic rules,

constraints and dynamics that are denoted as Mixed Logic Dynamic (MLD) systems.

The switching control system discussed in this dissertation can be represented as an

MLD system. Although the controllers developed in the second and third chapter are

mostly implemented in open loop, feedback can be introduced as a model predictive

controller.

From an application standpoint, the objective of the optimal on-off controllers

developed in the second chapter is to rotate a micro-robotic leg connected to an array

of piezoelectric actuators from a given initial angle to a desired final angle with a

desired final angular velocity in a given time with a minimum of actuator charging.

Since the on-off controller is incapable of driving the leg to any prescribed leg-angle
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and angular velocity in a given time, there is a tolerance level associated with the

final angle and angular velocities. This is achieved by solving an integer programming

problem with a quadratic objective function and linear state constraints.

To accomplish this, a second order linear system is identified for the leg with its an-

gle of rotation and angular velocity as states. Dynamics of the system and final states

with the acceptable tolerance levels are used as constraints in the optimization prob-

lem. Two methods are used to solve for an optimal switching sequence. The first one

is a penalty function based method, combining the objective function and constraints

into a relaxed unconstrained continuous optimization problem. The second method

uses a standard integer programming solver for solving the optimization problem with

a quadratic objective function and linear constraints. The controller design can be

extended to a closed-loop controller by model predictive control methods, which is

expanded upon in chapter four with regards to sensor scheduling. It should be noted

that the controller developed in the second chapter has most of the drawbacks of

other open-loop controllers. First, it needs the identified model to match the actual

system very closely. Also, the relatively low-switching frequency results in oscillatory

output motions and this could excite high-frequency dynamics, although this was not

a large effect in the prototype actuator used in the experimental setup. In practice,

higher order dynamics could be incorporated into the optimization by identifying a

higher order system; although this could not necessarily help in reducing oscillations

over the entire course of motions, the effect of the oscillations on the final states can

be reduced. However, since the objective is to reduce energy consumption drastically

and these limitations of on-off control have minor effects on prototype devices, the

controller is judged to meet initial controller design requirements.
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1.3.2 Charge recovery controller

As mentioned earlier, a piezoelectric actuator acts primarily as a capacitor when

connected to an electric source. Hence, under normal operation when the actuator

is turned off the energy stored in the actuator is drained to the ground. Earlier

researchers had identified the potential to recover almost all of this energy using charge

recovery circuits [22, 28]. Campolo et.al. [28] introduced a circuit that consists of an

inductor, storage capacitor and a couple of diodes which could recover as much as 92%

charge (82% energy) with lossless components. This was achieved using resonance in

the RLC circuit and suitably choosing the circuit components.

The inductor in the circuit is a critical component in micro-robot applications

because of its weight. The energy that can be saved is a function of the inductance

in the circuit and hence a function of the weight of the inductor used, given existing

inductor fabrication technology. To recover nearly all the energy, as in [28], a heavy

inductor is required, which is not affordable in micro-robotics. Hence, a novel partial

charge recovery strategy is introduced using a lighter inductor. This has the additional

benefit of having intermediate voltage levels available as inputs between the minimum

and maximum voltage levels of on-off control. These additional voltage levels enable

a controller to reach more points in the state space of the system and hence to operate

at a tighter tolerance level or at comparable tolerance levels while charging actuators

less often. In order to convert the optimization problem of minimizing the number of

chargings of the actuator using an external energy source to an integer programming

problem capable of handling charge recovery, additional constraints are required to

model the dynamics of the charge recovery circuit. These additional constraints

increase the computational complexity, but reduce actuator power consumption. This

is discussed in detail in chapter three.
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1.3.3 Sensor scheduling

The objective of the first two controllers introduced was to consume the minimum

energy possible to perform certain micro-actuator motions, and thus to set a bench-

mark for the feasibility of using piezoelectric actuation under control in autonomous

micro-robotics. However, some level of feedback is necessary to reduce the effect of

disturbances or discrepancies in the model used for optimization. Unfortunately, with

existing sensing technology, position sensors are highly energy consuming themselves

and using them at the same sampling frequency as the on-off controllers may be

prohibitive for autonomous operation of micro-robots. Hence, an optimal intermit-

tent feedback controller was developed that updates the optimal on-off sequences at

certain time instants based on measurements taken at selected measurement times.

The measurement times and input update times are decided based on intermittent

Kalman filter equations that minimize the uncertainty of the states at the desired

time.

Several previous studies on sensor scheduling have some relevance to this work.

Recently, Mo and Sinopoli [29] proposed the existence of a critical measurement rate

for an unstable system which bounds the error on state estimates. They have de-

veloped these results for an unreliable wireless sensor network where the system was

modeled as an unstable system. Similar studies can be found in [30],[31], [32]. In [33],

Li et. al. discussed a convex optimization strategy that minimizes the maximum er-

ror of certain states by having a sensor visit those states frequently. Another group

of researchers has been investigating efficient use of multiple sensors by turning on a

smaller set of sensors at a time [34],[35], including for model-predictive applications

[36]. This study differs from previous works by restricting controlled system inputs

to on-off switching. As the final set of states becomes a function of binary variables,

the problem can become a complex one to optimize even with certain simplifying

assumptions: first, there is only a single sensor which is turned on sparingly (a small
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finite number of times over the duration of motion) and second, the objective func-

tion is expressed only in terms of the final states. Following a sensor measurement,

adjustment of future on-off inputs to the system is similar to that of certain hybrid or

model-predictive controllers. For example, for the controller in this section, a strategy

derived from the receding horizon approach for switching controller optimization of

[27] is adopted. Similar model-predictive control algorithms with final costs have been

studied in [37]. However, these previous works generally assume fixed sampling rates

with frequent measurements, concentrating their studies on the optimal controller

design, while in this study controller design is combined with the sensor scheduling

problem, for the on-off input, single-sensor conditions noted above.

1.3.4 Hybrid energy system for switching control of micro-robotic actu-

ation

Some of the earlier attempts in designing power systems for piezoelectric micro-

robots were presented in [38],[19]. Karpelson et.al. in [38] proposed power electronic

circuits suitable for driving piezoelectric actuators for milligram-scale micro-robots,

while Steltz et.al. considered heavier robots weighing a few grams. They agree upon

the fact that only battery technology is developed enough to act as primary energy

source in micro-robotics. Also, conversion of battery outputs to very high voltages,

using various boost converter circuits that have been useful at macro-scale, is neither

easily miniaturizable nor efficient at low output power levels. These factors constrain

the availability of components that can be used in the micro-scale circuit design.

With the switching control strategy proposed in this dissertation, the range of

motion of piezoelectric actuators, i.e. voltage-mode actuators [20], depends on the

maximum switching voltage of the controller. Hence in order to fully utilize the

range of the actuator, a 20-30V voltage supply is required by the switching controller.

Meanwhile, the instantaneous power requirement while charging the actuator is more
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than that which micro-batteries can provide. Hence, they can’t be connected directly

to batteries through the switching controllers.

The fifth chapter of this dissertation will propose a power system for micro-robotics

in which the power requirement is met using a storage capacitor supplied alternatively

by batteries or solar cells as environmental conditions dictate. Storage capacitors are

of sufficient size as to provide the current required to charge the actuator instanta-

neously. As an example, from analysis and simulation it is observed that a storage

capacitor of capacitance 1µF can charge the actuator of capacitance 1nF approxi-

mately 20 times whiles its voltage changes from 19V to 18V. The second piece of a

battery-operated power system is a voltage converter. This has been implemented in

a simulated power system model by carefully designing a standard boost converter

circuit with components optimized for the given capacitive load charged to 20V-30V

range.

Inspired by the idea of adding an energy harvesting system from [5], a solar cell

is then added that can potentially increase the interval between the times when the

battery needs recharging.There are several energy harvesting technologies available

at the MEMS scale, such as photovoltaic cells and piezoelectric, electrostatic, or

electromagnetic devices harvesting kinetic energy from vibrations. Photovoltaic cells

maintain a steady flow of power under constant lighting conditions. Vibration har-

vesting is too low-power for active walking consideration but it is an area of potential

future work. Other harvesting technologies produce oscillating voltages and currents

requiring more sophisticated power conditioning units. Higher power density per

unit area and simpler power conditioning units make the choice of using solar cells

straightforward. Hence, an array of solar cells is considered with parameters taken

from a sample commercial miniature solar cell, the SANYO AM-1815 having an area

of 17mm×17mm and consisting of 32 cells. This arrangement can produce a voltage

of 19V to 20V under normal indoor lighting conditions and can be used to charge the
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storage capacitors directly. From simulations it was observed that the solar cell can

power the robot for very low speeds, without use of battery power.

1.4 Contributions

Although familiar to control researchers, the idea of optimal switching control is

novel to piezoelectric actuation. Reduction in switching frequencies from tens of kilo-

hertz to less than 1 kHz sets a benchmark in energy consumption for small piezoelec-

tric actuators. Although the scheme has certain drawbacks in performance, it creates

a way to make autonomous motion control in micro-robotics feasible. Secondly, the

idea of partial charge recovery is introduced. Compared to previous charge recovery

techniques, this is more suitable to micro-robotics because of the weight advantage

of components as well as its complementary nature to on-off control in providing

additional intermediate voltage levels. The third contribution is a three step sensor

scheduling strategy to make use of an energy consuming sensor sparingly for an on-

off controller. Under certain assumptions, this method provides a way to determine

when to take measurements and when to update the input sequences (solving N order

less number of integer programming problems). Finally, a hybrid energy system is

proposed within the stringent constraints of size and weight of micro-robotics.

The remainder of the dissertation is organized based on the above topics. In the

second chapter, the open-loop on-off controller and methods of its optimization is

described. In the third chapter, the on-off controller is extended to a partial charge

recovery controller and also the tradeoffs of having heavy charge recovery circuitry

are discussed. In the fourth chapter the idea of optimal intermittent feedback with

an on-off controller is discussed. The fifth chapter describes in detail a proposed

hybrid energy system and the sixth chapter concludes the thesis with a summary and

discussion of the contributions.
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CHAPTER II

Optimal switching controller

As mentioned in the introduction, the simplest alternative strategy to counter

higher power consumption of traditional analog amplifiers is the use of switching

controllers, such as shown in Fig. 2.1. For switching control of capacitive loads,

power consumption is proportional to switching frequency. Hence to minimize power

consumption, it is necessary to minimize the number of times the actuators are turned

on while meeting performance requirements. In this chapter, we discuss an integer

programming based optimization approach to find an optimal switching sequence

which minimizes the number of switchings to achieve certain servo constraints of a

micro-robotic leg joint.

Figure 2.1: The basic switching controller for a piezoelectric actuator

This chapter is organized as follows. In the section 2.1 the modeling of the actua-
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Figure 2.2: Sample image of leg joint at 0 and 20 V

Figure 2.3: The dynamic model of the leg joint

tor is described. In section 2.2 structure of the optimization problem is explained. In

section 2.3 two different approaches are given to solve the integer programming prob-

lem. In section 2.4 the optimization method is verified, comparing its results with the

results obtained from complete enumeration as well as compared with a traditional

LQR controller. In section. 2.5 a method to improve robustness is proposed as well

as simulational results showing the effect of feedback. Experimental and simulational

results are compared in the section 2.6. Section 4.6 discusses the advantages and

limitations of the controller strategy and concludes the chapter.
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2.1 System Description

A sample image of a prototype micro-robot leg joint, fabricated and tested at the

Army Research Laboratory and Michigan Lurie Nanofabrication Facility is given in

Fig 2.2 [39]. The dynamics of the joint can be lumped into a mass-spring-damper sys-

tem as shown in Fig 2.3. Often, the dynamics of individual joints can be represented

by a second order differential equation of the form,

Jθ̈ + bθ̇ + kθ = Gu (2.1)

where J, b,and k denotes the inertia, damping and stiffness respectively and G

represents the actuator gain, and u the input voltage to the actuator. The values of

these parameters used are given in table 2.1. This can be converted to state space

with the states the angle of rotation (θ) and the angular velocity (θ̇) of the actuator,

ẋ = Acx+Bcu (2.2)

y = Ccx

where

x =

 θ

θ̇



Ac =

 0 1

−k/J −b/J



Bc =

 0

G/J
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and

Cc =

[
1 0

]
In general these continuous equations can be replaced by a set of linear equations

by discretizing them at sampling times Ts,

x ((k + 1)Ts) = Adx(kTs) +BdUmaxu(k) (2.3)

y(kTs) = Cdx(kTs) (2.4)

where, Umax is the battery voltage. There are two important constraints on the

system when using pure switching controller. The first is that the inputs u(k), k =

1, 2, . . . , n can take only two values, namely {0, 1}. Second, the transitions between

input values can take place only at the sampling instants, meaning uk can change

its value only at these times. These constraints limit the reachable subspace of the

system in a given time duration.

2.2 Problem Description

2.2.1 Constraints

There are two types of constraints in the optimization problem, namely final state

constraints and dynamics of the system. The final state constraints are derived from

the quasi-static walking gate of the robot. In the robotic-leg level the waking gait

constraints convert to rotation of the actuators to a prescribed angle and velocity

(typically zero) in a given time starting from a stationary position. Since both the

time of input transition and the magnitude of input are constrained, the states can

not be driven to any arbitrary point in the state space in a given time. Hence,

the constraints are set to drive the final states to a satisfactory ϵ neighborhood of

the desired final states in given time. The final state constraints can be written
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mathematically as xd−ϵ ≤ x(tf ) ≤ xd+ϵ. This forms 2p linear inequality constraints,

where p is the order of the system and equal to 2 in this case. To follow dynamics of

the system for a given time Tf = n ∗ Ts, the states of the system should satisfy the

p× n equations of the form (4.1). So overall there are (p + 2)× n linear constraints

in this optimization problem, as well as the binary constraints on the input variables

mentioned earlier.

2.2.2 Objective

The objective function is to minimize energy consumption while satisfying the

constraints. Energy consumption of a generic piezoelectric actuator consists of two

parts, JC and JR, corresponding to capacitive and resistive energy losses in the system,

respectively.

When a piezoelectric actuator with zero initial voltage is connected to a higher

voltage (In this problem, this happens when u(k) changes from 0 to 1), the voltage

across the actuator increases and current decreases exponentially as in a typical RC

circuit. Irrespective of the value of the resistance in the circuit, the energy consumed

from the energy source during this process depends only on the capacitance of the

actuator and is equal to CU2
max. This energy loss is termed the capacitative loss

in the system JC and in general can be replaced by any arbitrary “cost-to-switch”.

Mathematically, this is defined for a discrete time process by

JC =
n∑

k=1

CU2
max((u(k)− u(k − 1))2 + u(0)2) (2.5)

where C is the capacitance of the piezoelectric actuator and Umax the on voltage

applied to the actuators.

The second part of the objective function, JR, includes energy lost to resistive dis-

sipation due to leakage current in the on-off drive circuit or through the piezoelectric
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actuator while in the charged state, and is given by

JR =
n∑

k=0

U2
max

R
Tsu(k) (2.6)

where R is the resistance of the system. In other words this is the energy required for

keeping u(k) at 1. Again, here the quantity U2
max/R can be generalized in this case

to an arbitrary “cost-to-hold”.

Hence, the optimization problem is a quadratic binary programming problem

where the objective is to minimize the total energy cost, J = JC + JR subjected to

the state dynamics (m × n constraints),the binary inputs (n constraints), and the

final state constraints (2m constraints) given.

2.3 Solution Methods

Presence of binary variables makes the optimization problem NP-hard (non-deterministic

polynomial-time hard) and conventional optimization methods fail to solve it. For n

binary input variables 2n combinations are possible, hence the numerical complexity

increases exponentially with the number of variables. There have been attempts to

use dynamic programming to solve such problems [40], but when the number of bi-

nary variables are large, these methods are numerically prohibitive. There are two

types of algorithms used in general to solve these problems. Firstly, relaxation based

algorithms in which the integer constraints are dropped, but implemented implicitly.

The success of this method is problem dependent. In second method, the entire so-

lution space is enumerated by dividing the problem into smaller problems. There are

prepackaged solvers available for this method.

19



2.3.1 Penalty function approach and non-linear optimization

In this approach the optimization problem is converted to an unconstrained con-

tinuous optimization problem using penalty functions as proposed by [41].

2.3.1.1 Step-I

The first step is to convert the dynamics constraints and final state constraints

to a penalty function form and add to the objective function. Since only the state

at the desired final states are constrained, the dynamics equations can be combined

with the final constraints to form m constraint equations.

x(Tf ) = x(n ∗ Ts) = An
dx(0) +

n−1∑
k=0

A
(n−k−1)
d BdUmaxu(k) (2.7)

Assuming initial states to be zero the constraints can be re-written as,

n−1∑
k=0

A
(n−k−1)
d BdUmaxu(k) ∈ xd ± ϵ (2.8)

In order to convert the problem to an unconstraint optimization problem the objective

function is modified as,

Jconstraint = min[(
n−1∑
k=0

A
(n−k−1)
d BdUmaxu(k)−xd)

T

n−1∑
k=0

A
(n−k−1)
d BdUmaxu(k)−xd] (2.9)

Now by using a suitable weighing factor w1, the objective functions can be com-

bined to J + w1Jconstraint.

2.3.1.2 Step-II

A coordinate transformation is done on binary variables u(k) in this step. The new

variables are v(k) = 2u(k)− 1. This implies v(k) = −1 when u(k) = 0 and v(k) = 1

when u(k) = 1. The constraint v(k)2 = 1 will now make sure that the variables are
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binary. Again this constraint is added to the objective function as a penalty function.

The new objective function for the unconstraint continuous optimization will be,

Jnew = min[J + w1Jconstraint + w2k(v(k)
2 − 1)] (2.10)

The objective function is a convex function (convexity is determined by initializing

the optimization problem at many random combinations of variables) and a gradient

based optimization solver such as fmincon in MATLAB optimization toolbox can be

used to minimize the objective function.

2.3.2 Branch and Bound Method

Branch and Bound methods are alternative standard methods for solving integer

programming problems. The drawback of the penalty function-based method is that

its success depends on the weighing factors used in adding penalty functions to the

objective function, which are not required in branch and bound method. In a direct

numerical comparison the penalty function method is efficient, however the availabil-

ity of prepackaged solvers makes the branch and bound method more convenient in

many situations.

In a branch and bound algorithm complete enumeration of the entire binary tree

is done in a systematic manner. The entire solution space is explored, divided into

feasible sub-domains, and valid upper and lower bounds are derived for each sub-

domains. The infeasible and non-optimal regions are eliminated (pruned) during the

process, and this is done using the minimum numerical operations possible.

There are many commercial solvers available to solve binary programming prob-

lems using the branch and bound method. For this problem, a combination of AMPL

(A Modeling Language for Mathematical Programming) [42] and CPLEX [43] was

used. AMPL was used to model the optimization problem. In AMPL both the

system dynamics constraints and final state constraints can be given directly and
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variables can be fixed as binary. After modeling in AMPL, the CPLEX solver was

used to solve it using branch and bound method.

2.4 Verification of optimization and comparison with LQ op-

timal control

To ensure that the optimization method is working properly, the results of the

both optimization methods were compared with that of brute force optimization for

a short time period. In the brute force method all possible combinations of u(i)′s

were checked for feasibility and those with lowest cost, measured by the respective

cost functions, were selected. This approach is of course numerically inefficient, as

one must check the cost for 2n combinations of input, making it impractical for a

larger time period. The results were matched for both the penalty function method

and branch and bound method with their corresponding objective functions.

Similar to Linear Quadratic (LQ) optimal control methods, the penalty function

based integer programming method can be used to design controllers that provide a

trade-off between the state cost (accuracy) and controller cost (energy consumption).

To implement a comparable Linear Quadratic Regulator (LQR), the system is first

converted to discrete domain. Then error dynamics of the system is used for the LQR

tracking and an integrator is added which has the following advantages,

i)It makes the steady state error go to zero.

ii)The integrator state (derivative of input) can be used to calculate the capacitative

loss.

The cost function for the competitive LQR controller has three terms, the first

one penalizes the deviation of the final state from the desired state, the second one is

the resistive cost and the final one is the capacitative cost. The cost function is given
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Figure 2.4:
Sample simulated system output using optimal On-Off controller with
loose positioning constraint, showing (a) output angle and (b) system
input u

below,

tf∫
0

E[(θ − θref )
2 + r(u2/R + 1/2Cuu̇)]dt (2.11)

It can be descritized with a sampling time Ts as given below:

n∑
i=0

E[((θ(i)− θref )
2 + r(u(i)2/R))Ts+ r(1/2Cu(i)∆u(i))] (2.12)

Where,

∆u(i) = u(i+ 1)− u(i), i = 0 . . . n− 1,

and u(i) is the input applied at the ith time step and ’r’ represents the relative

weighting on the control cost over the state cost.

A set of sample system responses using the minimal energy open-loop on-off op-

timal controller is given in Fig. 2.4 and Fig. 2.5. In these examples, a single leg link

is driven to a desired final angle. When only a single leg link is to be controlled,
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Figure 2.5:
Sample system output using optimal On-Off controller with strict posi-
tioning constraint, showing (a) output angle and (b) system input u

Table 2.1:
The nominal values for the parameters used for the design of optimal
sequences for the systems

Parameters Simulation system Macro system Micro system
R (Ω) 3 ∗ 109 3 ∗ 109 3 ∗ 109
C (F ) 1 ∗ 10−9 1 ∗ 10−9 1 ∗ 10−9

Umax(V ) 20 20 20
J (kg.m2) 1.4 ∗ 10−12 1 1
b (N.m.s/rad) 3.4 ∗ 10−11 14 193.2283
k (N.m/rad) 3.2 ∗ 10−6 40350 3.1200 ∗ 106
G (N.m/V ) 8 ∗ 10−8 64151 1.9656 ∗ 104
Sampling time (Ts)(sec) 0.0001 0.001 0.0001

the control input can be quite simple, as in the example shown. In Fig. 2.4 the

input switches twice and when the constraints on states are stringent the controller

needed three switches as shown in Fig. 2.5 which corresponds to a cheaper controller

or higher state cost as in linear-quadratic controller terminology. To explore con-

troller behavior, this on-off controller was compared to the LQR controller for the

system, had feedback and analog rather than on-off inputs been available.Two LQR

responses corresponding to cheap and expensive controllers are given in Fig. 2.6 and

2.7 respectively. Both the on-off and LQR controllers produce qualitatively similar

trajectories from the initial to the final value. In addition, the capacitative portion of
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Figure 2.6:
Simulated LQR response with a cheap controller, analogous to strict po-
sitioning constraint, showing (a) output angle (b) system input u and (c)
derivative of input
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Figure 2.7:
Simulated LQR response with an expensive controller, analogous to a
loose positioning constraint, showing (a) output angle (b) system input u
and (c)derivative of input

the cost functions from the respective controllers is found to be less for the optimal

on-off controller, thanks to the minimal number of transitions that it dictates.
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Figure 2.8: The robust sequence algorithm

2.5 Simulational analysis

2.5.1 Modification for robustness

Uncertainty in the inertia, damping and stiffness estimates may also affect the

performance of a dynamic system. It is useful to minimize the error for the worst

case system with a bounded uncertainty, ∆bound. This is a minimax problem as given,

min
u

{max
∆

∥x(n)− xnominal(n)∥}, ∥∆∥ ≤ ∆bound (2.13)

Since the direct solution of (2.13) is numerically infeasible because of the binary in-

puts and min-max objective function, the algorithm given in Fig. 2.8 and described

below was developed to find an input sequence that gives a satisfactory performance.

Two optimization techniques are employed here. Continuous non-linear optimization

for determining the worst case systems (∆ values) and binary programming (this is

explained in section 2.3) for finding the best robust input sequence. In this particular

case, as applied to a micro-robotic leg joint problem three parameter uncertainties

are considered, namely ∆m, ∆b, and ∆k corresponding to uncertainties in inertia,

damping, and stiffness. It is assumed that these uncertainties are bounded on either

sides. But, the maximization of error with respect to the ∆’s is not a convex opti-
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mization. Hence, the optimization is initialized at several random values with in the

given ∆ range and the corresponding worst case system for each was found. For the

procedure, let (A1, B1),(A2, B2),. . . (Am, Bm) be the dynamics of each of the worst

case systems obtained by the maximization. Then the final state constraints for all

m systems are added to the binary programming to find the robust u as:

xd − ϵ ≤
n−1∑
i=0

An−i−1
1 B1Umaxu(i) ≤ xd + ϵ

xd − ϵ ≤
n−1∑
i=0

An−i−1
2 B2Umaxu(i) ≤ xd + ϵ

·

·

·

xd − ϵ ≤
n−1∑
i=0

An−i−1
m BmUmaxu(i) ≤ xd + ϵ (2.14)

These constraint equations help the designer to identify a specific input sequence

u such that if it exists, will keep the final states of all the above systems within some

ϵ neighborhood of the desired final state.

2.5.2 Robustness analysis results

From the simulations, it was found that if the parameter variation (in all param-

eters) is within 10% of the nominal value for the sample system, then it was possible

to find an on-off sequence which keeps the final state within 10% of the desired final

state. Examples of perturbed systems are shown in Fig. 2.9. When the parameter

variations are kept within ±10% of nominal values, the final states of the randomly

perturbed system are within ±10% of the nominal value, 0.3±0.03, and this was

consistent over the situations we examined.
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Figure 2.9:
(a) Response of the perturbed systems when a robust sequence is applied;
the red lines show the worst case systems (b) the corresponding robust
on-off sequence

2.5.3 Closing the loop using a model predictive controller

Although it is not practical to implement on a real system, a simulation study was

conducted to see the improvements feedback would made on the system performance.

The optimal switching sequence was found in a receding horizon manner. At the

beginning the optimal sequence was found for the entire range, but only the first

input value was applied. After collecting the sensor information from the first time

instant, the optimization is again done for the new horizon to obtain a modified

sequence. This process continued for the entire duration applying only the first input

value from the each optimization. A constant disturbance was assumed to be entering

the system throughout and results from two cases are shown here. In the first case

(Fig. 2.10) it was assumed that the disturbance in the input voltage is 2V and in the

second case it was assumed to be -4V (Fig. 2.11). In both cases the objective were to

reach the neighborhood of 0.1rad with zero final velocity.

In the first case the improvement is clearly visible. The final state without feedback

settles at 0.117 radians where as with the feedback its around 0.99 radians which is

close to the desired value. In the second case under larger disturbance the open
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Figure 2.10:
Comparison between open loop and closed loop optimal controllers with
a 2V constant disturbance
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Figure 2.11:
Comparison between open loop and closed loop optimal controllers with
-4V constant disturbance

loop response settles well below at 0.55 radians and the closed loop at 0.87 radians.

The main inference from this study was that, closing the loop doesn’t guarantee

satisfactory results always because of the constraints on the input, but in general it

improves the performance compared to the open loop controller. More sophisticated

feedback strategies are discussed later in chapter 4.
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Figure 2.12:
Step response of the MEMS actuator which was used for system identi-
fication

Figure 2.13: Switching drive circuit with pull-up resistors to limit leakage current

2.6 Experimental results

2.6.1 Experimental system description

The implementation of on-off switching on micro-systems requires a fast switching

circuits. The on-off switching circuit designed for our application consists of a CMOS

inverter with a level shifter. CMOS inverters are a commonly used switching circuit

configuration in the integrated circuit design area for reducing power consumption

because in the ideal case there is no static current and power is consumed only at
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the ‘on’ or ‘off’ transition time. However, a CMOS inverter alone cannot be used

directly for driving piezoelectric actuators. While a piezoelectric actuator should be

driven at 20 to 30 V or more, most IC circuits, as are typically used to implement

a control law, operate at 5 V, 3.3 V or less. Therefore, a level shifter based on the

CMOS Inverter was designed to interface between a high voltage and a conventional

IC process [44]. In order to reduce the power consumption of the circuit, two resistors

are added to the basic level shifter. The conceptual circuit is shown in Fig. 2.13.The

novel addition of these resistors to the inverter helps reduce peak leakage current

during the switching transitions. While this loss is typically of little consequence

when using larger actuators, it can be a substantial portion of energy consumption

when working with micro-scale piezoelectric actuators having comparatively small

capacitance. However, the additional cost can be accommodated in the optimization

problem by adding it to cost-to-switch as mentioned in section 2.2.

Before conducting the experiments on micro-actuator the control scheme was

tested on a macro scale piezoelectric actuator. It is a 40 mm long, 10 mm wide

Ceratec, Inc. bimorph actuator with a strain gauge attached to it for measuring the

deflection in terms of the voltage through its sensing circuitry. The on-off switch-

ing sequence was loaded into a TMS320F28335 microprocessor which was interfaced

to the bimorph actuator through a fast switching circuit. The output voltage was

measured using a Tektronix TDS2024B oscilloscope at 2Gsamples/s and the data

was captured using National Instruments SignalExpress Tektronix Edition Software.

From the step response of the system, the following second order system given was

identified between input voltage and strain gauge voltage which is treated as the

system output:

y(s)

u(s)
=

64151

s2 + 14s+ 40350
(2.15)

The micro-robotic leg joint used in the experiment is shown in Fig. 2.2. It was

also operated using the microprocessor and the switching circuit. The motion of the
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Figure 2.14:
Hysteresis curve for the MEMS actuator with the dotted lines showing
the variation in slope

leg was captured using a high speed camera at 4000 frames per second and the angle

of rotation was measured using the MATLAB Image Processing Toolbox. Using the

step response given in Fig. 2.12, a second order system was identified between the

input voltage and the angle of rotation (radians):

y(s)

u(s)
=

1.9656 ∗ 104

s2 + 2 ∗ 0.0547 ∗ 1766.4s+ 1766.42
(2.16)

To measure hysteresis, a static input voltage was varied from 0 V to 20 V and back,

giving the hysteresis plot in Fig. 2.14. This hysteresis effect is included as an uncer-

tainty in stiffness for designing a robust sequence, which is used in the experimental

result discussed in the next section.

2.6.2 Comparison of experimental and simulation results

Fig. 2.15 shows a comparison of simulated and experimental responses obtained

from the macro system when the an optimal input sequence is applied. The opti-

mization constraint on the final output in this example was to reach 0.5 ± 0.1 V in

strain gage sensing circuit output at 20 milliseconds. A binary optimization was done
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Figure 2.15:
Comparison of results obtained by experiment and simulation for the
Macro-scale system and the corresponding switching sequence

on the identified macro system given in (2.15) to obtain the input sequence shown

in Fig. 2.15b and the constraints are verified using the MATLAB simulation shown.

The same input sequence was applied to the macro system and is shown in Fig. 2.15a.

The experimental response follows very closely with the simulation and reaches 0.58V

at the desired time.

A similar approach with additional robustness constraints to account for hysteresis

effects was applied to the MEMS actuator given in (2.16). In the optimization, the

constraints were applied on both angle of rotation as well as angular velocity at

4 milliseconds for all the perturbed systems with stiffness varying between kmin =

127.906 V/rad to kmax = 190.476 V/rad which is about ±20% of the nominal value,

knominal = 158.73 V/rad. The requirement was to make the angle of rotation reach

0.15± 0.03 rad and angular velocity reach 0± 1 rad/s. From the optimization it was

found out that the minimum possible tolerance on angle is ±0.03 rad because of the

20% uncertainty in the stiffness value. The input sequence and simulation responses

shown in Fig. 2.16 were obtained as a result, which satisfies all the constraints in

the simulation. When the same sequence was applied on the physical system, the

response shown with a red line was obtained. The experimental result follows the
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simulation result closely and reaches about 0.11 rad at the stipulated time, which

is very close to the expectation from the simulation. Also, the direction of rotation

reverses in the same video frame, indicating that the angular velocity goes through

zero verifying the final velocity constraint.

During this experiment, the cumulative energy consumption of the micro-robotic

leg together with the switching circuitry was also measured. The current profiles

while the switch was turned ‘on’ and ‘off’ were measured using a current probe and

oscilloscope and are shown in Fig. 2.17. The power supply was kept constant at 20V

during the entire experiment and each turning ‘on’ cost 4.6 ∗ 10−7 joules and each

turning ‘off’ consumed 1.4∗10−7 joules. Of this quantity, 2.2∗10−7 joules is attributed

to charging at the microactuator, resulting in total energy loss in the circuit alone of

just 3.6∗10−7 joules per cycle. This is smaller than the predicted energy usage, which

appears to be due to additional resistance within the leg between electrodes for the leg

and the piezoelectric actuators; the extra resistance further increases the effect of the

pull-up resistors included in the circuit design. Total power consumption of a robot

using this controller would depend on step frequency, but for walking gates of 20 Hz

or lower, power consumption would be in the tens of microwatts or smaller. This

is within the power availability we predict for a micro-robot based on piezoelectric

actuators, and much smaller than power consumption of an analog controller or PWM

controller with much higher switching frequencies.

2.7 Conclusion

Although the optimal control method can be extended to include state feedback

by using a model predictive control approach as shown earlier, the use of open-loop

on-off control to regulate the motion of a piezoelectric actuator is driven entirely by

the need to ensure extremely low power consumption from the entirety of a servo

control system, and results in significant trade-offs in performance for the sake of
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(a) Comparison of displacement results obtained by experiment and sim-
ulation for the MEMS system when under an optimal on-off sequence for
0.15 rad final displacement (b) On-off voltage input applied (c) Angular
velocity observed in the simulation, showing successful return to 0 rad/s
at final time
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Figure 2.17:
Current consumption of switching circuitry and the MEMS actuator
while the switch is (a) turned on and (b) turned off

power reduction. A near optimal feedback strategy using a position sensor sparingly

is discussed later in chapter 4. The simple switching interface between controller

and actuators, and small number of transitions utilized, allows for control of micro-

actuators that act primarily as a capacitive load with very little energy consumption.

However, such a controller explicitly forgoes the use of feedback to improve response

time, robustness, or other closed-loop controller benefits due to power limitations,
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and the relatively low switching frequency results in oscillatory output motions with

specific desired output states being achieved only at a specific time. In addition,

switching controllers may often excite high-frequency dynamics, though this is not a

large effect in the experimental test actuators examined here. If present, higher-order

dynamics may be incorporated into the optimization procedure described here by

expanding the system order, but the controller will only act to ensure that those dy-

namics do not influence behavior at the final time, not to avoid vibration or oscillation

at intermediate transitions.

Nonetheless, this controller could provide useful baseline control for autonomous

micro-robotics. On-off control with a desired final state at a given time is especially

well-suited to quasi-static walking, with multiple legs driven through coordinated

motions over a specified time, at which legs in contact with the ground are raised

and raised legs lowered for the next step. In such an application, total inertia of the

system would be much larger than that of the leg alone, while damping in the system

will depend on the geometry of the body and feet as well as legs. In practice, the

environment and loads on the robot may change dramatically, requiring some level of

adaptation or feedback. A variety of optimized on-off sequences under different load

conditions may be stored for use, or the optimal on-off sequence may serve to initiate

adaptive control using only occasional or very low-frequency sensor feedback to make

modest adjustments to the input sequence while keeping power consumption low.

The chief conclusions of this work, then, are based on the idea that while thin-

film piezoelectric actuation may one day enable unique mobility capabilities from

micro-scale autonomous robots, achieving directed appendage movements will require

aggressive reduction in power consumption throughout the servo control system. In

this chapter, we focus reducing power consumption by the actuators and in the drive

circuit interfacing low-voltage control electronics with a high-voltage actuator supply.

In particular, we introduce a simple optimization method for achieving minimum
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energy on-off control when switching costs are substantial. We have applied the

control algorithm to both a macro-scale piezoelectric test bed and to prototype micro-

robotic leg joints, successfully directing the states of the systems to desired target

values.
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CHAPTER III

Optimal charge recovery

The advantage of a pure on-off controller was its simplicity and the energy savings

it made while charging piezoelectric actuator, but more energy can be saved while

the actuator discharges. This can be done by using a circuit such as the one given

in Fig. 3.1. In the circuit shown a storage capacitor, an inductor, two diodes and

two switches are added to the switching controller discussed in the chapter 2. This

arrangement is used to save the energy which would have drained when the actuator

is discharged. Detailed operation of the circuit is discussed in section 3.1.2. This

strategy was first proposed by [22] and [28] which recovered almost all the energy

drained from the actuator while it turned off using a complete charge recovery circuit.

One disadvantage of such a circuit is the presence of a heavy inductor. Hence, the

circuit was modified for micro-robotics to use a lighter inductor recovering a fraction

of the discharged energy, also referred to as partial charge recovery. Moreover, partial

charge recovery provides intermediate voltages between the minimum and maximum

voltage levels in a pure on-off controller. Hence the controller is more flexible and

capable of spanning more points in the state space. However, the optimization of this

problem is more challenging compared to a pure on-off controller, as will be discussed

in this chapter.
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Figure 3.1: The charge recovery circuit

3.1 Modeling of the system

3.1.1 Dynamics

The dynamics of the system are modeled using a mass-spring-damper system

similar to the one given in the first chapter. The differential equation is then converted

to state space format using the angle of rotation and angular velocity as states. Then

it is descritized with a sampling time TS and the resulting equations are given below,

x ((k + 1)Ts) = Adx(kTs) +Bdu(k) (3.1)

y(kTs) = Cdx(kTs) (3.2)

The only difference in these equations with those in the last chapter is the values that

are taken by the input variables u(k). They were restricted to take only binary values

in the first chapter. But by using the partial charge recovery the input voltages at

time k, u(k) can take more values depending on its previous value u(k − 1). This

constraint is explained in later sections.

3.1.2 Electrical Model

As mentioned earlier a typical charge recovery circuit is given in Fig. 3.1, which

is derived from that in [28]. It consists of one storage capacitor, an inductor, a pair
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of diodes and a few switches. The storage capacitor is designed to be of the same

capacitance as the actuator. The 20 V supply is connected to the actuator through

switch 1. The actuator can discharge itself through switch 2, or it can charge the

storage capacitor when switch 3 closes. Then, the stored energy on storage capacitor

can be returned to the actuator through the switch 4 or discharged to ground through

the switch 5. Only one of the switches 1 to 4 can be turned on at a time and switch

5 may be turned on only when switch 3 and switch 4 are in the off position.

Further explanation is required for the modes when either switch 3 or 4 is closed.

Consider the situation when the actuator voltage is greater than the storage capacitor

voltage. In order to transfer charge from the actuator to storage capacitor, switch 3 is

closed. During the time that the current flows from actuator to storage capacitor the

circuit can be modeled as a second order system in terms of charges stored in actuator

q1 and storage capacitor q2 (3.3). For effective charge recovery, circuit parameters are

chosen to make the system underdamped. The diode present in the circuit will prevent

any reverse current and will keep the capacitor voltages constant at the overshoot

points. Circuit dynamics prior to the diode action are given by

L(q̈1 − q̈2) +R(q̇1 − q̇2) +
q1 − q2
C/2

= VD (3.3)

where VD is the voltage drop across the diode. Letting q1(0) = V10C, q2(0) = V20C

and the differential voltage V = (q1− q2)C, where V10 and V20 are the initial voltages

on the actuator and storage capacitor respectively. The above equation can be written

in terms of differential voltage V as given below,

LV̈ +RV̇ +
V

C/2
=

VD

C
(3.4)

V (0) = V10 − V20
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Figure 3.2:
A typical variation in the differential voltage for circuit parameters L =
1µH,R = 20Ω, C = 1nF and ideal voltage drop in the diode

Assuming that V10 > V20 before switching, then V (t) will follow a step response

until it reaches the maximum value and will stay there because of the diode. A typical

response is shown in the Fig. 3.2. The response of the system up to the overshoot

point then can be written as,

V (t) = VD + (V (0)− VD)e
−αt(cosβt+

α

β
sinβt) (3.5)

where α = R
2L

and β =

√
8L
C

−R2

2L
.

V (t) reaches its maximum value when t = π
β
and the corresponding differential

voltage will be the difference between the actuator voltage, V11, and the storage

capacitor voltage, V21, after switching.

Vmax = V11 − V21 = VD − (V (0)− VD)e
−απ

β (3.6)

41



The above equation together with the charge conservation equation

C(V10 + V20) = C(V11 + V21) (3.7)

can be used to evaluate the actuator voltage and the storage capacitor voltage after

switching:

V11 = VD(
1 + µ

2
) + V10(

1− µ

2
) + V20(

1 + µ

2
) (3.8)

V21 = −VD(
1 + µ

2
) + V10(

1 + µ

2
) + V20(

1− µ

2
) (3.9)

where µ = e−
απ
β . Using a diode with negligible voltage drop compared to the

maximum voltage, the above equations can be approximated to form symmetrical

equations.

V11 = V10(
1− µ

2
) + V20(

1 + µ

2
) (3.10)

V21 = V10(
1 + µ

2
) + V20(

1− µ

2
) (3.11)

These equations are derived for the case when the actuator voltage is greater than

the storage capacitor voltage. If the storage capacitor voltage is higher, the charge

can be returned to the actuator by closing the switch 4 (and opening switch 3) and

the equations are still valid.

3.2 Optimization method

3.2.1 Objective function

The objective of the optimization is to drive the states of the system to a desired

set of values in a prescribed time using minimum energy. Hence, the objective function
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is the energy used by the actuator directly from the power source. As in the previous

chapter, this energy consumption can be divided into two parts. The first part is

termed capacitative loss JC , which is consumed whenever the actuator is charged

using external power. Or in other words, when a transition in voltage states on the

actuator occurs that is powered externally, it is quantified as

JC =
n∑

k=1

C(uswitch1(k)(u(k)
2 − u(k − 1)2)

+uswitch1(0)u(0)
2) (3.12)

where C is the capacitance of the piezoelectric actuator and uswitch1(k) is a binary

variable which takes value 1 if switch 1 is on at kth time instant and 0 otherwise and

u(k) represents the voltage on the actuator at the kth instant, which can take any

allowed voltage given in the automata described in the following section.

The second portion of possible energy use is a resistive loss denoted by JR which

occurs during the time when the actuator is externally powered,

JR =
n∑

k=0

u(k)2

R
Tsuswitch1(k) (3.13)

where R is the resistance of the system and Ts the sampling time used for discretiza-

tion. In piezoelectric films with high leakage resistance, the resistive loss is negligible

over short movement duration compared to the capacitative loss, and hence it is not

considered in this optimization.

3.2.2 Constraints

There are three types of constraints in the optimization problem: the dynamics

of the system, the final desired states and the constraints on the inputs which are

explained in the following subsections. The dynamics constraints and final state
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constraints are the same as discussed in the last chapter.

3.2.2.1 Input transition constraints

From the optimization point of view, these constraints on input transition is the

difference between the charge recovery optimization problem and the on-off controller

optimization problem discussed in chapter 2. In a simple on-off controller the input

u(k) can take either voltage levels of umin or umax only with transitions happening

at the sampling instant. In charge recovery problem intermediate voltages can be

achieved as well depending on the size of the components (primarily the inductor) in

the charge recovery circuit as given in (3.6). Several scenarios for use of the charge

recovery circuit are described below.

Case 1: A simple case is considered first. The storage capacitor discharges all

its energy whenever the actuator gets charged or discharged, effectively resetting

the states of the automaton. By this assumption the intermediate voltages can be

predetermined. The scenario is explained in the following paragraph.

The actuator is charged to Vmax when switch 1 turns on and it will either drain

the charge to ground through switch 2 or it will charge the storage capacitor through

switch 3. If it drains the energy the actuator voltage will go back to Vmin and if

it charges the storage capacitor the actuator voltage will reach VIntermediate1 . From

VIntermediate1 the actuator can return to Vmin or Vmax, but the storage capacitor will

drain all its energy. If the actuator recovers the charge through the switch 4, it

will attain VIntermediate2 . From this state, actuator voltage may be maintained, fully

charged or discharged. This results in just 4 voltage levels as shown in the automaton

given in Fig. 3.3. The states of the automaton represent the actuator voltage at each

instant of time.

In order to convert these constraints to equations, a new set of binary vari-

ables v1, v2, v3, v4 are introduced, each corresponds to an input voltage in the set
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Figure 3.3:
The automaton showing the constraints on actuator voltage transitions
for the simplest case

Vmin, Vmax, VIntermediate1 , VIntermediate2 . So the input voltage at time t = k ∗ Ts can be

written as,

u(k) = v1(k)Vmin + v2(k)Vmax + v3(k)VIntermediate1

+v4(k)VIntermediate2 (3.14)

and the following constraint ensures that the system is in only one state at a time

(note that v′s are binary):

v1(k) + v2(k) + v3(k) + v4(k) = 1∀k ∈ 0..n (3.15)

Additional constraints ensure illegal transitions such as a transition from Vmax to

Vintermediate1 do not happen. This can be done by making sure that v2(k) and v3(k+1)

are not simultaneously one, as by the inequality constraint v2(k) + v3(k + 1) ≤ 1.

Case 2: In the second case we remove constraints on the transitions of storage

capacitor voltages. This is mathematically more challenging to optimize, but it has
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greater potential to improve the efficiency of the system. The intermediate actuator

and storage capacitor voltages are not constants in this case. The values the voltages

can take at any point of time t = (k+1)Ts depend on the charge stored in the actuator

and storage capacitor at the previous instant k∗Ts. At time t = kTs let the voltages on

actuator and storage capacitor be V10 and V20 respectively. Then at the next instant

the actuator voltage can take any of the following values {0, 20, V10[
1−µ
2
] + V20[

1+µ
2
]}

and storage capacitor voltage can take any value from the set {0, V20[
1−µ
2
]+V10[

1+µ
2
]}.

The derivation of these voltages is shown in (3.6).

This problem has a new non-linear constraint to make sure that the actuator

voltage and the storage capacitor voltage are one of those allowed at the current time

instant, as given below. The binary variables w1(k)..w7(k) ensure that the state in the

automaton, represented in the form “(actuator voltage, storage capacitor voltage),” is

one of the allowed automaton states, as shown in Fig. 3.4, which represents a system

of allowed binary switching sequence:

u(k) = w1(k)Vmax + w2(k)Vmin + w3(k)(u(k − 1)[
1− µ

2
] + us(k − 1)[

1 + µ

2
])

+ w4(k)u(k − 1) + w5(k)u(k − 1) + w6(k)Vmax + w7Vmin (3.16)

us(k) = w1(k)Vmin + w2(k)Vmin + w3(k)(us(k − 1)[
1− µ

2
] + u(k − 1)[

1 + µ

2
]) + w4(k)Vmin+

w5(k)us(k − 1) + w6(k)us(k − 1) + w7us(k − 1) (3.17)

w1(k) + w2(k) + w3(k) + w4(k) + w5(k) + w6(k) + w7(k) = 1 (3.18)

Here u(k) and us(k) are actuator voltage and storage capacitor voltage at time t =

k ∗TS respectively. Some of these constraints are non-linear due to the multiplication

of variables with binary variables. These type of constraints can be converted to a set

of linear constraints by introducing a set of new variables by the following procedure

[45]. Consider a new variable z(k), to replace the term w4(k)u(k − 1) in (3.16). By

adding the following four additional linear constraints the above equation can be
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Figure 3.4: Automaton showing the constraints on the input voltage for the case 2

converted to a linear equation on z.

z(k) ≤ Mw4(k)

z(k) ≥ mw4(k)

z(k) ≤ u(k − 1)−m(1− w4(k))

z(k) ≥ u(k − 1)−M(1− w4(k))

(3.19)

where M = max(u(k−1)) = Vmax and m = min(u(k−1)) = Vmin. Similarly each

of the product terms are replaced by new variables and additional linear constraints

are added.

The constraints on transitions of actuator voltage and storage capacitor voltages

are shown in the Fig. 3.4. The transitions marked red involve external power usage,

green employ the charge recovery circuit, black represents staying at the same state

and blue transitions are discharge of either actuator or storage capacitor. From the

initial optimization it was observed that the full range of possible leg motions (i.e.

target final angles) can be achieved with one external powered charging of the actuator

at the beginning of the motion. Thus, the problem of motion optimization may be

extended to maximizing the energy stored in the storage capacitor at the end of the

optimization horizon for future use.
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3.2.2.2 Modified optimization with final storage capacitor voltage maxi-

mization

Since the external energy used for a given required rotation is the minimum possi-

ble under the basic optimization problem (a single charging from the external power

source) for the range of possible actuator final angles, the optimization objectives

were modified to better suit repeated motions. The new objective function is set to

maximize the storage capacitor voltage at the end of the optimization horizon. By

maximizing the final storage voltage more than one step of actuation can be achieved

by one externally powered voltage switching for smaller leg motions or the additional

energy required to repeat the current motion can be minimized for larger leg motions.

Jmodified = us(n) (3.20)

where n is the number of allowed time steps to reach the desired final state as given the

earlier section. The minimum energy requirement of one external powered charging of

actuator applied as an additional constraint. Mathematically this is done by limiting

the number of transition from Vmin to Vmax to one,

n∑
k=0

w2(k)w1(k + 1) ≤ 1 (3.21)

This nonlinear constraint was converted to a linear one using the method shown in

(3.19). The constraints on the modified system are shown in the new automaton

given in Fig. 3.5.

The structure of the optimization problem for the on-off controller and for different

scenarios in charge recovery are compared in Table 3.1.
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Figure 3.5: Automaton showing the constraints in the modified optimization

Table 3.1: Comparison between on-off and charge recovery optimization
On-off controller Charge recovery

case1 case2 Modified
objective
function

Objective function Quadratic Quadratic Quadratic Linear
Constraints Linear Linear Modified to linear Modified to linear
Number of variables 2n 4n 14n 12n

3.2.3 Optimization solver

All three problems discussed above had linear constraints after the conversion

given in (3.19). The first two cases had quadratic objective functions and the third

one was linear. All the constraint equations and objective function were written in

AMPL and solved using CPLEX.

3.3 Experimental and simulational results

3.3.1 Experimental setup

Off-the-shelf fast switches (which turn on and off in less than 200 ns) from analog

devices, ADG5412BRUZ, were used in the implementation of the controllers. The

experiments were done on both a macro-scale system as well as on a micro-scale

49



0 0.05 0.1 0.15
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Time (s)

S
tr

ai
n 

ga
ug

e 
vo

lta
ge

 (
V

)
 

 

Experiment 
Response from the
Identified system

Figure 3.6: Step response of the macro system for a 10V input

actuator similar to the case with the on-off controller discussed in last chapter. The

first set of experiments were done on the macro-actuator which is a 40 mm long, 10 mm

wide Ceratec, Inc. bimorph actuator. A step input of 10V was applied and response

is given in Fig. 3.6. A second order system was fitted between the applied voltage

and the voltage from the strain gauge used to measure the deflection of the beam. A

sampling 0.01s was used to discretize the system to use optimization methods. The

static intermediate voltages were found to be 7V and 15.4V for the circuit with 1nF

capacitor and 1mH inductor.

y(s)

u(s)
=

1

2.1268× 10−4 ∗ s2 + 0.0037s+ 10
(3.22)

The MEMS actuator was also operated using the microprocessor and Analog de-

vices switches. Motion of the rotational joint was captured using a high speed camera

at 8000 frames per second and the angle of rotation was measured using the MATLAB

Image Processing Toolbox. A step input of 20V was applied on this actuator and the

corresponding response is shown in Fig. 3.7. The following second order system was

identified between the input voltage and the angle of rotation of the leg in radians.
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Figure 3.7: Step response of the micro system for a 20V input
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Figure 3.8:
Macro system-charge recovery controller response for an optimal sequence
to reach 1.5V at 20ms

Although the identified response doesn’t match with the experiment result for the en-

tire step response, it matches well for the initial period where the system is supposed

to be during the operational period. In this case the charge recovery intermediate

voltages were 9.6V and 12.4V for a 3.1nF storage capacitor and 4mH inductor.

y(s)

u(s)
=

1

5.0039× 10−5 ∗ s2 + 0.0093s+ 164.6091
(3.23)
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Figure 3.9:
(a) Micro system-charge recovery controller response for an optimal se-
quence to reach 0.13rad at 2ms, (b) Micro system on-off controller re-
sponse for an optimal sequence for the same state constraints (c) Optimal
charge recovery controller and on-off sequences

3.3.2 Comparison between simulational and experimental result

The macro-system was discretized using a sampling time of 1ms and fixed inter-

mediate voltage charge recovery was applied using the second order system identified

in (3.22). The objective in the example shown was to reach (1.5±0.01V,±10V/s) at

the strain gauge output at a final time of 20ms using minimum energy. In both ex-

perimental tests the simplest (Case I) version of charge recovery operation was used.

In the simulation the final voltage settles to 1.4904V at 20ms as expected and the

experimental response closely follows as shown in Fig. 3.8. The actuator is externally

charged twice; once from 0 to 20V and a second time from 15.4 to 20V, consuming

0.2814µJ in its first step. For a second step onwards, depending on any leakage cur-

rent in the storage capacitor, the storage capacitor can be used to help the first 0 to

20V charging as well, reducing the energy consumption.

Since the natural frequency of the micro-system was approximately 10 times more

than that of macro-scale actuator, it was discretized with a smaller sampling time

of 0.1ms. In this case the objective was to reach (0.130 ± 0.001 radians, ±1rad/s)
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Figure 3.10:
Current consumption of switching circuitry and the MEMS actuator
while the switch is turned on from 0V to 20V

at 2ms. In the simulation the angle reaches 0.1297 radians at 2ms, which is in the

satisfactory range, and the experiment also follows very closely and settles around

the same value as shown in Fig. 3.9(a). The actuator is externally charged only once

and the energy consumption is 0.2µJ for the first step and would be less from the

second step onwards as explained in the last paragraph.

3.3.3 Comparison with on-off controller for power consumption

The advantage of charge recovery strategy over the on-off controller in terms of

energy consumption is evaluated here. With the same state constraints used to find

optimal charge recovery switching sequence, a pure on-off switching sequence which

minimizes energy consumption was found. Both the simulation and experimental

response of this sequence are shown in Fig. 3.9(b). The pure on-off optimization of

this can be done by removing the charge recovery constraints. The simulation and

experiment results match, with the on-off controller switches three times to achieve

the desired performance. Hence it consumes 0.6µJ , three times more than the first

step in charge recovery strategy consumed.

In order to measure the energy consumption in the switching circuitry and the
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Table 3.2:
Micro-actuator parameters used in the dynamic intermediate charge re-
covery simulation study

Parameters Values
R (Ω) 3 ∗ 109
C (F ) 1 ∗ 10−9

Vmax(V ) 20
J (kg.m2) 1.4 ∗ 10−12

b (N.m.s/rad) 2.7 ∗ 10−10
k (N.m/rad) 4.4 ∗ 10−6
G (N.m/V ) 2.8 ∗ 10−8

RDiode(Ω) 2
Sampling time (Ts)(sec) 0.0001

MEMS actuator, current and voltages were measured while the switch is turned on

charging the actuator from 0 to 20V. The switching happens in less than a microsecond

as shown in Fig. 3.10. The energy consumption was evaluated during this period from

the current and voltage and it turns out to be 0.275µJ which is in the similar order

of the expected value given in the last section.

3.3.4 Multi-stage charge recovery with dynamic intermediate voltages

Dynamic intermediate voltage charge recovery could not be implemented in the

experimental system because of discrepancies in the electrical model with the exper-

imental setup. First, while the leakage current through the thin piezoelectric layers

was not large enough to be a significant source of power draw for the small durations

where the actuator is connected to the power source, it is enough for voltage and

charge to decrease significantly over the entire course of a motion. Second, the effec-

tive dielectric constant of a thin-film piezoelectric material is dependent on applied

voltage, and would need to be measured across possible operating voltages to accu-

rately construct the automaton representation of charge recovery behavior. Thus, the

more advanced charge recovery models (Case 2 and multi-step optimization) are more

appropriate to electrostatic actuation (a more constant capacitive load) or bulk piezo-
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Figure 3.11: Charge recovery with dynamic intermediate voltages simulation result

electric actuators (where leakage and dielectric effects are smaller, although hysteresis

effects would need to be included). Nonetheless, a simulation study was conducted

to explore potential advantages of multi-stage dynamic intermediate voltage charge

recovery on an ideal model. From this study it was found that for possible range

of angles (0.2 radians with 20V supply) with satisfactory accuracy (accuracy of the

order of 0.001 radians for angles and a few radians per second for angular velocities)

could be reached by a single externally powered switching in dynamic intermediate

voltage charge recovery. Hence, the objective was changed to extract more from the

single power consuming switching. This is done by maximizing the final storage ca-

pacitor voltage and limiting the externally powered switching to one. Average power

consumption in the on-off controller and the charge recovery scenarios are 600µW

and 250µW respectively over a time period of 2ms per step in this case.

The state constraints in this example are set to be xd ∈ (0.14 rad, 0rad/s) ±

(0.001rad, 1rad/s) at 2ms and single externally powered switching is added as a

constraint, leaving the objective here to maximize the end storage capacitor voltage.

In Fig. 3.11 a typical response for this scenario is given. The final storage voltage

is 16.24V. So in the remaining steps this voltage together with external source can

be utilized to charge the actuator. Hence the average power consumption for each
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remaining step is only 86.8µW over 2ms.

3.3.5 Closed loop extension using model predictive control

At present, sensors have not been integrated effectively with the micro-robotic legs.

However, the optimization method can be extended to take advantage of feedback if

sensors are available. In this simulational study we compared the system performance

in the presence of a constant disturbance with and without feedback. The feedback

optimal sequences were found using the receding horizon philosophy [45]. In the

receding horizon method, at the beginning of the motion the optimal sequence was

found for the entire range, but only the first input value was applied. After collecting

the sensor information from the first time instant, the optimization is again done

for the new horizon starting from the second time step to the end to obtain a new

sequence.This process continued for the entire duration applying only the first input

value from the each optimization.

The objective in this study is to reach in the neighborhood of 0.1 radians at 2ms.

In the first case where the disturbance is a constant 2V, the feedback successfully

steers the system to a satisfactory range where open loop system fails which is shown

in Fig. 3.12. In the second case where the disturbance levels were increased to -4V

level, both methods fail, as shown in Fig. 3.13. However the closed loop system takes

the final state to a closer value than the open loop. Hence, in general, the closed

loop showed better performance compared to the open loop controller, and charge

recovery may be used in both open- and closed-loop scenarios.

3.3.6 Simulation with a second actuator used as a storage capacitor

A simulation study was also conducted to investigate the possibility of coordinat-

ing motion of two actuators in which one acts as a storage capacitor. This is intended

to mimic the use of charge recovery in a robot utilizing two sets of legs, one set to drive
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Figure 3.12:
Comparison between open loop and closed loop optimal controllers with
2V constant disturbance
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Figure 3.13:
Comparison between open loop and closed loop optimal controllers with
-4V constant disturbance

the robot forward during a step and the other set returning to its nominal position

over the same time period. The objective in this simulation was (0.15±0.001 radians,

0 rad/s±1rad/s) at 3ms for actuator 1, which starts from a stationary position at 0

radians. Actuator 2, which acts as a storage capacitor starts from (0.15rad,0 rad/s),

as though it has completed a step, and is desired to stop at 0 radians at 3ms. As can

be seen in Fig. 3.14(a) the actuators achieved the desired goal. We observe from the

study that this puts additional constraints on the optimization and the feasible region

is smaller. Hence, an extended time period was found to be necessary to coordinate
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Figure 3.14:
Responses of two actuators while actuator 2 acts as a storage capacitor
and returns to zero displacement state

both legs effectively, and certain goals which were obtainable in the charge recovery

of a single actuator alone may not be feasible when two actuators are combined.

3.4 Inductor sizing

A major objective of this study is to minimize the weight on board of the robot due

to the power storage and related circuitry. The inductor is the heaviest component

in the charge recovery circuit (power electronic circuit in general) and the inductance

directly influences the intermediate voltages and hence the performance. Weight

increases with the inductance, as does charge recovery circuit efficiency. Hence, it is

necessary to chose the correct inductor for maximizing the usefulness of the charge

recovery circuit.

Each externally powered switching from 0 V will cost CV 2
max joules. So if n

number of switches are made in a time period of T , the power required will be

CV 2
max×n/T . In the results discussed earlier there are three switches in 2milliseconds

and hence the power consumption is 600µW. On the other hand the charge recovery

with dynamic intermediate voltage strategy uses 86.8µW. So the power savings is

513.2µW. Considering a sample battery power density of 200 W/Kg [21], this can
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Table 3.3: Accuracy vs. Weight savings for different inductors
ϵ1 ϵ2 on-off L=56nF L=550nF

power power Weight power Weight
used used saved used saved
(µW) (µW) (mg) (µW) (mg)

0.01 10 400 42 0.92 33 0.73
0.01 1 400 125 0.63 43 0.68
0.001 1 600 125 1.67 52 1.64
0.001 0.1 800 143 2.53 57 2.61

save a battery weight of 2.57mg. But a chip inductor with inductance 200nF weighs

0.97mg [46]. Hence the net weight saving is 1.60mg.

A simulation study was conducted to understand the trade off in weight savings

and accuracy for various inductor sizes, with a comparison between using a small

inductor and a large inductor shown in the table 3.3. The state constraints for

this study were xd ∈(0.15 rad, 0rad/s)±(ϵ1, ϵ2) at 2 ms and the permissible error

bounds ϵ1 and ϵ2 are given in the first two columns. The pure on-off controller power

consumption is given in the third column. In the remaining columns the power used

and weight savings from the two inductors are also given. The weights of the inductors

are 0.75mg and 1.1mg respectively [46].

The average power consumption increased for better accuracy for all the con-

trollers. But, because of the availability of intermediate voltages in charge recovery

controllers, the increase in the energy consumption with accuracy was much smaller

with partial charge recovery compared to pure on-off controllers. When the tolerance

levels in the states are higher, the use of lighter inductors are beneficiary because of

their higher weight savings. But for the tighter tolerance levels, the weight savings

were very similar. Overall, using a lighter inductor generally offered better weight

savings, given a range of potential error tolerances.
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3.5 Conclusion

After implementing the pure on-off controller, the next step of micro-robot con-

trol studied was to incorporate a charge recovery circuit. This saves a portion of

the energy drained from actuators when voltage is discharged. Compared to the

two possible input values of a pure on-off controller, a partial charge recovery con-

troller has four or more different input levels which makes the optimization problem

more complex. However, the additional input levels make the controller more flexi-

ble and allow it to span more reachable points in the state space over a given time

period, and the incorporated charge recovery can decrease actuator power consump-

tion. Integer programming-based optimization was again employed here to minimize

the energy consumed by the MEMS piezoelectric actuator-charge recovery system.

The optimization incorporated both the dynamics of the actuator as well as circuitry

constraints. The benefit of this optimization is shown as the savings in the combined

weight of battery and the related circuitry, as well as improved accuracy in motion.

To minimize the weight on board a micro-robot for a given motion, the partial

charge recovery strategy is used which is also advantageous for reducing the necessary

inductor size needed to recover some energy from the actuator. Although this only

saves a substantial fraction of the energy drained (compared to a complete charge

recovery), it enables the flexible controller and eliminates the need to use heavier

inductors. A study was also conducted to select the correct inductor for a given

motion. Since the actuator is designed for an autonomous micro robot which will

walk in a quasi-static manner, the final angle is going to be the optimum angle for

a particular gait. Hence the inductor can be chosen for a particular standard gait

sequence of the robot. In practice, the net effect of the charge recovery controller

implementation is to reduce overall mass of a micro-robotic power system significantly,

while enabling smoother desired motions from piezoelectric actuators.

Since the control strategies implemented here are open-loop, their performance
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depends on the success of the model identification. Presence of disturbance and other

model discrepancies can not be dealt without feedback. We have showed the benefits

of this in the simulational study. However, the satisfactory results are obtained under

the laboratory conditions with careful system identification. The primary objective of

designing a low-power benchmark controller which can be carried by the micro-robot

is satisfied.
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CHAPTER IV

Sensor scheduling

Since micro-actuator motions are often subject to disturbances, some level of feed-

back is generally desirable if specified displacements are to be reliably achieved. On

the other hand, existing MEMS position sensors, such as piezoresistive or capacitive

deflection sensors consume significant amounts of energy if they are used at the same

frequency as the input on-off controller. Hence, a method for using an energy consum-

ing sensor sparingly together with the on-off controller was developed. Intermittent

measurement times along with input update times and values for on-off control of lin-

ear systems are selected to minimize state error under sensing and control constraints

imposed by strict energy limits.

As a frame of reference, capacitances of proposed thin-film lead-zirconate-titanate

micro-actuators for micro-robotics are often on the order of 0.1 to 1 nF [47] [15],

requiring nominally 40 to 400 nJ per charge/discharge cycle at 20 V. In comparison,

state-of-the-art commercial low-power capacitive sensing circuits with A/D conversion

require the equivalent of about 500 nJ per sample acquisition (50 µW for 100 sam-

ples/s [48]), and piezoresistors at this scale would need to be operated at less than

2% duty cycle to achieve comparable energy consumption. Experimental circuits

based on semi-analog, duty-cycle-output processing appear capable of dramatically

reducing energy consumption [49], and sensors based on direct voltage sensing from
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piezoelectric elements have likewise been demonstrated with much smaller energy con-

sumption per sample [50]. However, energy consumption per sample taken by these

techniques still ranges from about 2 to 85% of that required for each piezoelectric

actuator use, and these latter techniques are less directly compatible with low-power

micro-controllers and displacement sensing, respectively. Meanwhile, adjusting future

on-off control inputs at only a limited number of control input update times, as will

be done in this chapter, reduces the amount of computation and/or memory required

to perform nonlinear programming or reference a lookup-table to optimize control

inputs.

Thus, this chapter examines how to best perform on-off control of systems when

only a small number of feedback measurements and updates to control inputs are

permitted over a finite time period. Several previous studies on sensor scheduling

have some relevance to this study. Recently, Mo and Sinopoli in [29] proposed the

existence of a critical measurement rate for an unstable system which bounds the

error on state estimates. They have developed these results for an unreliable wireless

sensor network where the system was modeled as an unstable system. Similar studies

can be found in [30],[31], [32]. In [33] Li et. al. discussed a convex optimization

strategy that minimizes the maximum error of certain states by having a sensor

visit those states frequently. Another group of researchers has been investigating

efficient use of multiple sensors by turning on a smaller set of sensors at a time

[34],[35], including for model-predictive applications [36]. This study differs from

previous work by restricting controlled system inputs to on-off switching. As the

final set of states becomes a function of binary variables, the problem can become

a complex one to optimize even with certain simplifying assumptions: first, there

is only a single sensor which is turned on sparingly (a small finite number of times

over the duration of motion) and second, the objective function is expressed only

in terms of the final states. Following a sensor measurement, adjustment of future

63



on-off inputs to the system is similar to that of certain hybrid or model-predictive

controllers. For example, for the controller in this paper, a strategy derived from the

receding horizon approach for switching controller optimization of [27] is adopted,

while similar model-predictive control algorithms with final costs have been studied

in [37]. However, these previous works generally assume fixed sampling rates with

frequent measurements, concentrating their studies on the optimal controller design,

while in this paper controller design is combined with the sensor scheduling problem,

for the on-off input, single-sensor conditions noted above.

This chapter is organized as follows: section 4.1 introduces the stochastic LTI sys-

tem used for this study and the objective function and constraints on the problem;

in section 4.2, the general optimization problem is reduced to a set of simpler opti-

mizations requiring less computational effort under certain conditions; in section 4.3 a

three step strategy is described for finding the best measurement times, input update

times and input sequence for achieving specified performance; section 4.4 discusses

four case studies showing the effectiveness of the new solution strategy in various

scenarios; in section 4.5 an optimal on-off controller with energy costs included is

combined with sensor scheduling for a near optimal solution with regards to actuator

energy usage; section 4.6 concludes the chapter with advantages and disadvantages

of the sensor scheduling strategy.

4.1 System description

The discretized state space representation of the system to be studied, having n

states and a single input and output, is:

x (k + 1) = Ax(k) +Bu(k) +Bww(k) (4.1)

y(k) = Cx(k) + v(k)
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where A,B,Bw and C are the state matrix, input matrix, disturbance input matrix,

and output matrix, respectively same as given in the last chapters, and w(k) ∼

N(0, Q) and v(k) ∼ N(0, R) represent gaussian disturbance and measurement noise.

The initial state is also assumed to be a normal random variable x(0) ∼ N(0, P0).

The system is assumed to be stabilizeable and detectable if there are no input and

measurement constraints, but for the controller to be implemented the input variable

u(k) is assumed to be binary and the transition of input variables happens only at the

sampling time instants. Because of this constraint, only discrete points in state space

are reachable over finite time, and the objective of the intermittent feedback controller

is to minimize the expected value of the quadratic error function from desired final

states, xd, at time N , as in

min
u(i)={0,1}

E[(x(N)− xd)
′(x(N)− xd)] (4.2)

while making measurements sparingly (i.e., taking measurements at M << N time

steps). Since the energy consuming sensor is turned on only at a few instances in

a given optimization horizon, it is important to choose those times carefully. The

question studied here is given a specified number of measurements (or in other words,

given an allowed sensor energy consumption), what is the best performance that can

be achieved and what are the sampling and update times associated with that perfor-

mance. Although constant unknown disturbances are expected to be the predominant

disturbance in micro-robotic applications, the more general problem of randomness

entering at each time step is considered. If desired, error due to constant disturbances

may be included with appropriate addition of integrators to the system model. Like-

wise, integration terms related to output can be added if error over the duration of

motion is of interest, rather than just the states of the system at the final time.

As a preliminary, consider the deterministic open-loop problem, in which optimal

input sequences (values for u(0) to u(N−1)) can be obtained by solving an integer pro-

65



gramming problem minimizing the quadratic error function (x(N)−xd)
′(x(N)−xd).

Constraints on this problem are the deterministic part of the dynamic constraints

given in (4.1), or the solution when w(k) = 0 and v(k) = 0. Solving for the nominal

open-loop inputs without disturbance is the first step in the solution strategy dis-

cussed later. However, to improve the expected value of the quadratic error function

in the presence of disturbances and noise with a fixed, small number of measurements,

future on-off inputs may be re-optimized to update the input on-off sequence based on

measurement information. Note that updating input sequences more often than the

number of measurements doesn’t provide any additional benefit, since no improved

knowledge of actual system states is obtained. Also, it is shown later that in cer-

tain situations, updating inputs after every measurement has little benefit for system

performance and desirable results can be achieved by updating the input sequence

fewer times than the number of measurements, thus also avoiding unnecessary on-line

computations or lookup table memory storage.

To introduce the sensing terminology, consider the simplest case where measure-

ments are taken only once over the optimization horizon. Let measurement time be

Tl. States of the system based on this measurement can be estimated using an inter-

mittent Kalman filter for any time instant at or after the measurement time. Based

on these estimates the input sequence can be updated at any time Tu ∈ [Tl, N ] by

solving a second integer programming for N − Tu. The estimates of the states at the

update time using Kalman filter equations can be written as,
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x̂(Tu) = A(Tu−Tl)x̂Tl/Tl
+

Tu−1∑
i=Tl

ATu−1−iBu(i) (4.3)

x̂Tl/Tl
= x̂(Tl) + PTl

C ′[CPTl
C ′ +R]−1

(Cx(Tl)− Cx̂(Tl) + v(Tl)) (4.4)

x̂(Tl) = ATl x̂(0) +

Tl−1∑
i=0

ATl−1−iBu(i) (4.5)

PTl
= ATlP0A

′Tl +

Tl−1∑
i=0

AiBQB′A′i (4.6)

where x̂Tl/Tl
is the estimation of states after measurement and x̂(Tl) is the estimation

of states before measurement. As mentioned, a new input sequence for the remaining

N−Tu time steps is found by solving an integer programming problem that minimizes

(x̂(N)− xd)
′(x̂(N)− xd) where x̂(N) is given as,

x̂(N) = AN−Tux̂(Tu) +
N−1∑
i=Tu

AN−1−iBu(i) (4.7)

4.2 Problem reduction

Consider a general problem with a fixed number of measurements. Let the number

of measurements be a. Also, let the number of updates be b ≤ a. The objective

function in this case can be written as,

min
Tl1,Tl2..Tla,Tu1..Tub,u(0)..u(N−1)

E{[x(N)− xd]
′[x(N)− xd]} (4.8)

The overall optimization involves finding optimal measurement times, update times

and input sequences that minimize the expected value of the quadratic error func-

tion of final states. If there are no input constraints, this problem can be split into
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two simpler optimization problems involving lesser computational effort. The first

optimization problem is to determine the optimal measurement times and the second

problem is to evaluate the inputs after the last measurement time based on the mea-

surements (assuming that enough time steps remain to steer all controllable states

towards their desired final values). In this section it is shown that, even under the

on-off input constraints the overall optimization can be separated into simpler opti-

mization problems, provided some assumptions taken to do so are verified afterward.

Key results are derived for a single measurement case, then expanded to multiple

measurements.

4.2.1 Single measurement

In this case, the optimization problem is to determine the minimum of E[(x(N)−

xd)
′(x(N) − xd)] for a single measurement and corresponding measurement time Tl

and update time Tu.

The final states can be written as,

x(N) = AN−Tux(Tu) +
N−1∑
i=Tu

AN−1−i(Bu(i) +Bww(i)) (4.9)

This can be modified by introducing the estimates at Tu to

x(N) = AN−Tux̂(Tu) + AN−Tu(x(Tu)− x̂(Tu))

+
N−1∑
i=Tu

AN−1−iBu(i) +
N−1∑
i=Tu

AN−1−iBww(i) (4.10)

Assuming that there exists u(i), i = Tu..N − 1 such that

AN−Tux̂(Tu) +
N−1∑
i=Tu

AN−1−iBu(i) ≈ xd (4.11)
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or in other words,

E(||AN−Tux̂(Tu) +
N−1∑
i=Tu

AN−1−iBu(i)− xd||2)

<< E[(x(N)− xd)
′(x(N)− xd)] (4.12)

then (4.10) can be rewritten as,

x(N) = xd+AN−Tu(x(Tu)− x̂(Tu)) +
N−1∑
i=Tu

AN−1−iBww(i) (4.13)

It is critical to note that under this solution strategy, (4.12) determines whether

this simplifying approach is valid; this assumption will be revisited in the overall

solution procedure in section 4.3. It is also worth noting that under on-off control

constraints, the actuation error term in (4.12) is nondecreasing, as each additional

time step provides an additional potential adjustment to the input that may cancel

out additional deviation from the final desired states based on knowledge at Tu. Thus,

given a selected measurement time Tl, Tu would ideally be set equal to Tl. However,

in low-power control conditions, computation speed is generally limited, so it is often

convenient to update inputs after some delay, Td, from the measurement, such that

Tu = Tl + Td, and thus the following analysis allows Tu to vary from Tl.

So long as (4.12) holds true, utilizing intermittent Kalman filter equations, the

objective function can be written as a function of measurement time Tl alone, separate

from the update time Tu, as shown in Appendix A. Hence, for single measurement case

the measurement time Tl can be found by solving the following simpler optimization
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problem,

min
Tl

[trace{ANP0A
′N +

N−1∑
i=0

AN−1−iBwQB′
wA

′N−1−i

− AN−TlPTl
C ′[CPTl

C ′ +R]−1CPTl
A′N−Tl}] (4.14)

where PTl
is an intermittent Kalman filter error covariance. The quantity in (4.14)

represents the expected value of the minimum error if input constraints have negligible

effect on final error, or in other words if the desired state is reachable within some

error bound as of the update time. Furthermore, once the measurement time is found,

the input sequence can be updated by solving an integer programming problem at

any time between Tl and the latest time that the assumption (4.12) is satisfied within

a desired level of accuracy. This step is explained in detail in section 4.3.

4.2.2 Multiple measurements

Consider the case with two measurements taken at Tl1 and Tl2 > Tl1. To utilize

the information gathered from the second measurement, input must be updated at

or after Tl2, letting this time be Tu ≥ Tl2.

Using intermittent Kalman filter equations, as derived in Appendix B, the opti-

mization can be reduced to

min
Tl1,Tl2

[trace{ANP0A
′N +

N−1∑
i=0

AN−1−iBwQB′
wA

′N−1−i

− AN−Tl1PTl1
C ′[CPTl1

C ′ +R]−1CPTl1
A′N−Tl1}

− AN−Tl2PTl2
C ′[CPTl2

C ′ +R]−1CPTl2
A′N−Tl2}] (4.15)

Extending this result to a general multiple measurements case where measure-

ments are done at Tl1, Tl2..Tla, the times can be found by solving the optimization
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problem,

min
Tl1,Tl2..Tla

[trace{ANP0A
′N +

N−1∑
i=0

AN−1−iBwQB′
wA

′N−1−i

−
a∑

i=1

AN−TliPTli
C ′[CPTli

C ′ +R]−1CPTli
A′N−Tli}] (4.16)

When the assumption made earlier is not satisfied, additional updates should be

done. Consider the case where b number of updates are made at Tu1, Tu2..Tub, Tub ≥

Tla, with the modified assumption that E[||AN−Tub x̂(Tub) +
∑N−1

i=Tub
AN−1−iBu(i) −

xd||2] << E[(x(N) − xd)
′(x(N) − xd)]. If the modified assumption holds true, again

the optimization problem reduces to finding the set of measurement times without

regard to update time as expressed in (4.16).

4.3 Solution strategy

Consider a controllable and observable system with no input constraints. Note

that this assumption is different from the stabilizability and detectability assumption

mentioned earlier for systems discussed in other sections. In order to achieve a desired

set of states at the end of an optimization horizon N , measurements need to be taken

at least n steps before the end of the optimization horizon, where n is the order of

the system. This will give enough time to choose the inputs to drive the states to

the desired set. The above scenario occurs when there is complete measurement of

the states. However when measurements are partial or if there is measurement noise,

states must be estimated. Hence, the measurement time could be different fromN−n.

Similarly, if the system is completely controllable and if there are no input con-

straints, theoretically it is possible to select a combination of inputs starting at N−n

to drive the states to the desired states. However, if there are input constraints, the

decision to update the inputs generally needs to be made at an earlier time instant.
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In the current problem, since the inputs are on-off, their selection is made by solving

an integer programming problem. This makes the problem even harder due to the

NP hard nature of the integer programming problems.

Intuitively, in a single measurement case, one approach is to find the latest time

for updating the input sequence with minimal cost and determine the measurement

time which minimizes the state covariance at the given update time. However, this

proved to be significantly suboptimal. As can be seen from (A.3) the measurement

time needs to be selected to minimize the trace of state covariance matrix at the

end of the optimization horizon, not at the update time. This outcome will also be

illustrated in the next section by case study 2, using a brute force solution.

Step 1:Open loop optimal controller

As noted in section 4.1, the first step in the solution is to find an optimal switching

sequence which minimizes the error in the final states with respect to a set of desired

states when disturbances are absent. The objective function in this case can be

written as,

[
N−1∑
i=0

AN−1−iBu(i)− xd]
′[
N−1∑
i=0

AN−1−iBu(i)− xd] (4.17)

where u(i) ∈ 0, 1 are binary. Techniques for solving this problem were described

in [47].

Step 2: Selection of measurement times

Using the result from the previous section, measurements times are optimized un-

der the assumptions of sufficient time for updating being available. The measurement

times Tl1, Tl2..Tla can be obtained by solving the optimization problem
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min
Tl1,Tl2..Tla

[trace{ANP0A
′N +

N−1∑
i=0

AN−1−iBwQB′
wA

′N−1−i

−
a∑

i=1

AN−TliPTli
C ′[CPTli

C ′ +R]−1CPTli
A′N−Tli}] (4.18)

Step 3: Assumption verication

Case 1: Single update

However, the assumption must be verified for the last measurement time to com-

plete the procedure, so that an update time (Tu = Tl or Tu = Tl + Td, depending on

use of delay) can be obtained. If the assumption is satisfied for the last measurement

time, only one input update is required. Since the mean and covariance of state at

the final measurement time can be estimated easily, the assumption for the single

update case can be checked easily using the following procedure.

The mean of the state estimate at Tla can be written as,

E{x̂(Tla)} =

Tla−1∑
i=0

ATla−1−iBu(i) (4.19)

where u(i) in the above equation is the input sequence obtained from the initial

open loop optimization. The covariance of the states at Tla based on measurements

at Tl1, Tl2...Tla can be found using the recurring intermittent Kalman filter equations;

covariance of states at Tla after measurement (PTla/Tla
) can be written in terms of

covariance before measurement (PTla
) as

PTla/Tla
= PTla

− PTla
C ′[CPTla

C ′ +R]−1CPTla
(4.20)

and PTla
can be written in terms of covariance of states after previous measurement
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Figure 4.1: Comparison of error functions with full and partial measurements

at PTla−1/Tla−1 as

PTla
= ATla−Tla−1PTla−1

A′Tla−Tla−1

+

Tla−Tla−1−1∑
i=0

AiBQB′A′i (4.21)

This can be extended to the initial state covariance P0. A sample set of gaussian

pseudo-random variables with the given mean and covariance are generated for x̂(Tla).

For each set of these random variables, corresponding input sequences minimizing

||AN−Tla x̂(Tla) +
∑N−1

i=Tla
AN−1−iBu(i) − xd||2 can be determined by solving an inte-

ger programming problem. In order to check the assumption, E(||AN−Tlax̂(Tla) +∑N−1
i=Tla

AN−1−iBu(i)− xd||2) is evaluated at the end to compare with (4.18).

Sometimes, it is desirable to determine the latest update time satisfying the as-

sumption since it gives more time to compute the updated sequence, hence allowing

the use of a processor with a slower frequency. This is achieved by separating the

restrictions posed by on-off constraints from the estimation errors. For that, the error

function was evaluated when full state information is available (output matrix C=I
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and no noise) and compared with the estimation errors obtained from (4.18). The

update can be done at any time that the input constraints don’t hinder the ability to

reduce the error function to a negligible level, compared to the estimation errors. A

result obtained from such a comparison for the parameters given in the case studies is

shown in Fig 4.1. In this example, the best measurement time is 16 and update can

be done as late as 20 without incurring significant disadvantages to final controller

cost.

Case 2: Multiple updates

When the assumption is not satisfied at the final update time as discussed in

the last section, updating more than once can reduce the value of E(||AN−Tla x̂(Tla)+∑N−1
i=Tla

AN−1−iBu(i)−xd||2) and hence multiple updates can be useful. In the multiple

update case, since integer programming is used to obtain the input sequence after the

first update, the probability distribution of x̂(Tla) cannot be determined analytically.

Instead, a Monte Carlo method is used to obtain probability distributions.

The alternate update time selection method in this case begins by updating in-

puts at all the measurement times in the Monte Carlo simulation and checking the

assumption for the final update time as was done in case 1. If the assumption is satis-

fied, the optimal measurement times obtained from the reduced optimization remains

optimal. In this case, there is a possibility of reducing the number of updates which

is beneficial in reducing the number of on-line computations. This can be done by

using the following algorithm:

To reduce the number of updates, if possible, starting from the final measurement

time find the latest time instant Tu1 for whichE(||AN−Tu1x̂(Tu1)+
∑N−1

i=Tu1
AN−1−iBu(i)−

xd||2) ≪ E[(x(N) − xd)
′(x(N) − xd)] using Monte Carlo methods. Let Tlm ≤ Tu1 ≤

Tln. Now evaluate the assumption incorporating the new update again on the fi-

nal measurement time. The new update reduces the value of E(||AN−Tlax̂(Tla) +
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∑N−1
i=Tla

AN−1−iBu(i) − xd||2); if the reduction is sufficient to satisfy the assumption,

one of the new optimal time updates is Tu1 associated with Tla. If the assumption

is not satisfied, again the Monte Carlo method needs to be applied to find the latest

update time between Tln and Tla. Repeating this method until the assumption is

satisfied at the final measurement time gives a reduced number of updates if possible.

The separation of optimizing controller and sensor scheduling is not possible if the

assumption is not satisfied at the final measurement time even after updating at all the

measuring time instants. In this case in order to obtain a set of optimal measurement

and update times combined optimization needs to be done using a sufficiently large

sample set of random variables via Monte Carlo methods.

Computational advantage

In a single measurement and update case, in order to determine Tl and Tu us-

ing brute force optimization, ideally all feasible combinations would be considered,

where Tl ∈ [0, N − 1] and Tu ∈ [Tl, N − 1], though if a fixed desirable delay between

Tl and Tu is selected beforehand, the number of combinations is reduced. For each

of these combinations an integer programming problem of size N − Tu needs to be

solved. Moreover, each of these integer programming problems needs to be done over

a number of sets (say S total sets) of random variables to determine the combination

of Tl and Tu that minimizes the mean of (x̂(N) − xd)
′(x̂(N) − xd), via Monte Carlo

methods. Although this can be done off line, the NP-hard nature of integer program-

ming makes it very expensive for a larger problem size. In the proposed strategy, Tl

can be evaluated algebraically without solving any integer programming problem. In

order to find Tu, integer programming problems of size N − Tu may only need to be

solved for a single Tu, to verify that assumptions on final state reachability are met,

though simulations at additional time steps may be performed if delay between Tu

and Tl is flexible, and necessary to perform through the entire optimization horizon

76



if the assumptions are not met. To summarize, by the proposed method, as few as S

number of integer programming problems often have to be solved compared to N ×S

in the brute force method. In the multiple measurement case, the computational

advantage is twofold. By the strategy proposed, it is possible to reduce the number

of updates without effecting the overall performance. This will reduce the memory

storage and/or computational capacity required on-board. Moreover, the proposed

strategy gives a systematic way of finding each update time one-by-one compared

to solving a large optimization problem involving all the update times, measurement

times and binary inputs.

4.4 Case studies

The following second order system was identified for the micro-robotic leg shown

in Fig. 2.3.

A =

 0.984 9.795× 10−5

−270.343 0.955

 , B =

 1.273× 10−4

2.527


The sampling time used for discretization was 0.1 mS and input voltage at the on

state was set to be 20V. The range of motion for this voltage level was 0.2 radians. For

illustrative examples, the objective is set to reach in the neighborhood of (0.1 rad, 0

rad/s) at N=25th time step. Since the variation in angular velocity is large compared

to that of angular displacement, in order to normalize the error, the first state is

weighted by the natural frequency (5.3141× 104 rad/s) of the system. Disturbances

are assumed to be normally distributed with standard deviation of
√
10V and initial

conditions are also set to be normally distributed with standard deviations 10−1 and

10 respectively.

Throughout the simulational study the integer programming problems were solved
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using CPLEX.

4.4.1 Full measurement with no noise

First a simple case is considered. The output matrix C is assumed to be the

identity matrix and it is assumed that there is no noise present in the measurements.

Also, the input sequence is updated at the measurement time itself (no delay). Sub-

stituting C = I and R = 0 in (4.14) the objective function reduces it to the following.

Note that the objective function is the weighted sum of variances in the final states

represented in [ rad
S
]2.

min
Tl

[trace{ANP0A
′N +

N−1∑
i=0

AN−1−iBwQB′
wA

′N−1−i

− AN−TlPTl
A′N−Tl}]

= min
Tl

[trace{
N−1∑
i=Tl

AN−1−iBwQB′
wA

′N−1−i}] (4.22)

This equation suggests that the best option is to measure at N−1 to capture the effect

of disturbances on the last time period. However, since there are no choices left to up-

date inputs at this instant, the assumption that AN−Tux̂(Tu)+
∑N−1

i=Tu
AN−1−iBu(i) ≈

xd becomes invalid. Hence, measurement needs to be done at an earlier time step

when there are enough input choices left to drive the final states close to xd. This

is verified by the simulation result given in Fig. 4.2. The variation in the objective

function for a measurement time range of steps 8 to 24 is shown in the figure. In this

particular case variation in the objective function for Tl=14 to 21 is small and any

time in this range is acceptable. After 21st time step, although the estimation error

of the final states is smaller, the input choices available are not sufficient to reduce

the final error to the desired range.
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Variation in the objective function with respect to measurement time for
the full state measurements

4.4.2 Partial measurement with noise

In this case only the first state (angular displacement) is measured and hence the

output matrix C = [1 0]. The objective, disturbance levels and initial conditions

are set to be the same as the previous case. The measurement noise levels assumed

to have a standard deviation of 0.01 radians.

4.4.2.1 Single measurement and single update

First, to illustrate the selection of the best measurement time, (A.4) is plotted

for Tl = [0, N − 1] in Fig. 4.3. The reduced objective function achieves a mini-

mum for Tl = 16. In order to verify the assumption from (4.12), E(||AN−Tl x̂(Tl) +∑N−1
i=Tl

AN−1−iBu(i) − xd||2) is evaluated at Tl = 16 using a Monte Carlo simulation

with a sample size of 1000. Error from the update is on the order of 2 (2.346 for

the used sample set), very small compared to cost from (A.4) given in Fig. 4.3, thus

confirming the validity of the assumption in this case.

In order to further verify this result, a comparison with the results obtained from

the brute force method is also done. A complete enumeration of all possible com-
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Figure 4.3:
Variation of reduced objective function with respect to measurement time
for the partial state measurement case

binations of measurement and update times were done for a sample set of size 1000

pseudo-random variables. Results are shown in Fig. 4.4, which confirms that the best

measurement time is 16, as well as the fact that update can be done anytime between

the 16 and 19th time steps with < 1% error introduced to the final cost. In other

words, up to three step delays for computation are tolerable, and evaluation of this

fact using the reduced computation sequence would require Monte Carlo simulations

only for time steps 16 to 20.

4.4.2.2 Multiple measurement and single update

When the latest update time is not too late, the quadratic error function can be

reduced if more energy is spent on sensors, in other words by taking more measure-

ments. For example, in this case two measurements are taken resulting in a better

performance for the same disturbance and noise levels. In order to find the best mea-

surement times Tl1 and Tl2, (4.15) is plotted in Fig. 4.6. It was found that the best

measurement times are at 16 and 17 and the corresponding error function is 349.5.

As the next step described in the solution strategy the assumption was verified for
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Figure 4.5: Variation in objective function with two measurement times

an update time Tu = 17. Also, from the Monte Carlo method the objective function

was found to be 350.3 verifying the result.

4.4.2.3 Multiple measurement and multiple update

When disturbance levels are higher, E(||AN−Tlax̂(Tla) +
∑N−1

i=Tla
AN−1−iBu(i) −

xd||2) becomes larger for a relatively late last measurement time and it becomes
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beneficial to update more than once. In this scenario the disturbance standard

deviation was chosen to be Q = 50 and all the other parameters kept the same.

Variation in (4.15) is plotted in Fig. 4.5. Measurements are taken twice over the

entire optimization horizon. The best measurement times from the reduced opti-

mization given in (4.15) are Tl1 = 18 and Tl2 = 24, however because these times

leave only a single time step for the second update to take effect. Measurement

times were indexed forward one time step to Tl1 = 17 and Tl2 = 23. The ex-

pected value of the objective function from (4.15) is 1400 as shown in the figure.

The assumption was checked using the Monte Carlo method updating at Tl2 = 23

only and it was found that E(||AN−Tl2x̂(Tl2) +
∑N−1

i=Tl2
AN−1−iBu(i) − xd||2) = 325.8

resulting in an objective function value of 1802.3. In order to get closer to the ex-

pected analytical solution two updates were then done at Tu1 = 17 and Tu2 = 23,

resulting in a better value of the objective function at 1565.5. The reason for the

difference in this value from the analytical solution can be accounted for by the

large error (for this scenario, though small compared to single update scenario) in

E(||AN−Tl2x̂(Tl2) +
∑N−1

i=Tl2
AN−1−iBu(i)− xd||2) = 138.1.

The point of this example was to verify that in multiple measurement cases where

the assumption that the state is reachable from the final update is not satisfied at

the last measurement time, it is beneficial to update more than once. Also, when

the assumption is not satisfied the difference between the value calculated by (4.15)

and E(trace{[x(N) − xd]
′[x(N) − xd]}) is due to the variance of AN−Tl2x̂(Tl2) +∑N−1

i=Tl2
AN−1−iBu(i)−xd and cross covariance betweenAN−Tl2x̂(Tl2)+

∑N−1
i=Tl2

AN−1−iBu(i)−

xd and (4.15). Since the calculations of these terms involves integer programming,

evaluation of them analytically is not generally possible.

The results of all these case studies are compiled in Table 4.1. The number of

integer programming problems used to solve each case is also tabulated. Sample

time responses are shown in Fig. 4.7 and Fig. 4.8, for the trajectories of the first
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and second states, respectively. This set of responses corresponds to one of the worst

open-loop performances in Monte Carlo simulations. The solid line represents the

nominal performance in the absence of disturbances and initial state uncertainties.

As expected, after 25 time steps (at 2.5mS) nominal states reach very close to (0.1

rad, 0 rad/s). The dashed lines show the perturbed open-loop performance, with the

deviation in the final states due to random disturbances and initial conditions, using

the nominal input sequence. The dotted line represents closed loop performance with

a single measurement and the dashed-dot line shows closed loop performance with

two measurements and a single update. Both of the closed loop performances show

improvement over the open-loop performance. In the open-loop response, the first

state reaches only 0.85 rad at the desired time showing an error of 15%. On the other

hand, the single measurement case settles at 0.91 rad and two measurements case

reaches at 1.04 rad, only 9% and 4% error. For second state, the open-loop response

reaches 62.85 rad/s, single measurement arrives at 23.47rad/s and the two measure-

ment case settles at 16.22 rad/s. Closed loop performance did show improvement in

nearly all Monte Carlo simulations, though the difference between single and multiple

measurements is generally not as significant as for this specific simulation.

4.4.2.4 Implementation of feedback

In order to implement intermittent feedback, a library of on-off updates will be

stored on-board. For the case discussed above where measurements and updates are

made at 16th time step, up to 29 on-off sequences of length 9 needs to be stored

in the worst case. However with the chosen parameters given above, when on-off

updates are analysed from the monte-carlo simulation, it was found that there are

56 candidate on-off sequences required for the entire measurement space. Hence, the

measurement space can be divided into 56 subsets based on the update sequences.

When a measurement falls in one of these subsets, corresponding on-off sequence is

83



0 5 10 15 20 25
0

5

10

15

20

25  
X: 17
Y: 23
Z: 1400

First measurement time (T
l1

)

 

S
ec

on
d 

m
ea

su
re

m
en

t t
im

e 
(T

l2
)

1400

1600

1800

2000

2200

2400

2600

2800

3000

Figure 4.6:
Variation in objective function with two measurement times with higher
disturbance level
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Figure 4.7: Time response comparison of first state showing the effect of feedback

used to update the nominal sequence. The probability of a measurement to be in one

of the subranges of the measurement and the corresponding probability is shown in

Fig. 4.9.

Similarly, when the measurement is done at 16th time step and update is done

at 19th time step, it was expected that the number of sequence updates required

for the entire measurement space would be 26. However, it was observed to be only

31 from monte-carlo simulations. The probability distribution of the measurement
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Figure 4.8:
Time response comparison of second state showing the effect of feedback

Table 4.1: Compilation of results

Expected Error Number of

error from shown in integer

reduced Monte programming

optimization Carlo problems

method solved

brute force Reduced

method optimization

Open-loop 695.4 697.9 1 1

Single
405.4 404.1 25001 1001

measurement

Two measurements
349.5 350.3 300001 1001

and single update

Two measurements

1400 1802.3 300001 1001and single update

(higher disturbance level)

Two measurements

1400 1565.5 324001 2001and two updates

(higher disturbance level)

space for this case is shown in Fig. 4.10. In cases when on-board memory is limited,

only a subset of the update sequences can be stored. In Fig. 4.11, probability of an

optimal sequence to be present in the stored set when a certain number of sequences
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Partition of measurement space based on on-off updates made at T=19

are stored is given.

4.5 Combining sensor scheduling and on-off controller opti-

mization

In the previous sections the objective function used for optimization was the error

in the final states from a desired target. However, the secondary objective in this

study is to minimize the energy consumption of the piezoelectric actuator itself, given
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Cumulative probability that an optimal update is available for a given
measurement vs number of update sequences stored

a small fixed sensor energy usage. In order to achieve this, the solution strategy can be

modified. In the modified strategy, when open loop input sequences are calculated in

step 1 the following objective function is used instead of the previously used quadratic

error function; the new objective function below is the switching cost associated with

charging the piezoelectric actuator each time,

JC =
n∑

k=0

C(u(k)2 − u(k − 1)2) (4.23)

where C is the capacitance of the piezoelectric actuator array (Fig.2.2.b). The con-

straints for the optimization are the deterministic part of the dynamics equations

given in (4.1). A Monte Carlo study was done to document the advantages of this

modification on the energy consumption and results are plotted. The variation in

the mean error of the final state with respect to the measurement time is plotted

in Fig. 4.12. The circled values correspond to the combined optimization and the

starred values correspond to the sensor scheduling alone where the sole objective is

to minimize the mean error function. All the results correspond to an update time
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Variation in the objective function with respect to measurement time
for combined sensor scheduling and energy optimal on-off controller

Tu = 20 keeping all the other parameters similar to the second case study. The

average number of switches corresponding to the energy consumption with respect

to measurement time is calculated. From the energy consumption calculation it was

seen that, on an average it takes 2 switches for the combined optimization, where as

it takes 6 switches for the sensor scheduling alone. Hence, although there is a small

increase in the error values, the reduction in the energy consumption is substantial

with the modified cost function.

4.6 Conclusion

Use of an energy consuming sensor sparingly with an on-off controller is studied

here, where the sensor is used only for a limited number of sampling instants over

a finite optimization horizon. Using state estimates from these measurements, the

optimal open-loop on-off input sequence driving states of the system to desired final

values is updated at one or more update times following measurements. A three-

step, near-optimal strategy for selecting measurement and update times is proposed.

First, the open-loop input sequence without any measurements is obtained. Second,
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measurement times are selected independent of update times under the assumption

that updating inputs after the measurement time or some desired delay later will

approximately cancel error in states projected from the measurements. Third, a

Monte Carlo simulation of response to stochastic variation for the proposed update

time is performed, to verify that assumption’s validity. Procedures for adjusting

measurement and update times if the assumption fails, for eliminating unnecessary

updates having negligible impact on performance, and for incorporating actuator

power consumption are proposed. Several case studies for a micro-robotic leg joint

are examined in simulation to explore proposed controller design effectiveness.

The procedure described has potential usefulness for very low power control sys-

tems, where analog inputs and sensor measurements are expensive from an energy

standpoint, and rapid computation or data lookup are not necessarily available. How-

ever, it is worth noting that the proposed results, even accounting for actuator en-

ergy consumption, are not guaranteed to be optimal for overall energy consumption.

Rather, limits are effectively placed on energy use for sensing and on computation

time, and near optimal energy usage just for actuation is obtained under these con-

straints. A second limitation is that the current approach focuses on gaussian distur-

bances at each time step, which is a common approach to controller design and can

be adapted to some other situations, but may not always best describe disturbances

experienced by micro-systems for which this control approach is primarily intended.

Meanwhile, the approach provides decent computational benefits over baseline op-

timization procedures, such as full evaluation by Monte Carlo methods. On-line

computation or data lookup in the low-power system is also kept to a low level.

Possible future enhancements to the control approach include accounting for system

model variation and evaluating minimal total energy requirements, including sensor

and computation costs, for various performance levels in terms of final state error.
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CHAPTER V

Hybrid energy system for switching control of

micro-robotic actuation

As described in the Introduction, at present levels of development, battery technol-

ogy remains the most suitable primary power source for autonomous micro-robotics

applications. Most current micro-battery technologies produce energy below 5V level

and stacking them in series to produce a higher voltage causes a significant reduction

in energy density [38]. Thus, since piezoelectric actuators are best operated around

20 - 30V, a voltage converter is required to step-up the battery voltage. The addition

of an energy harvesting module to the power system has the potential to make a

robot completely autonomous (with indefinite lifetime, at least theoretically) or to

extend life time or the time interval between the recharging of a battery in a suitable

environment. Likewise as mentioned in the introduction, the most suitable current

choice for harvesting is a photovoltaic cell. Because of the size, weight and fabrica-

tion constraints imposed by MEMS, a simple power system architecture is proposed

in Fig. 5.1. The system is explained in detail in section 5.1.

A comparison of several MEMS energy storage devices are given in Fig 5.2 [21].

Almost universally, power-dense sources show less energy density and vice versa.

Nuclear batteries and fuel cells have very high energy density but can be used to

drive very light loads only because of the low power-density. On the other hand,
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Figure 5.1: Proposed hybrid power system for micro-robot

Figure 5.2: Power-Energy performance of various energy sources

capacitors can produce instantaneous power, but only momentarily because of low

energy density. Li-ion batteries show a balanced performance between both the sides

and hence they are projected as the primary storage device for the micro-robot and

together with a storage capacitor, the configuration is expected to meet the power

and energy requirement.

This chapter is organized as follows: section 5.1 discusses the basic architecture

of the circuits used for the power system; section 5.2 describes a simulational study

conducted to convert gait parameters to the number of actuator charging events
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required; and section 5.3 examines which power source to use based on the area of

solar cell, light intensity and actuator requirements.

5.1 Power system architecture

The proposed configuration of power sources is given in Fig. 5.1. It consists of

a solar cell, micro-battery, voltage converter circuit, a pair of storage capacitors,

an array of piezoelectric actuators and pair of switches. The first switch determines

which power source charges which storage capacitor and the second switch determines

which storage capacitor connects to the actuator. The switches are turned on such a

way that,when one storage capacitor is connected to power sources the other storage

capacitor charges the actuator.

The on-off sequence of the switch connecting a storage capacitor to actuators is

optimized for minimum energy and state constraints as discussed in chapter 2 and it

involves integer programming. Since processing power on-board is not sufficient to do

integer programming, these sequences are predetermined for a certain switching volt-

age level. Hence, the variation in the voltage level on the storage capacitor connecting

to the actuator need to be small and should be in a known range for accurate actuator

movements. Storage capacitors are charged when they reach Vsmin
to Vsmax either by

connecting to the solar cell or by connecting to the voltage converter attached to the

battery.

Typical variation in current and power generated by a small solar cell with voltage

for a given light intensity is shown in Fig. 5.3. As can be seen, for a given light intensity

there is an optimum voltage and current level at which solar cell generates maximum

power. Hence in the design phase, a set of solar cells has to be chosen in such a way

that the maximum power point (MPP) of their combination at the given nominal light

intensity matches with the desired storage capacitor voltage level. This will result in

the solar cell operating at its MPP most of the time. A voltage converter can be used
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Figure 5.3: Typical solar cell characteristics

in between the solar cells and capacitors but the associated efficiency is typically very

poor with small capacitive loads. Also, in order to maintain solar cell at MPP and do

the voltage conversion, impedance matching circuit is necessary. Hence, in order to

simplify the circuit the solar cell is connected directly to the storage capacitor whose

voltage is maintained very close to MPP. The voltage converter on the battery side

is a standard boost converter whose components are optimized for a capacitive load

by simulational and experimental study.

Performance of the power source is evaluated by the number of times it can charge

the actuator per second, which is referred to as the available switching frequency. Gait

performance required by the robot can be characterized by the desired final state of

the actuator at the desired time, tolerance of the final states, sampling time of the

controller and desired step frequency. The above mentioned gait requirements can

be converted again to a required switching frequency. Strategies for meeting these

requirements by using a solar cell array or battery are discussed in the following

sections.
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5.2 Actuator requirements

Actuator requirement are evaluated under the assumption that the optimal gait

sequence of the robot can be split in to simple movements of the actuator, which can

be modeled as state space constraints as discussed in earlier chapters. The parameters

involved in these constraints are the final desired state at the desired time (xd and

Tf ), the tolerance on the final states (ϵ) and sampling time (T ) of the on-off input.

Variation in switching frequency required with each of these parameters was studied.

For a set of values of xd = (θd, θ̇d), different desired time (Tf ), tolerance levels (ϵ)

and sampling time (T ) values were used to find the minimum number of switchings of

an actuator required to satisfy the state constraints. Tf gives a measure of speed of

operation and the minimum number of switches corresponds to the required switching

frequency mentioned earlier. It was observed that for a given tolerance, required

switching frequency is inversely proportional to Tf (or directly proportional to speed

of operation). In general, having a longer sampling time results in lower switching

frequency (hence lower power consumption). To achieve tighter tolerance levels, it is

necessary to have more time steps (N =
Tf

T
) in the optimization horizon. Hence, for

fast and accurate operation, it is necessary to have a shorter sampling time which in

turn requires higher processing capacity on-board, which is associated with a higher

energy consumption for computation.

One of the interests of the current case study is to find reachable final angles

(θd) with very small final velocity for a combination of large sampling time, small

optimization horizon and minimal actuator energy consumption. A comparison of

two cases is shown in Fig. 5.4. The first case is that of a higher sample rate with

a sampling time of T = 1 × 10−4s over a number of time steps N = 40. Secondly,

keeping the same final time Tf = 4× 10−3 a lower sample rate case with a sampling

time of T = 4 × 10−4s is considered. In both cases final angles that can be reached

with a single switching are considered. The tolerance level in the figure is normalized
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Figure 5.4: Variation in tolerance level with final angle for two sample rates

for both angular displacement and velocity states by dividing tolerance in the final

angular velocity by a factor of natural frequency of the system. As can be observed, a

controller acting at a higher sampling rate can reach all the points that are reachable

by the lower sampling rate. In addition, there are new reachable points in the state

space because of the increased number of switching options available with the higher

sampling rate. The downside of a higher sampling rate is the higher processing

capacity required on-board and associated power consumption.

Another study was conducted to understand the variation in energy consump-

tion (measured in terms of number of actuator switches required) with different

sampling rates for different final leg angles. Since the maximum angle that can

be reached with a 20V supply is approximately 0.2 radians, a set of four angles

(0.2rad, 0.16rad, 0.12rad, 0.08rad) were chosen as the desired final angles (θd). Two

different tolerance levels were chosen for a final time of Tf = 80× 10−4s. Five differ-

ent sampling rates were chosen with number of samples N = 20, 40, 80, 160 and 320.

Results are shown in Fig. 5.5. The top plot shows the variations for a looser tolerance

level compared to a tighter tolerance in the bottom plot. Certain states with tighter

tolerance are not reachable with lower sampling rates (for example x1(Tf ) = 0.16rad)

and certain states x1(Tf ) = 0.2rad are not reachable with lower sample rates in both
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Figure 5.5: Energy consumption vs sample rate for fixed tolerance levels

the cases. More states are reachable at higher sampling rate and they require less

energy from the actuator point of view as well. But, again this will require a faster

processor on-board similar to the last case.

5.3 Power source characteristics

In the architecture used, selection of a power source means whether to use the solar

cell or battery. From the preliminary studies it was found that the solar cell can charge

storage capacitor more efficiently than the battery when the storage capacitor voltage

is maintained around MPP. Hence, whenever the solar cell can generate enough power

to meet actuator requirements it is used directly. Other times the battery is used

through the voltage converter to replenish the storage capacitor.

For a slow walking gate under indoor operation with sufficient light (over 200LUX),

the solar cell can power the robot. Parameters of the solar cell array are chosen from

an off-the-shelf solar cell and its total area is assumed to be 17mm × 17mm. In order

to maintain an output voltage around 20V under indoor operation, there should be

a total of 32 cells arranged in series with a total area mentioned above. Switching

losses upon charging and discharging of the actuator are assumed to be 600nJ, based

on the measurements given in chapter 2. With the solar cells the strategy was to
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Figure 5.6:
Variation in maximum switching frequency with the changes in operating
voltage about MPP of solar cell

use them directly to charge the storage capacitor from Vsmin
to Vsmax . For indoor

operation with a change in light intensity from 200LUX to 400LUX the maximum

power point changed from 18.88V at 0.804µA to 19.64V at 1.75µA. For each of these

light intensities Vsmin
and Vsmax are chosen in such a way that the solar cell operates

around the MPP at all times. For example, for a light intensity of 200LUX, MPP is

18.88V at 0.804µA and Vsmin
and Vsmax are chosen to be 18.2V and 19.6V to provide

a maximum switching frequency of 24.78switches per second, according to Virtual

Test Bed simulations [51]. The variation in the maximum number of switches that

the solar cell can provide for a given deviation about MPP at various light intensities

is given in Fig. 5.6. In the initial part of the plot the solar cell operates very closely

around MPP but because of high switching frequency (hence high switching loses),

the number of switches it can provide to the actuator is small. On the other hand

a higher ∆V about MPP results in less frequent switching to charge the storage

capacitor but solar cell operation is inefficient. Also, it was found that the energy

gain from using a feedback controller to change operating point of the solar cell with

a change in light intensity is moderate.

Fig. 5.7 shows the maximum number of times an actuator can be turned on in a
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Figure 5.7: Variation in maximum switching frequency with Light intensity

second using a solar cell alone at various light intensities. If the operation frequency

of the actuator requires switching frequency of more than this, the battery has to

used for actuation. Hence, this plot shows when only the solar cell can be used and

when the battery needs to be turned on to charge the actuator.

5.4 Discussion

As mentioned earlier, a battery is needed to assist faster walking gates of the

micro-robot. In order to determine the switching frequencies a battery can provide,

a battery with charge characteristics based on an off-the-shelf Cymbet micro-battery

(EnerChipTM CBC050) is modeled in Virtual Test Bed software. To charge a stor-

age capacitor of capacitance 1µF from 18V to 19V through a voltage converter, a

fully charged battery takes approximately 0.24 milliseconds. With the given storage

capacitors, an actuator can be charged 17 times while the storage capacitor voltage

drops from 19V to 18V hence providing a switching frequency of over 70800Hz. The

voltage converter with optimized components has an efficiency of approximately 20%;

unfortunately, with the existing boost converter topologies in MEMS for low-power

applications, conversion efficiency is very poor. One of the tasks of future work is to

explore newer voltage converter architectures that can be miniaturized.
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Figure 5.8:
A typical tripod walking gait sequence for straight line walking of a hexa-
pod robot

The objective of this thesis was to devise efficient control strategies for simple

rotations of micro-robotic legs driven by piezoelectric actuators. These simple motions

can be combined to form efficient walking gaits. For example, for a hexapod design,

a tripod gait can be achieved by simple and synchronized rotations of the legs as

shown in Fig. 5.8[52]. In the figure, the robot is shown walking towards right side.

At any time, the robot moves three of its legs (two outer legs on one side and the

middle one on the other side) and the other three supports the weight and keep the

robot balanced. By alternating the moving and supporting legs the hexapod robot

can move forward.

As explained earlier in this chapter, the key parameters deciding the controller for

walking gait are the final state (xd), the tolerances on final states (ϵ) and the final time

(Tf ) and optimal on-off sequence for the particular gait also depends on the sampling

time (T ). The first step in expanding the strategies described in this dissertation for

the entire robot is to develop lumped models for the dynamics of the robot with the

selected legs moving at the same time (legs are chosen such that the combination

forms the gait sequence). Using this model, an optimization study can be done to

decide an optimal combination of gait parameters for achieving certain walking gait.

Using these parameters, an optimal on-off control sequence can be generated for each

leg separately.
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For open-loop operation, a certain number of optimal on-off/charge recovery con-

trol sequences for each leg can be stored in the on-board memory for different walking

sequences such as fast or slow straight line walking, turning etc. Also, provided the

robot power budget allows, a piezoelectric or capacitive position sensor can be at-

tached to each leg. This sensor can be used to measure angular rotations of each

leg intermittently as discussed in the 4th chapter. As mentioned in chapter 4, the

intermittent feedback strategy can be implemented by storing a certain number of

additional on-off update sequences on-board. From the stored sequences, suitable

updates can be chosen based on the intermittent measurements.

According to previous estimates for thin-film piezoelectric walking robots [39],

a hexapod design with the current actuator design can carry a payload of 20mg.

Assuming half of the payload is allowed for battery, a thin-film Li-ion battery of

weight 10mg with an energy density of 200W.hr/kg [21] can power over 106 chargings

of the actuator. By choosing optimal final angles mentioned earlier, this can result

in over 300,000 steps. The hexapod designs can move 1mm per step and hence the

robot is estimated to be capable of walking over 300m from the battery payload using

the simple on-off control strategy.
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CHAPTER VI

Conclusion

6.1 Summary of dissertation

This dissertation presents a systematic development of optimal control strategies,

from an optimal open-loop controller to a closed-loop controller with an intermittent

sensor, for a piezoelectric micro-robot. The core issue to be addressed was exces-

sive energy consumption of traditional control schemes while operating piezoelectric

actuators that act as capacitative loads.

Energy consumption is proportional to switching frequency in piezoelectric actua-

tors and traditional PWM-based controllers operate at very high switching frequency.

Hence, in the second chapter a more energy efficient on-off controller as well as meth-

ods to optimize it was proposed. The optimization algorithm minimizes the number

of times the piezoelectric actuator is turned on, subject to certain state constraints.

A penalty-function-based method and a branch and bound based algorithm imple-

mented in CPLEX were discussed. The integer programming methods were verified

against brute force methods. In addition, on-off controllers were compared to a tra-

ditional LQ-controllers to interpret behavior and energy consumption. A method to

make these on-off controllers more robust was also proposed. On-off control sequences

were experimentally verified on a prototype micro-actuator as well as on a macro-scale

system.
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In the third chapter, energy savings obtained using a partial charge recovery cir-

cuit were discussed. While full charge recovery circuits, requiring heavy inductors,

had been proposed by earlier researchers, in this chapter multiple benefits of using a

lighter inductor were discussed along with trade-offs associated with inductor weights.

The on-off control optimization method was modified for additional state constraints

associated with the charge recovery circuit. It was found that in certain cases energy

usage can be reduced up to two thirds by using moderately heavy inductors. Partial

charge recovery has the additional benefits of having intermediate voltage levels be-

tween the minimum and maximum voltage levels of the on-off controller, which allows

the target states to be achieved with tighter tolerance.

As an extension to the open-loop controllers, in the fourth chapter a position

sensor was added to the control system. Strategies for efficient use of this energy con-

suming sensor were discussed. A three step strategy for selecting measurement times,

selecting input update times and calculating modified input sequence was proposed.

Several case studies illustrating the method and showing its advantages are also dis-

cussed. Computational advantage of the proposed strategy was tabulated along with

a comparison from a full simulation result and proposed reduced optimization.

In the fifth chapter, a hybrid power system consisting of a photovoltaic cell, a

commercially available micro-battery and voltage converter was proposed for the use

on the micro-robot. The power system architecture was designed based on limited

resources allowed on-board based on weight and size constraints, and case study

results providing insight into application micro-robotics are given.

6.2 Summary of contributions

1. An alternative control strategy for piezoelectric micro-actuators in place of tra-

ditional op-amp based controllers and PWM-based controllers is proposed. An

integer programming based approach was shown to optimize the controllers min-
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imizing the energy usage and satisfying the given state constraints. A penalty

function based heuristic optimization method with a convex objective function

was also developed to solve the integer programming problem.

2. A partial charge recovery strategy is proposed for saving energy when the ac-

tuator is discharged. Compared to a full charge recovery where almost all the

energy is recovered using heavy inductors, in the proposed method, a lighter

inductor is used saving some of the drained energy. In addition to advantage

in weight saving, this method opens opportunities for additional intermediate

voltage levels between the maximum and minimum levels allowed in the on-off

controller. Also, an optimization procedure was developed for minimizing the

energy intake from external energy source.

3. A strategy for using an energy consuming sensor sparingly for an on-off con-

troller is developed. A three step strategy was proposed which can identify

measurement times and input update times, by solving N (where N is the num-

ber of time steps in the optimization horizon) order fewer integer programming

problems compared to a brute force method under certain assumptions.

4. A simple hybrid power system architecture consisting of a photovoltaic cell,

an off-the-shelf micro-battery and voltage converter was proposed for the au-

tonomous operation of piezoelectric micro-robot.

6.3 Future works

6.3.1 Extension to higher dimensional model

For optimization purposes, the actuator was modeled as second order linear system

in the thesis. This can be extended to a higher dimensional model to incorporate

more accurate dynamic model. Also, the effect of inclusion of non-linearities could
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be studied. Optimization is done for simple leg rotations which can be combined for

complex gait sequences. Its also possible to do optimization from a supervisory control

point of view for an entire gait sequence without specifying the simpler rotational

constraints incorporating complex dynamics models developed in the lab. A study

can be conducted to find a gain in accuracy with numerical effort required to achieve

these goals.

6.3.2 Voltage converters for capacitive loads

Traditional voltage converter architectures are designed for resistive loads and

components are optimized for load characteristics. However, piezoelectric actuators

are capacitive in nature. Voltage converters used in this study were traditional boost

converters with components sized to suit certain capacitive loads. Hence, a study

can be conducted to explore for a voltage converter architecture which works better

with capacitive load. This can be beneficial in other areas such as renewable energy

sources where super capacitors are used as energy storage devices.

6.3.3 Use of reconfigurable circuit elements

Use of reconfigurable components in the power circuitry can be used to extract

maximum out of components already on-board without adding additional weight.

For example, in the current design there are inductors in the charge recovery circuit

as well as in the voltage converter circuit. If both circuitry as well as other circuit

components can be re-designed reducing number of these heavy components it can be

beneficial. This can be done using switches and the optimization methods developed

in this research can be utilized to optimize the resulting switching circuits.
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APPENDIX A

Single measurement case for intermittent sampling

Derivation of (4.14) under the assumption (4.12) is described in this section.

Tracking system states at the final time, T (N), back to the measurement time, Tl,

(4.13) can be described using Kalman filter gain Kl as in (4.7),

x(N) = xd+AN−Tl(x(Tl)− x̂Tl/Tl
) +

N−1∑
i=Tl

AN−1−iBww(i)

= xd + AN−Tl [x(Tl)− (x̂(Tl) +Kl(Cx(Tl)−

Cx̂(Tl) + v(Tl)))] +
N−1∑
i=Tl

AN−1−iBww(i)

= xd + AN−Tl [(I −KlC)(x(Tl)− x̂(Tl))]

− AN−TlKlv(Tl) +
N−1∑
i=Tl

AN−1−iBww(i) (A.1)
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The error in estimation of states x(Tl)− x̂(Tl) is due to the randomness of the initial

states and the normal disturbances until Tl − 1. Thus (A.1) can be rewritten as,

x(N) = xd + AN−Tl [(I −KlC)(ATlx(0)+

Tl−1∑
i=0

ATl−1−iBww(i))]− AN−TlKlv(Tl)

+
N−1∑
i=Tl

AN−1−iBww(i) (A.2)

Hence E{[x(N)− xd]
′[x(N)− xd]} can be written as,

E{[x(N)− xd]
′[x(N)− xd]} =

trace{AN−Tl(I −KlC)PTl
(I −KlC)′A′N−Tl

+ AN−TlKlRK ′
lA

′N−Tl +
N−1∑
i=Tl

AN−1−iBwQB′
wA

′N−1−i} (A.3)

= trace{ANP0A
′N +

N−1∑
i=0

AN−1−iBwQB′
wA

′N−1−i

− AN−TlPTl
C ′[CPTl

C ′ +R]−1CPTl
A′N−Tl} (A.4)
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APPENDIX B

Multiple measurements case for intermittent

sampling

This section describes the derivation of (4.15) for two or more measurements. The

final state x(N) can be written based on the states and the expected values of states

at update time x(Tu) as,

x(N) = AN−Tu x̂(Tu) + AN−Tu(x(Tu)− x̂(Tu))

+
N−1∑
i=Tu

AN−1−iBu(i) +
N−1∑
i=Tu

AN−1−iBww(i) (B.1)

Under the assumption (4.12), tracking the states back to the measuring time Tl2, the

equation can be modified using Kalman filter gain Kl2 as,

x(N) = xd + AN−Tl2 [x(Tl2)− (x̂(Tl2) +Kl2(Cx(Tl2)−

Cx̂(Tl2) + v(Tl2)))] +
N−1∑
i=Tl2

AN−1−iBww(i)

= xd + AN−Tl2 [(I −Kl2C)(x(Tl2)− x̂(Tl2))]

− AN−Tl2Kl2v(Tl2) +
N−1∑
i=Tl2

AN−1−iBww(i) (B.2)
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This can be traced back to the states at first measurement time Tl1 and written

as a sum of independent random variables,

x(N) = xd+

[AN−T l2 − AN−T l2Kl2C][ATl2−Tl1 − ATl2−Tl1Kl1C]

(ATl1x(0) +

Tl1−1∑
i=0

ATl1−1−iBww(i))

− [AN−Tl2 − AN−Tl2Kl2C]ATl2−Tl1Kl1v(Tl1)

+ [AN−T l2 − AN−T l2Kl2C]

Tl2−1∑
i=Tl1

ATl2−1−iBww(i)

− AN−Tl2Kl2v(Tl2) +
N−1∑
i=Tl2

AN−1−iBww(i) (B.3)

Hence E{[x(N)− xd]
′[x(N)− xd]} can be written as,

E{[x(N)− xd]
′[x(N)− xd]} =

trace{ANP0A
′N +

N−1∑
i=0

AN−1−iBwQB′
wA

′N−1−i

− AN−Tl1PTl1
C ′[CPTl1

C ′ +R]−1CPTl1
A′N−Tl1}

− AN−Tl2PTl2
C ′[CPTl2

C ′ +R]−1CPTl2
A′N−Tl2} (B.4)
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