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ABSTRACT

Interface Design Implications for Recalling the Spatial Configuration of Virtual
Auditory Environments

by

Kyla A. McMullen

Chair: Gregory Wakefield

Although the concept of virtual spatial audio has existed for almost twenty-five years,

only in the past fifteen years has modern computing technology enabled the real-time

processing needed to deliver high-precision spatial audio. Furthermore, the concept of

virtually walking through an auditory environment did not exist. The applications of

such an interface have numerous potential uses. Spatial audio has the potential to be

used in various manners ranging from enhancing sounds delivered in virtual gaming

worlds to conveying spatial locations in real-time emergency response systems.

To incorporate this technology in real-world systems, various concerns should be

addressed. First, to widely incorporate spatial audio into real-world systems, head-

related transfer functions (HRTFs) must be inexpensively created for each user. The

present study further investigated an HRTF subjective selection procedure previously

developed within our research group. Users discriminated auditory cues to subjec-

tively select their preferred HRTF from a publicly available database. Next, the

issue of training to find virtual sources was addressed. Listeners participated in a

localization training experiment using their selected HRTFs. The training procedure

xvii



was created from the characterization of successful search strategies in prior auditory

search experiments. Search accuracy significantly improved after listeners performed

the training procedure.

Next, in the investigation of auditory spatial memory, listeners completed three search

and recall tasks with differing recall methods. Recall accuracy significantly decreased

in tasks that required the storage of sound source configurations in memory. To assess

the impacts of practical scenarios, the present work assessed the performance effects

of: signal uncertainty, visual augmentation, and different attenuation modeling. For-

tunately, source uncertainty did not affect listeners’ ability to recall or identify sound

sources. The present study also found that the presence of visual reference frames

significantly increased recall accuracy. Additionally, the incorporation of drastic at-

tenuation significantly improved environment recall accuracy. Through investigating

the aforementioned concerns, the present study made initial footsteps guiding the

design of virtual auditory environments that support spatial configuration recall.
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CHAPTER I

Introduction

As a part of our everyday lives, we humans navigate the world around us. Initially,

this vast world is unfamiliar territory, but somehow, we manage to find our way (most

of the time). Using distinct sources of information, visual and vestibular, we are

excellent at perceiving and remembering the environment we traverse.

Consider navigating the environment only using a different information source, the

auditory channel. This would be a difficult, but feasible task. Fortunately, humans are

familiar with using auditory cues to navigate. From birth we have learned to use our

ears to perceive our position relative to those of acoustic sources in the world around

us. This is particularly true of visually-impaired individuals who can be trained to

navigate their environment using acoustic cues. Sound is already used for navigation

in many contexts. For example, at sea, the sounds of buoys and foghorns are used to

guide ships (Sobey (2006)).

To further complicate the task, consider navigating while receiving vestibular in-

formation virtually. Indeed, this may sound like a far-fetched situation, however many

systems use virtual audio to convey spatial information to a listener. For example,

sonar operators use headphones to listen to a representation of their underwater sur-

roundings. Additionally, researchers from many areas including gaming, music, and

psychoacoustics have encouraged studying how to display a virtual auditory environ-

1



ment (VAE) to a listener.

Unfortunately, few researchers have investigated how listeners acquire spatial in-

formation through navigating a VAE. This dearth was partly due to a limitation in

adequate technology. Although the concept of virtual spatial audio has existed for

almost twenty-five years, only in the past fifteen years has modern computing tech-

nology enabled the real-time processing needed to deliver high-precision spatial audio

to render sonic cues as a listener moves. Characterizing this behavior is important

because the ability to walk in a VAE is needed in systems where visual cues are

degraded or direct sensation of the physical world may not be possible or desirable

(Wenzel et al. (1988b)).

1.1 Objective

The objective of this dissertation is to further understand listener acquisition of

spatial information when navigating a VAE. We created VAE in which the listener

used a mouse to search for multiple sound sources. The system outputs the spatial

sound over headphones using a customized filter for each listener. The filter charac-

terizes how spatial sounds are heard; however, creating veridical filters is very costly.

In the absence of direct measurement, we successfully used a method to combine

pre-measured filters to create each listener’s personalized filter.

Because virtual sound localization is not innate, a search training procedure was

developed. Due to the lack of research in this area, observations from the search

behaviors of successful navigators were used to develop the tasks of the training pro-

cedure. We found that listeners’ performance significantly improved after training.

Once listeners were trained to find sounds in the VAE, the present study investigated

their ability to remember the locations and identities. Generally, listeners recalled

the VAE best when allowed to freely recall the environmental information while mini-

mizing the delay between presentation and response. The present study also assessed

2



listener performance in three “real-system” conditions: sound source uncertainty, us-

ing visual cues as a reference, and non-standard attenuation.

The primary contribution is an understanding of how listeners remember and

recall the virtual worlds they navigate. In addition to aiding users to navigate visually

degraded or dangerous environments, our research findings could be used to create

subsystems to augment navigation of visual or haptic environments, thus creating a

multimodal system, which has many advantages such as: error prevention, interface

robustness, error correction / recovery, increasing communication bandwidth, and

providing alternate communication methods (Cohen and McGee (2004)).

1.2 Dissertation Organization

The remainder of this dissertation is organized as follows:

• Chapter 2, Background, reviews the necessary literature in spatial audio and

auditory interfaces.

• Chapter 3, HRTF Selection, describes the process used to select HRTFs for the

listeners of the dissertation.

• Chapter 4, Virtual Auditory Search and Training, characterizes search strate-

gies used by VAE listeners. From the characterization, a training procedure is

described and assessed.

• Chapter 5, Auditory Spatial Memory, assesses listeners’ memory of auditory

spatial objects.

• Chapter 6, Three Issues in Systems Integration, discusses the implications of

semi-practical system scenarios on the memory of auditory spatial objects.

• Chapter 7, Conclusion and Future Directions, reviews the research objectives

and suggests areas for future research.
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CHAPTER II

Background

2.1 Introduction

This chapter provides a brief overview of relevant spatial audio rendering concepts

and the development of virtual auditory environments. In this chapter, we introduce

the physical characteristics of sound and how these characteristics influence its per-

ception. When a sound is perceived, the brain automatically determines its position

by comparing the cues received by each ear and analyzing the sound’s quality. These

cues comprise head-related transfer functions (HRTFs) that characterize how the

ear receives sound. Only recently has technology enabled the real-time processing

of HRTFs to render virtual spatial sounds. With this technology, listeners can ex-

plore a virtual auditory environment while receiving real-time sonic cues. To aid the

study of listener navigation in VAEs, HRTF creation must be quick and inexpensive.

When creating VAEs to study navigation, there are many implementation options to

consider that affect the quality of the environment.

2.1.1 Characteristics of sound

Sound is described as a longitudinal wave that is an oscillation of pressure trans-

mitted through a solid, liquid, or gas. Sound propagates through compressible media

such as air or water. The variation of pressure as a function of time can be called a
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Figure 2.1: Variations in air pressure over time for a pure tone (from Hass et al.
(2003)).

sound wave (Green (1976)). Periodic sound waves, such as sinusoids, are characterized

by frequency, intensity, and phase.

Figure 2.1 shows a periodic sound as a function of pressure changes over time. The

pitch of a sound depends on its frequency. Frequency is the number of times a wave

repeats itself (or periods) per unit time. Frequency is usually measure in the number

of cycles per second or Hertz (Hz). Humans are sensitive to sound at frequencies

between about 20 Hz and 22 kHz (Shilling and Shinn-Cunningham (2000)). The

amplitude of the wave determines the sound’s loudness or intensity. Intensity is

proportional to a sound wave’s amplitude squared. A sound’s intensity is measured in

decibels (dB). The decibel is not an absolute measure of a sound’s intensity; however,

it represents the relationship between the intensities of two sounds. A sound’s phase

is the fractional part of a period as measured at any point in time.

Typically, we associate spatial sounds with an azimuth and elevation (Figure 2.2).

The azimuth specifies the direction of the sound source, which is the angle of direction

on the horizontal plane. Elevation is specified by the angle of direction in the median

plane. A sound with 0◦ azimuth and 0◦ elevation comes from straight ahead. Humans

can localize sustained sounds in terms of their position in this field.
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Figure 2.2: Coordinate system for sound direction.

2.1.2 Interaural cues for localization

Because the ears are located at two different places on the head, humans can

determine the location of a sound based on these interaural differences. For example,

sound waves reach each ear at different times, which is referred to as the interaural

time difference, or ITD (Figure 2.3). A sound is perceived to be closer to the ear at

which the wavefront first arrives, or the ipsilateral ear. If a source is directly in on

the median plane, there is no time difference between the two ears.

Additionally, when a sound is heard, the head shadows the sound received at the

farther, or contralateral, ear. The shadowing creates an intensity difference between

the right and left ears, which is called the interaural intensity difference, or IID (Figure

2.4).

Lord Rayleigh’s foundational model of the head as a sphere explains much of the

IID and ITD behavior in the estimation of a sound’s location (Rayleigh (1907)). His

theory, the duplex theory, is based on the assumption that the essential cues of a

sound’s location are based on the interaural differences between the sound waves at

each ear. For the ideal spherical head model (Figure 2.5), physics tells us that the
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Figure 2.3: Interaural Time Differences of a sound in space. The sound arrives sooner
to the ear closest to the sound source.

Figure 2.4: Interaural Intensity Differences of a sound in space. The intensity of the
sound is higher at the ear closest to the sound source.
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Figure 2.5: A plane wave impinging a spherical approximation of the human head
(from Carlile (1996))

arrival times and amplitudes of plane waves are different at the two ears at all angles

except 0 and 180 degrees.

2.1.2.1 Challenges of binaural localization

IIDs and ITDs primarily mediate the localization of sounds in the horizontal plane

(Grantham (1995)). However, there are many limitations when using these interaural

differences to determine the location of a persistent periodic sound. Rayleigh is

also credited with pointing out the ambiguity in using ITD cues to localize pure

(sinusoidal) tones. Pure tones lack transients, which are characteristic of most natural

sounds. Without transients, the ITD is essentially a phase difference between the

two ears. While the time delay is independent of frequency, the corresponding phase

delays depend on frequency, as expressed in equations 2.1, 2.2, and 2.3. The following

expression represents the difference in path lengths, as shown in Figure 2.5,

∆ = α(θ + sinθ) (2.1)

where α is the radius of the head in meters and θ is the angle of the sound source
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from the median plane in radians. If we assume that the speed of sound is constant

across frequency, the ITD is expressed as

τ = ∆c (2.2)

where c is the speed of sound (343 meters/s), and the IPD is defined as

IPD = 2π ∗ f ∗ τ (2.3)

where f is the frequency in Hz. The equations demonstrate that an observed phase

difference is consistent with several or more time delays depending on the wavelength,

speed of sound, and size of the head. The phase difference is problematic for higher

frequency sounds that are smaller than the size of the head because a given phase

difference can correspond to multiple angular locations. For an average ear separation

of 8.75cm (Algazi and Duda (2001)), a phase ambiguity will develop for frequencies

above 1960 Hz.

Furthermore, below approximately 1 kHz, IID is no longer effective as a natural

spatial hearing cue because longer wavelengths will diffract around the head, thus

minimizing the IID (Begault (1994)). It is for these reasons that the IID is primarily

a high-frequency cue and the ITD is a low-frequency cue.

The use of IID and ITD for localization provides good azimuthal cues on the

horizontal plane; however, when duplex theory is applied to free space (including

elevation and distance) an additional challenge is introduced. There are many loca-

tions in space that have indistinguishable ITD and IID cues. These points form a

cone that is centered on the interaural axis (Figure 2.6). All of the points along this

cone of confusion are identical to listeners. Localization on the horizontal plane, can

also result in confusions between sound localization in front of or behind the listener.

These confusions are called front-back reversals (Blauert (1983)).
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Figure 2.6: Cone of confusion. All points in the cone have ITDs and IIDs that are
indistinguishable to listeners.

This problem is less pronounced in the median plane, where the IID and ITD are

essentially zero. Interestingly, listeners can distinguish sound sources on the median

plane. Additionally, since ITD and IID are indistinguishable in the cone of confusion,

other types of cues are needed to explain discrimination between different positions

around its circumference. This suggested the existence of monaural spectral cues to

aid localization. These cues consist of the spectral filtering of an incoming sound wave

by the head, torso, and most importantly pinnae (outer ear) (Hebrank and Wright

(1974)).

It should also be noted that head movement produces dynamic changes in ITD and

IID. These changes are dynamic cues, which disambiguate front/back cues (Wightman

and Kistler (1999)) and elevation (Perrett and Noble (1997)).

Sophisticated measuring technology was developed after Lord Raleigh’s founda-

tional model. Subsequent studies showed that by placing a listener in an anechoic

chamber and positioning a loudspeaker at a given location, it was possible to measure

the entire acoustic transformation. Such measurements are called head-related trans-

fer functions (HRTFs). If a sound is filtered through an HRTF corresponding to a

certain location, the sound is heard at that location when delivered over headphones.
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Figure 2.7: Convolvotron

They depend on the azimuth and elevation of the source relative to the listener and

characterize not only the ITD and IIDs, per Rayleigh’s model, but the additional

spectral effects of the pinnae (outer ear).

2.1.2.2 Technological Advancements Aid Spatial Audio Rendering

Technological advances have afforded the real-time rendering of spatial audio cues.

The Convolvotron (Figure 2.7) was the first real-time spatial audio processor that

used HRTFs to replicate the ITD, IID, and pinnae localization cues. Beth Wenzel and

Scott Foster created the Convolvotron in 1992 for NASA’s VIEW (Virtual Interactive

Environment Workstation) project. The Convolvotron uses the HRTFs computed by

Wightman and Kistler (1989b).

In the Convolvotron (Figure 2.8), a set of two printed circuit boards converts

one or more monaural analog source inputs to digital signals at a rate of 50kHz (16-

bit resolution). Each stream is convolved with filter coefficients determined by the

coordinates of the desired target locations and the position of the listeners head (using

the head-tracker). The resulting data streams are mixed, converted to left and right

analog signals, and output over headphones as spatialized sound (Wenzel (1992)).
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Figure 2.8: Convolvotron block diagram (from Wenzel (1992))

For locations where the sound location was known, each sound was spatialized using

the specified HRTF filter. For locations where the HRTF was not known, the nearest

four points were interpolated to create the filter.

Essentially, the Convolvotron is a piece of special-purpose digital signal processing

(DSP) hardware for executing the convolution stage (“Convolution Engine” in Figure

2.8). There are many calculations involved in real time digital filtering. Digital

filtering is done by convolving the sampled input signal x(n) with the desired filter

f(n) of length L. The result is the filtered signal y(n).

y(n) =
L−1∑
i=1

f(i)x(n− i) (2.4)

The calculation of each element of y(n) (equation 2.4) must be performed in less

time than the sample length of the filter. Calculating a particular y(n) involves

at least L multiplications, additions, and memory shifts, referred to as convolution

points or taps. The required amount of convolution points per second (cps) in real

time processing is:

cps = filter − length ∗ samplerate
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In real-time headphone rendering, two filtering operations are required (one for

each ear). Assuming a filter length of 512 points and a sample rate of 44.1 kHz, the

required cps is:

2 ∗ 512 ∗ 44.1 = 45.16 ∗ 106points/second

This is the amount of work needed for one sound source. The same amount of

work is required to render each additional sound.

The Convolvotron contained specialized hardware to meet the computational de-

mands of real-time digital filtering. It consisted of two boards: the spectrum board

and the convolution engine card. The spectrum board was a modified TMS320-C25

system board, which included a Texas Instruments TMS320 DSP chip. The spectrum

board primarily performed the interpolation calculations used for the convolution en-

gine card, as well as performing input data buffering and clock signal generation.

The convolution engine was a custom-made board that contained four INMOS A-100

DSPs, each containing 32 parallel 16-by-16 multipliers. The engine could reach a

peak convolution speed of 320 million taps/sec (Begault (2000)).

The advancement of spatial sound rendering is directly tied to the evolution of

DSP chips (Begault (2000)). DSPs differ from ordinary microprocessors in that they

are specifically designed to rapidly perform the sum of products operation required

in many discrete-time signal processing algorithms (Tretter (2008)).

With each generation of DSPs, processing performance improved. Texas Instru-

ments produced the first generation of commercially successful DSPs in 1982. The

TMS32010 chip used 16-bit data and needed 390ns for each tap while it completed

in 5 million instructions per second (MIPS). MIPS were a popular measurement be-

fore computers reached gigahertz speeds. The second generation of DSPs, created

in 1987, mostly operated on 24-bit data and a typical model only required about

75ns per tap as it processed 13 MIPS. Examples of such chips are the Texas Instru-
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ments TMS320C50 AT&T DSP16A, Analog Devices ADSP-2100, and the Motorola

DSP56001. These processors generally operate at around 20-50 MHz, and provide

good DSP performance while maintaining very modest power consumption and mem-

ory usage. DSP speed continued to improve and the third generation of DSPs, created

in 1995, was introduced. The chips of this generation, such as the Texas Instruments

TMS320C541 and Motorola DSP56301 processed taps in 20ns in 50 MIPS and op-

erate at 100-150 MHz. During this time, architectural innovation also gave rise to

multi-processor chips, such as the Texas Instruments TMS320C80 and the Motorola

MC68356. The fourth generation, around 1997, gave rise to chips such as the Texas

Instruments TMS320C6201, which processed taps in 3ns in 120 MIPS, consuming 32

bits. Specialized multimedia extensions, such as the Intel Pentium with MMX were

also created in this period. It processed 466 MIPS. Eyre and Bier (2000)

From 1982 to 1997, DSP processor performance increased by a factor of about 150.

DSPs became increasingly specialized for applications, however many general-purpose

processors were also viable options for DSP applications.

Many general-purpose CPUs, such as Pentiums and PowerPCs, were also en-

hanced to increase the speed of computations associated with signal processing tasks.

The most common modification was the addition of SIMD-based instruction-set ex-

tensions, such as MMX and SSE for the Pentium, and AltiVec for the PowerPC.

High-performance CPUs typically operate around 3.6 GHz MHz, while the fastest

DSP processors operate in the 1.2 GHz range.

As technology advanced, so did the availability of commercial spatial audio sys-

tems. Faster spatial audio simulators were developed that could convolve more

sounds. Various companies, such as AuSIM, OpenAL and VRSonic, have created

commercial products that use a digital sound, an HRTF, and position as input to

render spatial audio over headphones as output. The companies differ with respect

to how much of the processing is executed on dedicated DSP units as compared to
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Figure 2.9: The speed increases achieved by DSPs from 1982 to 2002 through a com-
bination of faster clock rates and more powerful DSP architectures. The
BDTImark2000 is a DSP speed metric based on a processor’s results on
BDTI’s suite of DSP benchmarks; higher is faster (from BDTI (2003)).

general-purpose CPUs. By using these newer spatial audio simulators, many more

sound sources can be rendered in virtual locations.

The computational ability to enable real time spatial audio rendering and advance-

ments in our understanding of spatial hearing contributed to the surge of interest to

study spatial audio display systems (Arons (1992)). We must remember that spatial

audio cues for localization are idiosyncratic. Thus, for the widespread study and use

of HRTFs to render spatial audio, HRTF specification must be quick and inexpensive.

2.1.3 HRTF Specification

HRTFs differ by individual as a function of head shape, placement of the pinna,

and the shape of the pinna and ear canal. When these differences are large, localiza-

tion accuracy can be degraded (Middlebrooks (1999); Wenzel et al. (1993); Zahorik

et al. (2006)). The potential for increased localization error suggests that the HRTFs

selected to render sounds in spatial audio be as close as possible to those of the indi-
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vidual user. From a practical standpoint, however, requiring individually-measured

HRTFs adds a potentially costly layer of complexity to any spatial audio system.

Therefore, finding a means to provide some degree of user selection is important in

any practical and useful system.

The most accurate HRTFs are created through a costly and time consuming pro-

cedure called explicit measurement where individualized HRTFs are measured on a

human listener’s ears (Wightman and Kistler (1989b); Hammershoi et al. (1992);

Bronkhorst (1995); Moller et al. (1996)). Microphones are placed in the subject’s ear

canal (open meatus -Wightman and Kistler (1989b)) or at the entrance of the plugged

ear canal (blocked meatus - Hammershoi et al. (1992)). After the microphones are

placed, a wideband signal is played through a loudspeaker at a specific azimuth θ,

elevation φ, and distance from the subject’s head (Figure 2.10). The frequency re-

sponse at each ear is recorded and one of several system identification techniques is

used to estimate the head-related transfer function. The process is repeated for sound

sources at various locations. A sound source can be rendered at a given location in

space by filtering that source with the left and right HRTFs for that location and

playing the output over headphones. Although using individualized HRTFs leads to a

more accurate spatial image, the explicit measurement procedure can be both costly,

time consuming, and typically requires specialized equipment, such as an anechoic

chamber. From a practical standpoint, individual measurements are a poor way to

customize the HRTFs for a given listener.

Alternatives to acoustical measurement of the HRTFs have been considered. Many

researchers have worked on HRTF approximation, which typically involves using the-

oretical models or pre-measured HRTFs.

There are two notable theoretical procedures to approximate HRTFs: theoretical

computation and active sensory tuning. Individual HRTFs can be developed using

theoretical computation based on individualized anthropometry (Algazi et al. (2002),
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Figure 2.10: HRTF direct measurement process for a single individual.

Terai and Kakuhari (2003)). This method is less costly than individual HRTF mea-

surement. On the surface, this method appears to be ideal for HRTF specification;

however, the method of theoretical computation is based upon simplified geometric

models, which may lead to inaccuracies in the HRTFs. While useful as a first-order

approximation, such models are not easily extended to incorporate more complex

anthropometric measurements.

Another approach to customizing the choice of HRTFs is allowing the listener to

search through a set of options. Interactive genetic algorithms (IGAs) are one class

of psychophysical procedure for searching through large multidimensional parameter

spaces. Runkle et al. (2000) proposed a low-order pole-zero model of the HRTF and

developed an IGA for subjective tuning of the model parameters. In a similar method

proposed by Silzle (2002), the tuning and selection of HRTF by tuning experts can

be done individually for every desired direction.

Pre-measured HRTFs can also be used to approximate HRTFs for a listener.

Standardized measurement (sometimes referred to as generic measurement) involves

measuring the HRTFs of a manikin or selected humans (Bronkhorst (1995);Moller
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Figure 2.11: Knowles Electronic Manikin For Acoustic Research(KEMAR) used for
standardized HRTF measurement

et al. (1996);Wenzel et al. (1993)). KEMAR as shown in Figure 2.7, is the Knowles

Electronic Manikin for Acoustic Research and has become a standard for measuring

HRTFs, however, Moller et al. (1996) observed that KEMAR HRTFs often render

sources with decreased externalization and degraded localization accuracy. Besides

KEMAR HRTFs, several research groups have published databases of HRTFs from a

large number of subjects, which are available for use in spatial audio systems (Algazi

and Duda (2001); Gardner and Martin (1995); Blanco-Martin et al. (2011))

Data from pre-measured HRTFs are used to create HRTFs in physical feature

measurement and subjective selection. In physical feature measurement, the listener’s

ears and head are analyzed to create their HRTF. Wenzel et al. (1988a) studied the

differences between listeners during sound localization and found that a listener’s

elevation accuracy could be predicted by analyzing the acoustic characteristics of the

listener’s outer ears. Many of the individual differences in localization behavior are

due to individual differences in outer-ear acoustics.

Individualized HRTFs can be created by measuring physical features of the pinnae

and using the correlation between those features and pre-measured HRTFs to fine-

18



tune the HRTF (Inoue et al. (2005); Gumerov et al. (2002); Zotkin et al. (2002);

Zotkin et al. (2003); Jin et al. (2000)).

In subjective selection, a listener selects HRTFs based on listening to sounds ren-

dered by a variety of HRTFs and choosing the best. For example, in Seeber and

Fastl (2003), pulses of 30 ms white noise were generated sequentially at -40◦, -20◦,

0◦, 20◦, and 40◦ on the horizontal plane and were played over an electrostatic head-

phone. The change in azimuth over time created the perception of a moving noise

source. Participants compared the quality of the moving source rendered by several

pre-measured HRTFs according to externalization, front/back distinction, perceived

direction, and source width. Once the listener picked a given set of HRTFs, they

were tested in a localization task. Seeber and Fastl observed that localization errors

decreased when the listener’s selected HRTF set was used when compared with other

HRTF sets. The results indicated that subjective selection minimized the variance

of the localization responses, the number of inside-the-head localizations, front/back

confusion, and localization error.

In Roginska et al. (2010a) participants listened to sound cues and chose their

preferred HRTFs based on tournament-style listening tests. Listeners were asked to

reject HRTFs in which pairs of sources were poorly discriminated on the basis of

externalization, elevation, and front/back distinctiveness. Included among the pre-

measured HRTFs for each listener was their own HRTF. The findings showed that

listeners preferred a subset of standardized HRTFs as often as they preferred their

own HRTF.

Among all of the methods for selecting a set of HRTFs, subjective selection ap-

pears to be the easiest to implement while still providing reasonable localization per-

formance. Validity experiments by Iwaya (2006) and Saito and Iwaya (2004) showed

that the virtual sound localization performance listening using HRTFs fitted with

this method was similar to the performance of subjects using their own HRTFs.
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2.2 Implementation of the virtual auditory environment

A virtual auditory environment is more than just a choice of computational ma-

chinery and set of HRTFs for rendering. It also must be populated with acoustic

sources, the analog to objects in virtual visual environments. These sources should,

at a minimum, be located at a given position, but they may also bear other types

of information. They may be continuous, in which case they are also generating

sound, or may exhibit various degrees of intermittency. How the listener is placed in

the VAE must also be determined. Whether sounds are delivered over headphones

or loudspeakers influences both the cost and flexibility of the resulting system. Fi-

nally, the manner by which the user interacts with the environment must also be

determined. Whether they are immobile, can orient the position of their head, or

move through the environment are choices that might be dictated by convenience or

necessity. In the following, each of these topics is discussed.

2.2.1 Speech vs. non-speech sounds

Sources in a VAE generate sounds. If the goal is to study human performance

in navigating through VAEs, it is important to note that not all sounds are equally

localizable in VAEs. For example, Loomis (1985) suggests using a virtual auditory

display that identifies landmarks using synthesized speech sounds. The speech sounds

in the interface were spatialized at a given location. Although speech sounds provide

clarity when describing the identity of a virtual location, speech cues are harder to

localize in a virtual environment than non-speech cues (Tran et al. (2000)).

Non-speech sounds are alternatives to speech sounds. They are classified as bea-

cons and auditory icons. Beacons are typically described as “boings, bangs, squeaks,

clicks, etc.”. They are commonly used in alert or warning systems. For example,

Rutherford and Withington (2001) explored the use of beacons to aid emergency

egress from buildings, ships, oil exploration platforms, and airplanes. Beacon us-
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age does not face the same limitations as speech sounds as they can be designed so

that their spectrum highlights relevant binaural cues for localization. However, like

speech, beacons bear some information content that is separate from their location.

The mapping of a beacon’s sound to its meaning in the interface may add to the

listener’s task and possibly interfere with their spatial navigation. One limitation in

their usage is that the listener must learn the mapping of each beacon sound to its

intended meaning.

Auditory icons are nonspeech, “naturalistic” sound sources located at specific

positions within the VAE. They are the building blocks of auditory soundscapes in

which a sonic world is created for the listener. These natural sounds have associated

meanings that can be mapped onto similar, familiar meanings in the interface (i.e.

the sound of water, representing a water fountain). The listener does not face the

additional task of learning the mapping of the auditory icon to its intended meaning.

Like beacons, auditory icons do not face the same limitations as speech sounds. It

is for these reasons that auditory icons were used in the VAE implemented for the

experiments of this dissertation.

2.2.2 Intermittent vs. Continuous Sounds

In the absence of sound, a listener cannot determine the location of a source

from what they hear. Intermittent sources are relatively brief sonic events over time.

Accordingly, should the position of an intermittent source relative to the listener

change over time, any changes in position over silent intervals must be inferred from

localization cues present during each sonic event. For continuous sources, no such

ambiguities exist as relative position changes, as the sources emit sound continuously.

Thus, as a listener moves through a VAE, their position with respect to that of a

waterfall will always be observable, whereas their position with respect to that of

a cricket will be observable only during those times when the cricket chirps. To
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eliminate potential errors in positional judgment due to missing the needed time slice

of acoustic data, only continuous sources will be used in the thesis.

2.2.3 Loudspeakers vs. Headphones

Typically, VAE sounds sources are played over loudspeakers or through head-

phones. A challenge in using external speakers to deliver spatial sounds is positioning

the listener such that the sound delivered through the speakers give the proper spatial

audio cues. Headphones do not face the same challenges as loudspeakers inasmuch

as they maintain their position relative to the listener regardless of listener position

in the environment. However, headphones require substantial amounts of signal pro-

cessing to affect the same changes in the acoustic field as occur when a listener rotates

their head within a loudspeaker environment. The thesis will use headphones and a

spatial audio rendering algorithm to create VAEs.

2.2.4 Exploration freedom

Listeners can interact with a VAE either through directed or free exploration.

For example, navigation in the SWAN system (Walker and Lindsay (2005)) is an

example of directed exploration. In the SWAN system, navigational ”beacons” are

constructed from intermittent sounds to provide the waypoints that listeners should

follow in order to reach a previously determined destination. As the user approaches

a waypoint (source), the intermittency of the beacon sound decreases. After the

waypoint has been reached, the associated beacon is turned off and the beacon for

the next waypoint is turned on. In this interface, listeners cannot freely explore the

environment, as they are required to follow a prescribed path in the system. Listeners

only hear one beacon at a time so they cannot benefit from the knowledge could be

obtained from the detection of other sounds in the environment.

Another type of directed exploration is passive exploration. In passive explo-
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ration, spatial knowledge is acquired as the observer is moved through the VAE by

the experimenter. Hahm et al. (2007) investigated the effects of passive and active

exploration on recall. In their study, listeners were less accurate when recalling pas-

sively learned objects than actively learned ones. Some studies even suggest that

passive navigation causes cybersickness. Cybersickness is a type of motion sickness

affecting virtual environment users. The sickness experienced by users can range from

a slight headache to a nauseating feeling. One promising approach to moderating cy-

bersickness is through the manipulation of the level of interactive control provided to

users (Stanney and Hash (1998)). Reason and Diaz (1971) and Casali and Wierwille

(1986) found that crew members and copilots are more susceptible to this form of

motion sickness because they have little or no control of the plane’s movement. Lack-

ner (1990) suggested that the system operator becomes less sick than the passengers

because they can control and anticipate the motion.

This thesis is particularly interested in how users learn about sources in their VAE

without any experimental intervention. Therefore, rather than prescribing the path

along which either the user or display explores the VAE, the dissertation uses free

exploration instead. Under free exploration, the listener has complete control over

the path they choose to follow when orienting to a VAE.

2.2.5 Navigation Mediation

There are many mediations that listeners can use to facilitate navigation through

virtual spaces. For example, subjects in Holland et al. (2002) walked in a physical

environment that was mapped to a virtual environment and their navigation was

mediated through GPS. In this type of interface, the GPS update rate may not be

sufficient to indicate fine positional changes. For example the GPS signal can be lost

as the user is walking. Also, the GPS update rate may not be sufficient to indicate

the types of positional changes that make a difference acoustically.
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Head-tracker mediation is another approach to virtual mediation. While head

movement is a natural interaction style, using head trackers can be spatially limiting

and dysfunctional in certain environments. When sitting in a stationary chair, head

motion is limited by the extent to which the listener can turn their head. This

can be ameliorated somewhat by having the listener seated in a swivel chair. Head

trackers differ with respect to the technology used to sense head position. Magnetic

trackers, for example, are particularly susceptible to the presence of ferrous objects in

the vicinity of the sensor. Careful calibration of such sensors is necessary, but these

settings are known to drift over time. Also, depending on the type of technology

used, processing the data from a head tracker can be a costly operation, resulting in

an update lag, which also contributes to cybersickness.

Mouse mediation has become a standard means for users to navigate a computer

screen. Most adults are familiar with mouse usage and its usage does not face the

same limitations as GPS and head-tracker usage. One may propose that mouse

interaction is less natural than walking and head movement thus making interaction

more difficult than a more “natural” mediation. Fortunately, our work in Roginska

et al. (2010b) discovered that mouse mediation is equally as effective as a head-tracker

mediation to locate sounds in a VAE. Because of these factors, mouse mediation was

used to implement navigation in our VAE.

2.2.6 Summary

This chapter reviewed the relevant literature on spatial audio rendering and de-

scribed the implementation of virtual auditory environments. The chapters that fol-

low, serve to describe the methods used to address the objectives of this dissertation.
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CHAPTER III

HRTF Selection

3.1 Introduction

Given that each listener in our study will need an HRTF to perceive sounds in the

VAE, we must consider the tradeoffs associated with each HRTF specification method.

Undoubtedly, individualized measurement would produce the most accurate HRTF;

however, the procedure is not practical, given the costliness of the infrastructure and

laboratory personnel often required to measure individual HRTFs (Begault (1994);

Wightman and Kistler (1989a); Bronkhorst (1995)).

As you may recall from Chapter II, subjective selection rises as the least expen-

sive, yet most effective solution (Algazi and Duda (2001)). For subjective selection,

the experimenter needs only to have access to a database of HRTFs. Many HRTF

datasets are free and publicly-available (for example, Algazi and Duda (2001)). Sub-

jective selection is a desirable method because it eliminates the need for individualized

HRTFs, without compromising the quality of the spatial auditory image. Subjective

selection satisfies a common goal in this research area: to reduce expensive measure-

ment procedures and substitute them with simple HRTF selection procedures. This

procedure leads to greater accessibility and better overall experience of spatial audio

(Roginska et al. (2010a)).
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3.1.1 Prior work in subjective selection

As mentioned in Chapter II, Seeber and Fastl (2003), investigated whether sub-

jective selection could be used to improve localization performance when using non-

individually measured HRTFs. The HRTFs were from the AUDIS-catalogue of human

HRTFs (Blauert et al. (1998)).

The experimental procedure consisted of two parts: preselection and final selec-

tion. In preselection, listeners evaluated the overall directional impression of sounds

generated using 12 sets of HRTFs. The sounds were judged according to externaliza-

tion quality, minimization of front-back confusions, match of presented and perceived

direction, and minimization of perceived source width. The five HRTFs that gener-

ated the highest scores were advanced to the final selection phase of the experiment.

In this final phase, 1 of the 5 identified HRTFs was selected according to the per-

ceived location, whether the source moved horizontally in equal increments, whether

the elevation of the sound remained constant, whether the source was in the frontal

plane, whether the sound is perceived at a constant distance and from the head, and

whether that distance is heard as far away.

Seeber and Fastl (2003) found that subjective selection minimized the variance

of localization responses and increased the degree to which sources appear external-

ized. Direct access and manipulation of HRTFs was a superior selection method as

compared to experimenter-controlled sequential presentation, as the former allowed

the subject to directly compare two sounds back-to-back and focus on small acoustic

differences.

In a follow-up study to Seeber and Fastl (2003), our research group investigated

subjective selection of HRTFs to improve the awareness of azimuth and elevation

when using non-individually measured HRTFs (Roginska et al. (2010a)). For com-

parison, each listener’s own set of HRTFs was included among the options. Twenty

six of the twenty eight HRTFs used during subjective selection were from the IRCAM
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and CIPIC databases. These twenty six sets of HRTFs are a subset of the IRCAM

and CIPIC databases, and were selected by finding those with the greatest spectral

disparity across HRTFs that belong to the same cone of confusion. One was measured

on KEMAR and one was the listener’s directly measured HRTF. The stimulus was a

500ms infrapitch signal made of a repeated pink noise burst.

The experiment was divided into two parts: HRTF measurement and a selec-

tion test. The listener’s HRTF was measured using the HeadZap measurement sys-

tem (Anderson et al. (2006)) and the ITD was extracted. For each HRTF in the

database, a new HRTF was created by cascading the minimum-phase section of the

given HRTF with the listener’s ITD. The listening test consisted of three stages where

listeners judged the externalization, elevation distinction, and front/back discrimina-

tion. Externalization was defined operationally by asking whether the listener heard a

difference between a spatially-rendered sound and a diotic version of that sound. The

latter was constructed by averaging the left and right channels of the rendered sound.

To the extent that listener’s heard a difference between the two modes of presenta-

tion, externalization was inferred. Similarly, elevation was defined operationally by

asking whether the listener heard a difference in elevation between two sources that

shared the same azimuth but were located at elevations reflected above and below the

horizontal plane. Finally, front/back discrimination was inferred by asking whether

the listener heard one source to be in front and a second source behind, as opposed to

both sources coming from either in front or behind. The selection procedure began by

judging against elevation. If the listener rejected a particular set of HRTFs at least

twice in three trials, the set of HRTFs was eliminated from the search space. A sim-

ilar culling was performed following the elevation phase. Thus, those sets of HRTFs

that remained following the front/back discrimination phase were judged acceptable

according to all three criteria.

The study found that most listeners preferred their own individualized HRTF in
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at least two of the three experiment stages. Listeners also preferred many of the other

sets of HRTFs in the database as often as their individualized HRTF. The results also

suggest that many listeners judge some sets of HRTFs acceptable.

Roginska et al. (2010a) found that listeners found other HRTFs besides their own

to be equally acceptable under the three criteria and concluded that VAE listeners

can have good auditory perception, using subjectively-selected HRTFs.

3.1.2 The present work

Although listeners selected sets of HRTFs besides their own, the method used

by Roginska et al. (2010a) for creating HRTFs required the listener’s ITD function.

The present study investigates whether listeners can select ITD functions as well.

Specifically, the method proposed in Roginska et al. (2010a) was modified by substi-

tuting the ITD function measured on KEMAR (Cheng and Wakefield (2001)), which

provides an ITD for an average human. From the selected sets of HRTFs, one was

selected and listeners repeated the search procedure over the database of ITD func-

tions. As in the original study, we are interested in whether a listener finds any set

of HRTFs acceptable, and, if so, whether they also show a preference for particular

ITD functions.

Roginska et al. (2010a) observed there were groups of subjects that preferred

distinct sub-groups of spectral colorations. The present work seeks to determine if

there are groups of subjects who prefer distinct sub-groups of ITDs as well. Hartmann

and Wittenberg (1996) and Middlebrooks (1999) found that listeners tended to prefer

HRTFs from subjects with slightly larger heads (larger ITDs). Perhaps we can expect

that the listeners of this study will prefer the spatialization cues of their preferred

HRTF with the ITD cues from a larger head. It is possible that all of the listeners

could prefer the KEMAR ITD, as it was the ITD used while choosing their preferred

spectral coloration.
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Two experiments (spectral coloration and ITD selection) were designed to inves-

tigate the aforementioned questions. In the first experiment, listeners selected their

preferred spectral coloration using spatial judgment tasks for externalization quality,

elevation discrimination, and front/back discrimination. Repeated measures of ex-

periment 1 were performed to determine the selection reliability. In experiment 2,

one of the listener’s preferred sets of HRTFs was used and the search was conducted

over the sets of ITDs from the HRTF databases. The listener performed the spa-

tial judgment tasks to indicate their preferred ITD. The preferred spectral coloration

and ITD were combined to create each listener’s customized HRTF. Roginska et al.

(2010a) observed that listeners preferred a handful of HRTF sets as often as their

own. The present study runs the selection task twice and compares results across the

two runs to provide an initial assessment of reliability. It is possible that listeners

may prefer a different subset of HRTF colorations after repeating the experimental

measures.

3.2 Experiment 1: Spectral Coloration Selection

The first experiment, spectral coloration (SC) selection, replicated Roginska et al.

(2010a) with the exception that the individually measured ITD was replaced by the

KEMAR ITD and the listener’s HRTF was not included in the search space. As in

the original study, listeners judged the quality of the spatial rendering according to

externalization, elevation differentiation, and front/back differentiation.

3.2.1 Participants

Four women and eleven men ranging from 20 to 43 years old participated in the

study. All were undergraduate students at the University of Michigan. The partici-

pants were paid $10 per hour. Each participant underwent audiometric screening to

make sure their hearing thresholds were within normal range. Before participating,
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Figure 3.1: Infrapitch stimulus used for preference judgments

each listener read and signed a consent form (Appendix A).

3.2.2 Apparatus

The graphical user interface used in this study was developed using MATLAB.

The interface was used to control all phases of the experiment. Before beginning the

experiment, the HRTFs datasets were loaded into the system. The experiments were

rendered on a 21” iMac system with an Apogee Duet audio interface. All stimuli were

delivered using open circumaural Beyerdynamic DT 931 headphones.

3.2.3 Stimuli

A 500-ms infrapitch noise was used as the stimulus. The infrapitch noise was

constructed by sampling 200 msec of a pink noise source and repeating the signal 2.5

times. With this period, listeners were able to hear the characteristic small-temporal

spectral structures that are associated with infrapitch noise sources (Warren and

Bashford (1981)). The digital pink noise generator was randomly seeded each time
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an infrapitch noise was generated. Figure 3.1 shows the power spectrum of one

instantiation of the infrapitch signal that was used in the experiment.

The HRTF datasets used in the present experiment were collected from two

publicly-available databases: the database obtained at IRCAM (Institut de Recherche

et Coordination Acoustique/Musique) and AKG Acoustics for the Listen project

(http://recherche.ircam.fr/equipes/salles/listen) and the CIPIC (Center for Image

Processing and Integrated Computing) database measured at UC Davis by Algazi

and Duda (2001). Additionally, a dataset measured at the Naval Submarine Medical

Research Laboratory (NSMRL) on KEMAR by Cheng and Wakefield (2001) was in-

cluded in the database. The IRCAM database contains 51 HRTF and anthropometric

subject measurements. The CIPIC database contains 45 HRTF and anthropomet-

ric measurements. A measure of spectral contrast between HRTFs along a common

cone of confusion was used to eliminate HRTFs that were unlikely to provide suf-

ficient acoustic information for listener’s to discriminate front from back (Roginska

et al. (2010a)). From the 97 sets of HRTFs, 27 were selected: 13 from the IRCAM

database, 13 from the CIPIC database and the KEMAR dataset. For each trial, a

given set of HRTFs was selected and impulse responses for the left and right ears

were created by cascading the minimum-phase head-related impulse response (drawn

from the given set) with the all-pass impulse responses for the KEMAR ITD.

3.2.4 Procedure

All listening tests were conducted in a soundproof booth in the Computer Sci-

ence and Engineering Building at the University of Michigan. Each participant was

seated at a table in front of the iMac system/Apogee Duet audio interface with the

Beyerdynamic headphones in place.
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Figure 3.2: Interface seen during coloration selection tasks. A is the interval currently
playing during the externalization stage.

Figure 3.3: Stimulus preference judgments made during experimental procedures: ex-
ternalization quality (a), elevation (b) and front/back (c) distinction
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3.2.5 Methods

The user interface for controlling the experiment is shown in Figure 3.2. At the

beginning of a session, the HRTF database, ITD, and test signal were selected. Fol-

lowing this selection, the listener began the first phase of the experiment in which

they judged each rendering on the basis of externalization. Upon completion, the

database was culled of sets that weren’t selected two or more times, and the ele-

vation phase was begun. Similarly, upon completion, the database was culled and

the front/back phase was begun. To remind the listener, instructions on the screen

included a definition of the criterion and a description of the listener’s task.

Each phase of the experiment consisted of a set of trials, each trial of which

presented examples of five different renderings. At the beginning of a trial, the listener

heard each example in sequence. The visual display was used to cue the listener by

highlighting the appropriate option button while the example was played. Before

making their judgment, the listener could replay any one option by selecting the

appropriate button. Check boxes below each option button were used to indicate

which options provided adequate externalization (Phase One), elevation distinction

(Phase Two), or front/back distinction (Phase Three).

In the case of externalization (3.3a), the beginning of each trial was preceded by an

unspatialized reference signal. Each interval was comprised of a series of sounds. The

first sound in the interval was an unspatialized reference signal. This signal served

as an in-the-head reference, to which the externalized sounds could be compared.

Following the reference signal, the listener heard a series of five spatialized signals

that were generated from randomly selected HRTFs at randomly selected azimuths

on the horizontal plane: ±150◦ , ±120◦, ±90◦, ±60◦, ±30◦. The same sequence of

azimuths was used for all intervals in each trial. The listener checked the boxes of

the intervals in which externalization was perceived. In some cases, sound sources in

the same interval were perceived as externalized and others were not. The listener
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was instructed to select the cases in which a majority (three or more) of the sounds

was perceived as externalized. If none of the intervals were perceived as externalized,

the listener checked the “None” checkbox. After submitting their selections, the

results were saved and the overall completion progress was displayed. Next, the

listener repeated the externalization discrimination task for a new set of five intervals.

Each HRTF in the database appeared in three intervals. Only the preferred HRTFs

(selected at least two out of three times) were used in the elevation discrimination

task.

The elevation discrimination phase (Figure 3.3b), proceeded along lines similar to

the externalization phase. Each interval was comprised of five pairs of stimuli. Each

pair was spatialized using a randomly selected HRTF at a randomly-selected azimuth:

± 150◦ , ±120◦, ±90◦, ±60◦, ±30◦ at ±36◦ elevation. The same sequence of azimuths

was used for all intervals in each trial. The listener checked the boxes of the intervals

in which they could discriminate the high and low signals in each pair of stimuli.

The listener was instructed to select the intervals in which a majority (three or more)

of the signal pairs had discriminable elevation differences. If none of the intervals

contained pairs in which elevation could be discriminated, the listener checked the

“None” checkbox. After submitting their selections, the results were saved and the

overall completion progress was displayed. The trials continued in this manner until

each set of HRTFs in the database had been evaluated three times. The database

was then culled and only those sets of HRTFs that were selected two or more times

were advanced to the front/back phase.

The front/back discrimination task (Figure 3.3c) required the listener to judge

the front/back distinctiveness of two sounds presented at locations along a common

cone of confusion. Each interval was comprised of five pairs of stimuli presented on

the horizontal plane. The pairs were spatialized using randomly selected HRTFs from

the following azimuths: ± 150◦ , ±120◦, ±90◦, ±60◦, ±30◦. The same sequence of
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azimuths was used for all intervals in each trial. Upon completion of the third phase,

the sets of HRTFs that remain after culling of the database have passed the listener’s

judgment with respect to externalization and two attributes of localization: up/down

and front/back.

Each of the 27 HRTFs were ranked with a number that indicated the number of

subjects that preferred the HRTF’s spectral coloration. The highest-ranking HRTF

coloration within a subject’s set of preferred colorations was selected as their preferred

coloration. In the event of a tie, a spectral coloration was randomly selected from the

listener’s highest-ranking colorations.

3.3 Results

In the figures that follow, HRTFs #2 - #14 come from the IRCAM database, #15 -

#27 come from the CIPIC database, and #28 was the KEMAR HRTF measurement.

HRTF #1 is deliberately blank, to allow direct comparison to the results of Roginska

et al. (2010a), in which it represented the listener’s measured HRTF.

3.3.1 Externalization

Figure 3.4 shows the percentage of times that each HRTF of the 27 HRTFs made

it through the externalization judgment phase. The CIPIC datasets and the KEMAR

dataset were chosen by 86-100% of subjects for their externalization quality. In sharp

contrast, the IRCAM datasets were selected by 6-26% of subjects. The selection re-

sults follow the trend observed in Roginska et al. (2010a) (Figure 3.5). The CIPIC

datasets and the KEMAR dataset were chosen by 70-80% of subjects for their ex-

ternalization quality. In contrast, the IRCAM datasets were selected by 10-40% of

subjects.
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Figure 3.4: Percentage of subjects that selected each HRTF during the externalization
discrimination stage of HRTF spectral coloration selection. Along the
abscissa is the HRTF ID and along the ordinate is the percentage of
participants that perceived each HRTF’s externalization cues.

Figure 3.5: Percentage of subjects that selected each HRTF during the externaliza-
tion discrimination stage of Roginska et al. (2010a) (reprinted with per-
mission).
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Figure 3.6: Percentage of subjects that selected each HRTF during the elevation dis-
crimination stage of HRTF spectral coloration selection. Along the ab-
scissa is the HRTF ID and along the ordinate is the percentage of partic-
ipants that perceived each HRTF’s elevation cues.

3.3.2 Elevation

In the second stage of SC selection, subjects were asked to discriminate between

examples that were rendered at elevations above and below the horizontal plane.

Figure 3.6 shows the percentage of subjects that chose each of the 27 HRTFs presented

during the elevation discrimination task. Only HRTFs that were chosen in at least

67% of the presentations continued to the next stage . The CIPIC datasets and the

KEMAR dataset were chosen by 53-100% of subjects for their elevation quality. In

sharp contrast, the IRCAM datasets were selected by 0-20% of subjects. Among the

subjects for which #7 was advanced after the externalization phase, none of them

judged the examples as good two or more times during the present phase.

Our results follow the trend observed in the previous work (Figure 3.5) in that

a higher percentage of subjects preferred the spectral colorations of the CIPIC and

KEMAR HRTFs. A smaller percentage of subjects preferred the IRCAM HRTFs. In

the present work, HRTF #7 was eliminated at this stage, as it was not preferred by
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Figure 3.7: Percentage of subjects that selected each HRTF during the elevation dis-
crimination stage of Roginska et al. (2010a) (reprinted with permission).

any listeners. In the previous work, the same HRTF was also eliminated at this stage.

3.3.3 Front/Back

Figure 3.8 shows the percentage of subjects that chose each of the 27 HRTFs

presented during the front/back phase. The CIPIC datasets and the KEMAR dataset

were chosen by 20-86% of subjects for their front/back discernibility. The IRCAM

datasets were selected by only 0-20% of subjects. An additional HRTF (#9) from

the public datasets has been eliminated at this stage.

As compared to the results of our previous work (Figure 3.9), fewer HRTFs were

eliminated at this stage of the listening test. In the present study, HRTF #9 was

eliminated, as also seen at this stage in the previous work.

The previous figures have shown data averaged across subjects. Figure 3.10 sum-

marizes the selection process for each subject (ordinate) for each HRTF set (abscissa).

The absence of a symbol indicates that the subject did not select that HRTF set two

or more times during the externalization phase. The ’x’ marker represents externaliza-

tion selections. HRTFs selected after the externalization and elevation discrimination
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Figure 3.8: Percentage of subjects that selected each HRTF during the front/back
discrimination stage of HRTF spectral coloration selection. Along the
abscissa is the HRTF ID and along the ordinate is the percentage of
participants that perceived each HRTF’s front/back cues.

Figure 3.9: Percentage of subjects that selected each HRTF during the front/back
discrimination stage of Roginska et al. (2010a) (reprinted with permis-
sion).
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Figure 3.10: HRTF spectral coloration preference for each subject, for the 3 judgment
tasks: externalization (x), elevation discrimination (*), and front/back
discrimination (filled circles). Along the abscissa is the HRTF ID and
along the ordinate is the Subject ID.
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Figure 3.11: HRTF spectral coloration preference for each subject of Roginska et al.
(2010a) (reprinted with permission).

tasks are represented by the ’*’ marker and final winners are presented by filled cir-

cles. Selection results are very similar across subjects. All of the subjects had a strong

preference for HRTFs from the CIPIC database and the KEMAR measurements. In

addition, subjects #4, #5 and #8 preferred at least one HRTF from the IRCAM

database. In the previous work (Figure 3.11), only two listeners preferred the HRTFs

of the IRCAM database; however, in the present study, none of the listeners preferred

the IRCAM HRTFs.

3.3.4 Repeated Measures

To determine the reliability of the listener’s judgment during the discrimination

tasks, eleven participants repeated the SC selection experiment. Figure 3.12 shows

the two measures of reliability (selectivity and consistency). Selectivity (Equation

3.1) is the number of HRTF sets that were selected in both experiments normalized

by the number of HRTFs selected in either experiment.
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Figure 3.12: On the left is the percentage of HRTFs preferred by each subject during
the repeated measures task, compared to all HRTFs preferred in both
experiments. On the right is the percentage of HTRFs preferred by each
subject during the repeated measures task, as compared to the HRTFs
preferred in the initial task.

Selectivity =
| Htrial1 ∩Htrial2 |
| Htrial1 ∪Htrial2 |

(3.1)

Consistency (Equation 3.2) compares the HRTFs that were selected in the second

experiment to the HRTFs selected in the initial procedure.

Consistency =
| Htrial1 ∩Htrial2 |

| Htrial2 |
(3.2)

The left panel of Figure 3.12 shows listener selectivity as a function of subject

ID. Selectivity ranges from 0 to 1 across the eleven subjects, with a mean selectivity

of 0.47. This relatively low value for average selectivity could reflect the fact that

listeners make very different choices when performing the task a second time, or

that they are becoming more discerning during the second run by accepting some

but rejecting more of the choices they made in the first run. The consistency score

suggests the latter, rather than the former, explanation for the selectivity results.

Consistency scores across subjects are no smaller than 0.5 and show a mean of 0.68.

It should be noted that subject #2 has a 0% selectivity and consistency score because
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he/she selected two HRTFs in the first task and one (different) HRTF in the repeated

measure. The data suggest that listeners, on average, are likely to repeat 70% of

their selections when searching through the space of options a second time. While

this result is encouraging, stronger conclusions require substantially more data across

multiple repetitions of the experiment.

3.4 Experiment 2: ITD Selection

3.4.1 Methods

In the second experiment, ITD selection, the listener chose their preferred ITDs by

judging the spatial qualities of sounds delivered using different ITDs from a database

of HRTFs. The preferred spectral colorations, as determined in Experiment 1 (SC

selection), were used to deliver the spatialized sounds. To pick the preferred spectral

coloration, the HRTFs were given a numerical score according to the number of

subjects that preferred it in the final stage. Of each listener’s final set of colorations,

The highest scoring ITD was chosen as the listener’s preferred spectral coloration.

In the case of a tie, one of the highest scoring HRTFs was randomly chosen. In the

same manner, a preferred ITD was determined for each participant of the present

experiment. Each listener’s preferred spectral coloration and preferred ITD were

combined to create the set of HRTFs for that listener throughout the rest of the

dissertation experiments.

3.4.2 Participants, Apparatus and Stimuli

The fifteen listeners from the previous experiment participated in Experiment 2.

The entire experiment was completed in a single session that occurred one to seven

days after Experiment 1. The same 500ms infrapitch signal and HRTF datasets from

Experiment 1 were used in Experiment 2. Each listener heard all stimuli through
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Figure 3.13: Interface seen during ITD selection tasks. D is the interval currently
playing.

their preferred spectral coloration.

3.4.3 Procedure

In ITD selection, each listener’s preferred ITD was selected from among the ITDs

within the HRTF database. At the beginning of the ITD selection experiment (Figure

3.13), the experimenter began by loading the database of HRTFs into the system.

Next, the experimenter loaded each listener’s preferred spectral coloration into the

system. Afterwards the listener pressed a button to begin the trial in which they

completed the 3 stages of discrimination tasks in the same manner as that described

in Experiment 1.
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Figure 3.14: Percentage of subjects that selected each ITS during the externalization
discrimination. Along the abscissa are the HRTF IDs and along the
ordinate is the percentage of participants that selected the ITD of that
HRTF

Figure 3.15: Percentage of subjects that selected each HRTF during the elevation dis-
crimination stage of ITD selection. Along the abscissa are the HRTF IDs
and along the ordinate is the percentage of participants that perceived
each HRTF’s externalization cues.

45



Figure 3.16: Percentage of subjects that selected each HRTF during the front/back
discrimination stage of ITD selection. Along the abscissa are the HRTF
IDs and along the ordinate is the percentage of participants that per-
ceived each HRTF’s externalization cues.

3.5 Results

3.5.1 ITD selections

The results of ITD selection differ considerably from those shown for selection

based on spectral coloration. Figures 3.14-3.16 show the percentage of subjects that

chose each of the 27 HRTF sets for the externalization, elevation and front/back stages

of the selection process, respectively. In contrast to the choice of spectral coloration,

there is relatively little clustering in selection around particular collections of HRTF

sets. Some selectivity is achieved, and this selectivity improves with each subsequent

phase. The average selection rate for externalization was 57%. This decreased to

42% after the elevation phase and was further reduced to 26% upon completion of

the third phase. Thus, listeners are able to reject options at each stage, but their

individual choices do not agree with those of the entire group.

When broken out by individual subject, the same differences are noted between

the ITD selections and the spectral coloration selections. As shown in Figure 3.17, the

’x’ marker represents items that passed externalization before being rejected, the ’*’

marker represents items that passed both externalization and elevation before being
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Figure 3.17: ITD preference for each subject, for the 3 judgment tasks: external-
ization (x), elevation discrimination (*), and front/back discrimination
(filled circles). Along the abscissa are the HRTF IDs and along the
ordinate are the Subject IDs.

rejected, and the filled circle represents items that passed all three criteria. Selection

results are very similar across subjects. None of the subjects exhibited a strong

preference for a specific ITD or set of ITDs from the HRTF database. There is no

single ITD that is rejected or accepted by most subjects. Furthermore, most subjects

find a large number of ITDs to be acceptable under these criteria. The IRCAM ITDs

were selected as often as the CIPIC ITDs.

3.5.2 Customized HRTFs

The HRTFs created in the two experiments are shown in Table 3.1. As in the SC

selection procedure, the listener’s preferred ITD was identified. Of the 15 customized

HRTFs that were created, 12 were unique. One participant (#14) selected a spectral

coloration and ITD from the same HRTF in the database.

3.6 Discussion

The results of the present work replicate the earlier findings of Roginska et al.

(2010a) without the need for an individually-measured ITD. Repeating the selection

procedure for spectral coloration suggests that listeners tend to reject previously
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Table 3.1: HRTF IDs of the spectral coloration and ITD used to create each cus-
tomized HRTF

Participant Coloration ITD
1 22 15
2 25 2
3 22 2
4 22 15
5 24 17
6 24 15
7 24 27
8 24 15
9 25 15
10 22 20
11 27 15
12 22 11
13 22 15
14 24 24
15 22 17

selected options rather than accept ones they had previously rejected.

Additionally, the results affirm that there are discriminable spectral cues that

most listeners prefer over another, even when listening using standardized ITDs.

Similar to the observations in Roginska et al. (2010a), there was a group of listeners

that preferred the spectral colorations of the HRTFs from the CIPIC and KEMAR

databases. None of the listeners preferred the IRCAM HRTFs. Furthermore, we were

also able to identify common HRTFs that did not provide elevation and front/back

distinction to any listener in the present study and Roginska et al. (2010a). These

conclusions are important with respect to the use of spatial audio in the field. By

establishing that the same pre-measured HRTFs are selected using a pre-measured

ITD, we have shown that it is not necessary to individually measure the ITD for

the listener in a practical customization procedure. Furthermore, we have shown

that listeners do prefer some ITD sets over others, and that they can refine their

preferences through the same three stages of evaluation.
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The results indicated that each ITD had about an equal likelihood of being pre-

ferred in the discrimination tasks. Listeners, as a group, did not show preference for

any particular subset of possible ITDs. It should be noted that participants informally

reported that the ITD selection task was more challenging than the SC selection task,

as there were smaller differences in the spatial cues.
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CHAPTER IV

Virtual Auditory Search and Training

4.1 Introduction

Listeners need to be trained to search for sounds in a VAE. The ability to navigate

in a VAE, while receiving real-time spatial audio cues, is a relatively new concept that

may not be “natural” to listeners. Training is vital because spatial auditory displays

depend critically on the user’s ability to find the various sources of information (Wen-

zel et al. (1993)). In the same way that sight-impaired individuals require training

to learn to navigate the physical world, listeners need training to search for sound

sources in a virtual world.

The present chapter discusses the development of a training procedure to search

for sounds in a VAE. Section 4.2 describes the search strategies that listeners develop

independently, without receiving training. Successful independent search strategies

were analyzed and used to design the training procedure described in section 4.3. The

remainder of the chapter describes the experiment and evaluates the efficacy of the

proposed training procedure.

4.1.1 Visually-impaired navigation training

To begin discussing non-sighted navigation of VAEs, we must consider a limiting

case, orientation and mobility training for the visually-impaired. Orientation and

50



mobility (O&M) training aims to maintain travel independence by teaching visually-

impaired adults to negotiate natural environments safely and independently (Peterson

et al. (1998)). With training, visually-impaired adults gain a better understanding

of their environment, which enables them to travel more comfortably, efficiently, and

safely.

Sight-impaired individuals are often trained to use navigation tools called mobility

aids or electronic travel aids (ETAs), which primarily provide near-field detection of

immediate objects. Examples of such devices are the sonar-cane (Kay (2011)), laser

cane (Raycal (2006)), and infrared signage (Crandall et al. (1999)). Most ETAs

help to identify close or near-field objects. Blind travelers could potentially benefit

from receiving a larger representation of their space, such that all objects within a

predefined radius are detectable.

From the O&M training, we see that visually-impaired persons require training to

learn to navigate the environment. From here, we may infer that sighted individuals

will also need training to learn to navigate a VAE. Training to search for auditory

objects has not been thoroughly investigated in the literature. Our approach examines

the search strategies of successful navigators and characterizes their behavior. From

the characterization, a training method was developed and analyzed.

4.2 Experiment: Self-trained search

When listeners are allowed to search for sounds in a VAE without training, they

exhibit a variety of behaviors. In this section, we characterize the behaviors observed

in two search experiments that were performed in collaboration with New York Uni-

versity (NYU). The first study examines head rotation search strategies. The second

study examines changing-position search strategies within the VAE.
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4.2.1 Search by head rotation

From a fixed position, head movement improves sound localization accuracy (Wal-

lach (1940); Pollack and Rose (1967); Wightman and Kistler (1999); Zahorik et al.

(2006)). For example, Pollack and Rose (1967) investigated the role of head motion

in the localization of sounds presented on the horizontal plane. Localization accuracy

improved in conditions where head motion was permitted, as compared to condi-

tions in which the listener’s head remained stationary. The average localization error

was 10-15% less when head motion was allowed. Thus, listener movement improves

localization accuracy; however, the strategy used during the localization process is

unknown.

In a previous study (Roginska et al. (2011)), our research group assessed listener

strategies when localizing a static sound source from a fixed position. In the study,

21 participants completed 3 interaction conditions:

1. Static Interaction: In the static condition, the listener did not interact with the

VAE. The sound source was presented at a fixed location. The listener judged

the location of the source without moving.

2. Avatar Interaction: In the avatar mediation, the listener used a mouse interface

to change their orientation in the environment by orienting the nose of the

avatar. As the orientation of the avatar was changed, the audio cues updated

as well to reflect the relative change in orientation.

3. Natural Interaction: In the natural mediation, the listener used a head-tracker

to interact with the environment. As the listener turned their head, the spatial

audio cues updated to convey the location of the sound source.

Participants were told to locate a sound source on the horizontal plane and mark

its location in the graphical user interface (GUI) (Figure 4.1). In a balanced de-
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Figure 4.1: GUI used in fixed-position search to mark the location of the sound source
(from Roginska et al. (2011)). The red ’X’ indicates the marked location of
the sound source. The listener’s orientation is represented by the direction
of the blue listener’s “nose” in the center.

sign, each participant completed the three experimental conditions. Each condition

consisted of a training phase followed by a testing phase.

In the orientation strategy analysis, each listener’s three fastest and slowest trials

were examined in each interaction condition. The static condition is omitted from

this discussion because the listener’s orientation remained constant. Each trial was

categorized according to the strategies used to localize the sound source. For example,

in 40% of the fastest avatar condition trials, listeners used the equal-level strategy

(Figure 4.2). In the equal-level strategy, the listener rotates in the direction of the

sound source and stops when the sound’s intensity reaches an equal level in both ears.

In another 14% of the fastest avatar trials, listeners were observed overshooting

the sound source by rotating in the direction of the target source, letting the sound

source pass through the leading ear, then to the opposite ear. Then the listener

corrected their position by moving so that the sound source was directly in front of
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Figure 4.2: Equal-Level rotation strategy.
Top Panel: The green circle represents the actual location of the target
sound. The red square represents the location of the target sound, as
indicated by the listener. The dashed lines represent the order in which
the listener faced each location. The first half of the rotation path is
shown in blue and the last half of the rotation path is shown in red.
Bottom Panel:The listener’s angular distance from the sound source. Blue
corresponds to the first half of the rotation path and red corresponds to
the second half of the rotation path. Along the abscissa is each change in
rotation, and along the ordinate is the angular distance from the sound
source (normalized by the shortest path length).
In the equal-level strategy, the listener rotates in the direction of the
sound source and stops when the sound’s intensity reaches an equal level
in both ears.
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Figure 4.3: Overshooting rotation strategy.
Top Panel: The green circle represents the actual location of the target
sound. The red square represents the location of the target sound, as
indicated by the listener. The dashed lines represent the order in which
the listener faced each location. The first half of the rotation path is
shown in blue and the last half of the rotation path is shown in red.
Bottom Panel:The listener’s angular distance from the sound source. Blue
corresponds to the first half of the rotation path and red corresponds to
the second half of the rotation path. Along the abscissa is each change in
rotation, and along the ordinate is the angular distance from the sound
source (normalized by the shortest path length).
In the overshooting strategy, the listener rotates in the direction of the
sound source and lets it pass through both ears. Then the listener reverses
their rotation direction until the sound’s intensity reaches an equal level
in both ears.
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them (Figure 4.3).

In 51% of the slowest avatar condition trials, listeners were observed making sud-

den left/right jumps to localize the sound. In 44% of the slowest trials, listeners made

front/back jumps while localizing the sound (Figure 4.4). It was also observed that

in 48% of the slowest avatar trials, when listeners began searching they rotated in the

direction opposite the sound source (Figure 4.5).

In the avatar condition, the fastest search trials involved achieving equal sound

volume levels in both ears (using the equal-level or overshooting strategies). Changing

position to search for a sound provides more effective distance cues than rotation

alone. The next section investigates search strategies of listeners that can change

their orientation and position during search.

4.2.2 Search by change of position

A moving listener needs to be able to mentally update the location of a stationary

sound source. Loomis et al. (2002) coined this skill as “spatial updating”. Studies

have demonstrated that humans are capable of spatial updating when perceiving

virtual sound sources (Ashmead et al. (1995); Loomis et al. (1998); Loomis et al.

(1993)).

Another study (Roginska et al. (2010b)), was performed by our research group in

which listeners were not explicitly trained to hone skills to search for sound sources.

Listeners were asked to move as efficiently as possible to the location of the sounds.

Their search trajectories were characterized and classified. Similar to Roginska et al.

(2011), listener performance using the avatar and natural mediations were evaluated.

In the avatar condition, the listener used a mouse and keyboard to interact with the

VAE. The mouse controlled the position of the listener (on the horizontal plane),

and the keyboard controlled orientation. In the natural condition, a head-tracker was

used to detect the listener’s position and orientation.
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Figure 4.4: Front/Back jump.
Top Panel: The green circle represents the actual location of the target
sound. The red square represents the location of the target sound, as
indicated by the listener. The dashed lines represent the order in which
the listener faced each location. The first half of the rotation path is
shown in blue and the last half of the rotation path is shown in red.
Bottom Panel:The listener’s angular distance from the sound source. Blue
corresponds to the first half of the rotation path and red corresponds to
the second half of the rotation path. Along the abscissa is each change in
rotation, and along the ordinate is the angular distance from the sound
source (normalized by the shortest path length).
In front/back jumping, the listener rotates to localize the sound then
turns around suddenly to localize the sound source.
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Figure 4.5: Initial Rotation Correction
Top Panel: The green circle represents the actual location of the target
sound. The red square represents the location of the target sound, as
indicated by the listener. The dashed lines represent the order in which
the listener faced each location. The first half of the rotation path is
shown in blue and the last half of the rotation path is shown in red.
Bottom Panel:The listener’s angular distance from the sound source. Blue
corresponds to the first half of the rotation path and red corresponds to
the second half of the rotation path. Along the abscissa is each change in
rotation, and along the ordinate is the angular distance from the sound
source (normalized by the shortest path length).
In initial rotation correction, the listener begins the trial by rotating in
the direction opposite the sound source. Next, they correct their behavior
by reversing their rotation direction to localize the sound source.
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Figure 4.6: Equal-level search strategy. The listener began each trial in the center
of the circle. The listener began moving laterally until achieving equal
sound levels in both ears. Next the listener moved longitudinally to locate
the target sound. Circles represent the search trail.

In a balanced-design experiment, 18 participants used the avatar and natural

mediations to move and localize sounds in the VAE. Every trial began with a source

(or sources) placed randomly along a fixed circle around the user. The listener was

placed in the center of the auditory environment and instructed to find the source(s).

The listener successfully localized the sound, by coming within a fixed radius of the

target. First, the listener practiced finding one sound source. Then, the listener

completed 20 testing trials of localizing one source in a one-source context. Finally,

the listener completed 20 testing trials of finding four sources in a four-source context.

After the participant finished training and testing in one modality, they repeated the

procedures in the alternate modality.

Search strategies were analyzed while finding one source in the one-source and

four-source contexts. Tellevik (1992) found that a listener’s search strategy changes

over time as a result of learning. Many virtual environment and spatial cognition

researchers (Buechner et al. (2009); Hill et al. (1993); Thinus-Blanc and Gaunet
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Figure 4.7: Salient search strategy. Listeners began each trial in the center of the
circle. The listener began moving in the direction of the sound’s most
salient auditory cue (in this case, backwards). Circles represent the search
trail.

(1997)) have classified spatial search patterns into novice and experienced search

performance. In novice search, the listener typically traveled a longer, indirect path

to locate the sound source. Experienced search performance used a shorter, more

direct path to the source. These classification schemes were used to categorize each

participant’s search pattern.

Equal-level and salient were classified as experienced search strategies. Listeners

who used the equal-level strategy (Figure 4.6) moved laterally in the direction of the

sound source. Once achieving equal sound levels in both ears, the listener moved

longitudinally to locate the sound. In the salient strategy (Figure 4.7), the listener

primarily moved in the direction of the most salient difference between their position

and the target sound’s position.

Circling was classified as a novice search strategy. In the circling strategy, the

listener was observed circling the perimeter of the auditory environment to find the

target sound. Although listeners were successful in finding the target sound, use
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Figure 4.8: Circling search strategy. Listeners began each trial in the center of the
circle. The listener circled the auditory environment to localize the target
sound. Circles represent the search trail.

Figure 4.9: Front Back Confusion. The listener begins by moving laterally until
achieving equal sound levels in both ears. Next, the listener exhibits
front/back confusion by first moving forward to locate the target sound
located behind them. Circles represent the search trail. Listeners began
each trial in the center of the circle.
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Figure 4.10: Experienced search strategy usage in the one-source VAE (reprinted with
permission from Roginska et al. (2010b)). Along the abscissa is the trial
number and along the ordinate is the percentage of trials in which an
experienced search strategy was used.

of this strategy does not provide the most direct path to locate the target sound

and is not indicative of learning (Figure 4.8). Listeners also experienced front/back

confusion during search (Figure 4.9).

Figures 4.10 and 4.11 show the percentage of trials in which experienced strategies

were used when searching for one source in the one-source and four-source contexts.

In a majority of the trials, listeners used experienced search strategies.

These observations suggest that lateral movement to achieve an equal sound level

in both ears and moving longitudinally to locate the sound is a very common search

strategy. Equal-level strategy was observed in VAEs where the listener could only

rotate from a fixed position and in contexts where they could rotate and change

position. Additionally, longitudinal (front/back) movement was often used to localize

sound sources.

Listener rotation usage was also examined. In the VAE, position and orientation
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Figure 4.11: Experienced search strategy usage in the four-source VAE (reprinted
with permission from Roginska et al. (2010b)). Along the abscissa is the
trial number and along the ordinate is the percentage of trials in which
an experienced search strategy was used.

Figure 4.12: Rotation while searching for each source in the avatar mediation (left
panel) and natural mediation (right panel). Along the abscissa is the
localized source. Along the ordinate is the proportion of path steps
in which the listener rotated their head while searching for the target
source. In both panels, the error bars indicate the standard deviation.
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were sampled at a rate of 10 Hz. Each sample was regarded as one step in a path

to localize the intended sound source. In the avatar mediation condition, listeners

moved while rotating their heads in 2% of their path steps. In the natural mediation

condition, listeners moved while rotating their heads in 83% of their path steps (Figure

4.12).

The usage of rotation may have been affected by mediation constraints. The

head-tracker interface used in the natural mediation supported a more natural head

rotation, whereas, the avatar condition used a less natural rotation method (pressing

the left and right keyboard buttons). This observation suggests that listeners may

not be inclined to rotate in the avatar condition due to a more unnatural interface

interaction. On the other hand, the Polhemus head-tracker system was used in a very

small area to compensate for tracking range. This may have encouraged listeners to

rotate more, to avoid running into walls while changing position. One might also

infer that the change in level is a more effective spatial updating cue than change in

orientation and this encouraged users to use positional change to find sounds, rather

than orientation change.

Equal-level balancing was also observed in a comparable virtual sound search

experiment. For example, in Loomis et al. (1990), listeners stood in the center of a

gymnasium and walked to find virtual sound sources that were located at randomly

determined azimuths. The stimulus was a pulse train created from a 5 Hz square-

wave signal that was modified by a high pass filter, resulting in 10 pulses per second.

Walking trajectories of five participants are shown in Figure 4.13. In the participants’

walking trajectories, listeners often moved their heads and/or paths from left to right

in a zigzag pattern, perhaps in an effort to maintain equal sound levels in both

ears. This suggests that participants of Loomis et al. (1990) also used the equal-level

strategy to localize sounds.
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Figure 4.13: Walking trajectories of 5 participants in localizing virtual sound sources
(from Loomis et al. (1990)). The line segments represent head orienta-
tion. Listeners began the trial at the smaller circle and ended at the
center of the larger circle.
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4.2.3 Training procedure

The present study uses our findings obtained from Roginska et al. (2010b) and

Roginska et al. (2011) to design a sound search training procedure. We observed that

listeners used the equal-level strategy and longitudinal movements to localize sound

sources. Level changes seem to aid spatial updating more than angular orientation.

Additionally, front/back confusion remains as a major challenge when localizing spa-

tial sound sources. The proposed training procedure focuses on honing equal-level

balance and front/back resolution skills.

The proposed training procedure consists of two consecutive stages: axial training

and random-source training. In axial training, front/back resolution and equal sound

level balancing skills are practiced. Listeners begin each trial in the middle of a VAE.

One sound source is placed at a randomly determined range directly in front, behind,

or at either side of the listener. Listeners practice equal-level balancing skills when

localizing the lateral sounds. Listeners practice front/back distinction when localizing

the sounds in front of or behind them.

The second stage of the training procedure is random-source training. Listeners

begin each trial in the middle of a VAE. A sound source is placed at a randomly

determined range and a randomly determined azimuth. Listeners use their training

from the axial task to search for the randomly placed sound sources.

In both stages, feedback was given after the listener marked the position of the

source. The feedback displayed the actual location of the sound, alongside the lis-

tener’s marked location. Feedback is very critical in training. For example, Zahorik

et al. (2006) found that giving feedback following sound-source localization could facil-

itate rapid accuracy improvements, or rapid perceptual recalibration. In some cases,

the auditory recalibration can take place within minutes (Lewald (2002); Recanzone

(1998)).

Additionally, while training, the listener indicated the position of the sound by
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explicitly marking their location. This differed from our work in Roginska et al.

(2010b), in which search concluded when the listener arrived within a certain radius of

the sound source. Explicitly marking the sound’s position allows the user to represent

their positional response more precisely than trial termination when the source is

discovered. Additionally, explicit marking allows the listeners the opportunity to

train to distinguish subtle auditory cues, since they are able to make small movements

very close to the source while attending to the spatial cue changes.

The training procedure was assessed to determine how it affected the listener’s per-

formance in a search task. Efficacy was determined by comparing pretest and posttest

data. The pretest served as a baseline measurement of listener performance. In the

pretest, listeners use the avatar interface to walk around and mark five randomly-

distributed sound sources. Next, the listener completed the proposed training proce-

dure. Finally, the listener completed the posttest, which followed an identical proce-

dure as the pretest with different randomly-determined sound locations.

To assess the efficacy of the training procedure, we measured the effects of training

on search accuracy and time in the posttest as compared to the pretest. Assessment

included measuring the change in positioning accuracy, search time, and front/back

confusion rates during training.

The present experiment also observed search behavior in the pretest and posttest.

Specifically, we determined whether stimuli spectral cues affected search accuracy.

Each trial was also examined to detect the presence of learning effects during the

trial.
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Figure 4.14: Experimental tasks used to assess training procedure. First the listener
completed the “Walk and Mark” pretest. Next, the listener completed
a two stage training procedure. After completing the axial training and
random-placement training, each listener repeated the “Walk and Mark”
posttest.

4.3 Experiment: Effects of training (“Walk and Mark”)

4.3.1 Methods

The experiment consisted of a pretest, training, and posttest (Figure 4.14). In

the pretest, each participant completed the “Walk and Mark” task. In the task,

the listener navigated through the interface and marked the positions of five sound

sources. The listener completed this task 20 times. After completing the pretest, the

listener completed axial training. In axial training, the listener learned to localize a

sound source located to their immediate left or right or behind or in front of them.

Next, in random-placement training the listener learned to localize a sound source

that was placed anywhere in the interface. Finally, in the posttest, each listener

repeated the “Walk and Mark” experimental task.

4.3.2 Participants

Five of the fifteen listeners from the previous experiment participated in the cur-

rent experiment. The experiment required about 2.2 hours of listening and was com-
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pleted in one session. Participants were paid $10 per hour. Before taking part in the

study, each participant gave his or her consent by reading and signing a consent form

(Appendix A).

4.3.3 Stimuli

The experimental stimuli consisted of five distinct environmental sounds (see Ta-

ble 4.1). The sounds were chosen from BBC (1991) based upon their ability to be

perceptually segregated as five individual sounds. These specific sounds were chosen

because of their distinct spectro-temporal patterns. Each signal also contained broad-

band energy distribution and transients, which aid sound search (Blauert (1983); Be-

gault (2000)). Furthermore, these signals are mutually inconsistent (unlikely to occur

together in a natural acoustic environment). Each sound was between 23 and 80

seconds long, and repeated continuously. Stimuli were presented at an audible level,

as adjusted by the participant.

Figures 4.15 through 4.19 present the time-frequency analysis of the five stim-

uli. The distribution of energy is described in time, frequency, and intensity. The

red portions indicate more intensity and the blue portions indicate less intensity.

The time-frequency analysis was performed using the specgram() function of the

MATLAB Signal Processing Toolbox. Specgram() splits the signal into overlapping

sections and applies the specified window to each section. Then, it computes the

discrete-time Fourier transform of each section to produce an estimate of the short-

term frequency content of the signal.

4.3.4 Apparatus

Experiments were performed using the same system that was used in experiments

of the previous chapter. As in Roginska et al. (2010b), a real-time spatial auditory

system programmed in MATLAB was used (Figure 4.20). The system spatialized

69



Table 4.1: Environmental sounds and their labels
Sound Labels
Drumsticks striking a drum at regular intervals Drums
Computer generated electronic noises Electronic
A river flowing rapidly River
Crickets chirping Crickets
Typewriter keys being pressed Typewriter

Figure 4.15: Time-Frequency analysis of drumsticks striking a drum at regular inter-
vals (Drums)

Figure 4.16: Time-Frequency analysis of computer generated electronic noises (Elec-
tronic)
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Figure 4.17: Time-Frequency analysis of a river flowing rapidly (River)

Figure 4.18: Time-Frequency analysis of crickets chirping (Crickets)

Figure 4.19: Time-Frequency analysis of typewriter keys being pressed (Typewriter)
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Figure 4.20: Structure of spatial audio system implemented in MATLAB.

the auditory stimuli using each participant’s customized HRTF (created from the

experiment in Chapter III). The controller sampled the participant’s position and

orientation at a rate of 10 Hz. To facilitate a real-time double buffering audio scheme,

a timer was used to generate a new frame of audio corresponding to the participant’s

position within the VAE. The timer called routines to read the sound file from disk and

convolve the audio input using the orientation-adjusted interpolated HRTFs. Audio

was controlled using the PsychToolbox extension of OpenAL by double buffering.

The timer also queried OpenAL sound source to determine if one of the buffers had

finished playing, so that the next frame of audio could be loaded into the buffer,

to be played after the current buffer. Interpolation of the HRTFs was implemented

by constructing the minimum phase impulse response of a system whose magnitude

spectrum is determined from a log mixture of the adjacent measured HRTFs (sampled

every 10 degrees) and convolving the result with an all-phase system using a fractional-
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delay method. An inverse-square law was used to attenuate the sounds as the listener

moved through the VAE. The VAE was scaled so that there was a 13 dB drop in

gain for a sound located at the farthest possible distance from the listener. Sounds

were attenuated such that any sound could be detected from any point within the

interface.

Trials were conducted in the same location as the main experiment of Chapter

III. Interface mediation was controlled by a mouse and keyboard interface. Standard

mouse to screen cursor mapping was used. Clicking or dragging the mouse in a new

location moved the position of the onscreen avatar. The keyboard’s right and left

arrows were used to control the yaw of the avatar’s head by rotating their orientation

in steps of two degrees.

4.3.5 Procedure

The pretest and posttest were identical tasks. In each, the listener was instructed

to use the mouse and keyboard to explore the environment and discover the locations

of the five sound sources. The listener was told to mark the positions at which they

would be standing if he/she were in the same location as the sound source.

The users began the pretest and posttest facing forward in the middle of the silent

VAE. After pressing a button, the five stimuli played simultaneously at randomly

chosen locations within a unit circle around the listener (Figure 4.21). Each sound

was about 10 seconds long with repeated components, played in a loop throughout

the trial. The locations of each sound were chosen pseudo-randomly on each trial

so that each sound was spaced at least 30◦ apart and separated by a distance that

equaled one-third of the diameter of the auditory space.

The listener’s position and orientation were recorded as they moved around the

environment. When the participant was standing in the same location as the sound

source, they pressed the space bar, which placed a blue marker on the screen at the
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Figure 4.21: Auditory interface shown at the beginning of each trial. The red circle
represents the listener’s position and the long red line intersecting the
circle represents the heading. The listener pressed “New Test Environ-
ment” to begin each trial.
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Figure 4.22: The participant’s position is represented by the large red circle. In this
example, the listener has already marked the locations of four sound
sources, represented in blue.

Figure 4.23: The participant has marked the perceived locations of the five sound
sources (in blue). The true locations of the sound sources were shown in
green for five seconds before the user begins the next test environment.
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Figure 4.24: The participant’s position is represented by the large red circle. In this
example, the user has already marked the location of the sound source
directly behind them. Feedback was given in green before the next trial
began.

avatar’s current position. Each participant repeated this procedure to mark the lo-

cations of the remaining sound sources. An example of this procedure can be seen in

Figure 4.22. Once the participant marked all of the sources, the sounds in the environ-

ment stopped playing. The true locations of the sound sources and the participant’s

marks were shown simultaneously for five seconds (Figure 4.23). This procedure

constituted one experimental trial. Each listener completed 20 experimental trials.

Participants began each trial in the center of a new configuration of the five sound

sources.

Following the pretest, each listener completed a two-phase training procedure.

During training, the participant learned to localize one spatialized sound source. In

axial training, the participant began facing forward in the middle of a silent auditory
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Figure 4.25: The participant’s position is represented by the large red circle. In this
example, the user has already marked the location of the sound source
as ahead and to the left. Feedback was given in green before the next
trial began.
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environment. The listener localized one of five randomly chosen stimuli in each trial.

Participants were told that the target stimulus would be located directly in front,

behind, to the left, or to the right of them. After pressing a button, the source was

placed in the environment. Participants used the mouse and keyboard to explore

the environment. When the listener was standing in the same location as the sound

source, they indicated its location by pressing the spacebar, which placed a blue

marker on the screen. An example of this can be seen in Figure 4.24. Axial training

continued until the participant reached a predetermined accuracy criteria for five

consecutive trials. After successful completion of axial training, the participant moved

on to random-placement training.

As in axial training, during random-placement training, the listener began each

trial in the center of a silent auditory environment. In each trial, one of the five stimuli

was randomly chosen to be localized. Participants were told that the target stimulus

could be located anywhere around them. After pressing a button, the source was

placed in the environment. The participant used the mouse and keyboard to explore

and change their position in the environment. When each listener was standing in the

same location as the sound source, they marked its location using the spacebar. An

example of this can be seen in Figure 4.25. Training continued until the participant

reached a predetermined accuracy criteria for five consecutive trials. After the listener

completed the training procedure, they completed the posttest.

4.3.6 Statistical Treatment

During the training phases, pretest and posttest, the MATLAB based GUI recorded

the listener’s responses, exploration times, and paths. Both the pretest and posttest

contained 20 trials in which 5 data points were taken, resulting in 100 data points per

subject, per test. The results of the next section were assessed with an ANOVA. An

a priori α level of 0.05 was applied in all inferential statistical analyses. Error bars in
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Figure 4.26: Positioning error (left) and angular error (right). In both figures, the
blue circle represents the true location of the sound source and the green
circle represents the location of the source as marked by the user.

all figures show 95 % confidence intervals.

4.4 Results

The difference between the actual configuration and the user’s marked configura-

tion is taken as the performance measure. Two evaluation metrics were used to assess

this metric: positioning error and angular error (Figure 4.26). Positioning error was

defined as the straight line distance between the true and marked sound location. Po-

sition error was calculated in term of RMax, which represents the maximum distance

from which a sound source could be located with respect to the listener’s position in

the center of the interface. Angular error was defined as the unsigned angular dif-

ference between the true and perceived sound. The sound’s angle was defined as the

angle between the interaural axis and a line originating at the center of the interface

that intersects the sound’s location.
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Figure 4.27: Effects of training on search accuracy and exploration time. The top
panel compares positioning accuracy, the middle panel compares angu-
lar accuracy, and the bottom panel compares search times. Along the
abscissa are the two factors: pretest and posttest and along the ordinate
is the respective measure.
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4.4.1 Effects of Training

A one-way ANOVA was used to test for performance differences as an effect of

training across subjects. The average results, across subjects can be seen in Figure

4.27. In the top panel, we see that positioning error differed significantly between the

pretest and posttest [F1,998=34.09, p<0.05]. Similarly, in the middle panel, angular

error differed significantly between the pretest and posttest [F1,998=15.03, p<0.05].

In the bottom panel, time also significantly differed between the pretest and posttest

[F1,998=8.27, p<0.05]. In summary, training decreased search error and increased the

exploration time needed.

4.4.2 Behavior during training

4.4.2.1 Positioning accuracy

We also investigated how search accuracy changed during training. The position-

ing error and search time were assessed at three portions of the training procedure:

the first 5, middle 5 and last 5 training trials.

The top panel of Figure 4.28 compares listeners’ positioning error at the beginning,

middle, and end of the axial-training. It should be noted that the number of training

trials differed across subjects. Each of the means is collapsed across the 5 subjects. A

one-way ANOVA revealed a significant difference in performance over trials [F2,72=6.8,

p<0.05]. A Tukey LSD multiple comparison test shows that positioning error was

significantly higher during the first 5 training trials than in the middle 5 and last

5. Similarly, the bottom panel of Figure 4.28 compares the mean positioning error

during random-placement training. No difference was observed between the three sets

of trials [F2,72=0.34, p=0.72].
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Figure 4.28: Positioning accuracy during axial training (top) and random-placement
training (bottom) for selected trials. In both panels, along the abscissa
are the selected training observations and along the ordinate is the po-
sitioning error.
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Figure 4.29: Search time during axial training(top) and random-placement train-
ing(bottom). In both figures, along the abscissa are the selected training
observations and along the ordinate is the positioning error.
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Figure 4.30: Frequency of front/back confusion during axial training. Along the ab-
scissa is the portion of trials evaluated (one-third of overall total) and
along the ordinate is the percentage of trials in which reversals were
observed.

4.4.2.2 Search time

The amount of exploration time needed to locate each sound source during training

was examined. Similar to the previous analysis, each participant’s first, middle and

last five training trials were analyzed. The results also followed a similar trend as the

positioning error.

The top panel of Figure 4.29 compares search time during axial-training. Search

time did not differ significantly in the three sets of trials [F2,72=2.96, p=0.06]. Simi-

larly, the bottom panel compares the search time during random-placement training.

There difference between the sets of trials was insignificant [F2,72=0.86, p=0.43].

4.4.2.3 Front/back confusion

To determine if training reduced front/back confusion, the training paths were

analyzed. The analysis only included the axial training paths in which front/back
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confusion was specifically trained. The path taken by each listener to localize the

target sound source was analyzed to determine the frequency of front/back reversals.

Each listener’s search path was composed of a sequence of steps. Each step was

examined to determine the direction of the listener’s initial movement. If a listener

initially moved away from the sound source and then corrected their path to move in

the correct direction, this was regarded as a front/back reversal. Figure 4.30 shows

the frequency of front/back confusion while navigating to a source that was in front

of or behind them. Each participant’s front/back training trials were divided into

thirds. Averaged across the participants, the probability of reversal was 46.67 % in

the first three, 56.14 % in the middle three and 51.92 % in the last three front/back

trials.

4.4.3 Behavior during search

4.4.3.1 Accuracy by stimulus

We examined the positioning error, broken out by subject and stimulus type to

determine if the type of stimulus used was affected by search accuracy. Although

all of the stimuli contain transients, some sources (such as the Drum) have wide-

band transients, which provide cues at high frequencies (dominated by IID) and

low frequencies (dominated by ITD). On the other hand, the Crickets stimulus has

transients mostly in the lower frequency range (less than 1 kHz). One would expect

to observe higher search accuracy for rich stimuli with wide-band transients.

Positioning and angular error were analyzed for each stimulus in the pretest and

posttest. The top panel of Figure 4.31 compares the mean positioning error in the

pretest. There was no difference in positioning error between stimuli [F4,495=0.28,

p=0.89]. Similarly, the bottom panel of Figure 4.31 compares the mean angular error

of each stimulus in the pretest. There was no difference in angular error between

stimuli [F4,495=1.36, p=0.25].

85



Figure 4.31: Effects of stimulus on search accuracy in the pretest. Positioning error
is in the top panel. Along the abscissa is the stimulus and along the
ordinate is the positioning error. Angular error is shown in the bottom
panel. Along the abscissa is the stimulus and along the ordinate is the
angular error.
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Figure 4.32: Effects of stimulus on search accuracy in the posttest. Positioning error
is in the top panel. Along the abscissa is the stimulus and along the
ordinate is the positioning error. Angular error is shown in the bottom
panel. Along the abscissa is the stimulus and along the ordinate is the
angular error.
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The top panel of Figure 4.32 shows the mean positioning error in the posttest.

Similar to that observed in the pretest, there was no difference in positioning error

between stimuli [F4,495=1.91, p=0.11] and as shown in the bottom panel, there was

no difference in angular error between stimuli [F4,495=0.23, p=0.92].

4.4.3.2 Sequence effects

Our study also examined if listeners learned the positions of other sounds in the

environment, while localizing target sounds. The time spent localizing each sound

was compared. If listeners learned the locations of other sounds during search for

a different target sound, there should be significantly less time spent locating latter

sounds.

The top panel of Figure 4.33 depicts the amount of time listeners spent finding

each source (in its sequential discovery order) in the pretest. Analysis revealed that

sound source discovery sequence did not effect search time [F4,495=2.23, p<0.06].

Posttest results are shown in the bottom panel of Figure 4.33. There was a signif-

icant difference in source discovery order [F4,495=4.2, p<0.05]. A Tukey LSD multiple

comparison test showed that listeners spent significantly more time searching for the

fifth sound than the first, second, and third. Listeners also spent more time searching

for the fourth sound than the second. All other comparisons were insignificant.

4.5 Discussion

The present experiment assessed a training procedure created from search strategy

observations. Adequate training is necessary because searching for sound sources in a

VAE is not an inherent skill. Training is required to help listeners adapt and develop

these virtual sound search skills.

The training procedure improved listeners’ positioning and angular accuracy (Fig-

ure 4.27). Results suggest that the increase in search accuracy following the training
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Figure 4.33: Effects of sequence on search time in the pretest (top) and posttest
(bottom). In both panels, along the abscissa is the sequence order and
along the ordinate is the number of seconds used to find each source.
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procedure is a result of improved processing of spectral cues. On the other hand,

one might argue that the listeners’ search performance improved because of practice

effects. Because this is a perceptual task, listeners are learning to distinguish auditory

cues. Mere exposure to the environment would not have facilitated such performance

improvements. However, it would be useful to compare the present results with an

untrained control group to determine the magnitude of any practice effect.

Observations indicate that listeners spent more time localizing sound sources dur-

ing the posttest. A possible explanation is that during training, listeners learned new

skills to localize sound sources. s a result, listeners needed more time to incorporate

the additional skills into their search procedure during the posttest.

Search accuracy improved significantly after the first half of axial training (Figure

4.28). Each listener’s positioning error and search time significantly decreased be-

tween the first 5 and the middle 5 trials of the axial training stage. The time needed

to localize each source was also significantly higher in the first five trials of the axial

training. This observation is similar to the rapid perceptual recalibration observed in

Zahorik et al. (2006) in which listeners (when given feedback) were able to learn the

spatial auditory cues needed for localization. After completing half of the training,

the listeners’ responses were significantly more accurate and the listeners’ required

significantly less time to localize the sound sources. In the present study, recalibration

was achieved after about one hour. Hofman et al. (1999) found that listeners can re-

calibrate to spectral cues over a period of weeks. Participants of Zahorik et al. (2006)

showed performance improvements in two 30 minute sessions spread 4 days apart.

The present training procedure may be more desirable in time-limited situations,

since significant improvements were observed in a one-hour training session.

Despite axial training, listeners exhibited considerable front/back reversals (Figure

4.30). This was evidenced by the near chance performance of listeners initially walking

in the correct direction of the sound source (forward or backwards). This finding
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demonstrates the well-known challenge in spatial audio perception involving cone of

confusion difficulties experienced when perceiving a sound while remaining stationary.

Once listeners moved in the incorrect direction, they reversed their paths to move

towards the sound source. The frequency of front/back reversal rate is similar to that

observed in previous studies in which listeners used standardized HRTFs (Gardner

and Martin (1995); Wenzel et al. (1993); Brungart and Simpson (2001)). It is possible

that the high reversal rates are an artifact of the evaluation metric, which measures

the listener’s judgment of the direction of the sound before they moved. This type of

static localization is known to decrease localization accuracy as compared to dynamic

(moving) localization.

There was no difference in the search accuracy for each stimulus in the posttest

and posttest conditions. One could expect higher search accuracy for the richer

stimuli. However, Banks and Green (1973) and Yost et al. (1971) found that the

discrimination of a sound’s angle largely depends on the low-frequency content of the

transient. The Crickets stimulus had transients in the lower frequency range(under

1 kHz). Perhaps this is the reason that search accuracy for the Crickets stimulus did

not significantly differ from the search accuracy of the richer stimuli.

After receiving training, listeners needed more time to search for latter sources.

We measured the amount of time spent searching for each source to determine if lis-

teners learned the positions of other sounds as they walked through the environment.

Generally, search times were higher when listeners searched for latter (fourth and

fifth) sources, as seen in Figure 4.33. One might expect listeners to spend less time

searching for latter sounds in each trial, because their positions were detected during

the search for earlier sounds. Although the listeners were aware of the other sound

sources in the environment while a target source was being sought, this knowledge

did not speed the search for the other sounds within the trial. This finding could im-

ply that there is no information aggregation during search, meaning that the listener
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begins the search for each sound as though they had no prior environment knowl-

edge. The increase in time needed to find the last two sources could suggest that the

task became harder as other sound sources were located. Nevertheless, the present

study created and validated an effective search training procedure. An improvement

in search accuracy was observed as an effect of training.

Based on our results, we propose that designers of auditory interfaces should in-

clude a self paced training procedure similar to that described in the present chapter,

to teach listeners to search for each sound. Listeners should complete one training ses-

sion, lasting between thirty minutes to an hour to learn the cues needed to find sounds

in a VAE. One who uses this training procedure should expect to see improvement

similar to the results presented.
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CHAPTER V

Auditory Spatial Memory

5.1 Introduction

Since it has been established that listeners can locate sounds in a VAE, the present

chapter investigates listeners’ memory of sound sources. Given a VAE of randomly

positioned sounds, we would like to determine the accuracy at which listeners can

remember the environment. Sound location memory is especially critical in VAEs

where operators keep track of the positions of multiple sound sources (Martin et al.

(2011)).

Many cognitive models of spatial memory and navigation attempt to explain the

representation of the spatial structure of an environment in memory (McNamara et al.

(2008)). To assess the extent of a listener’s auditory spatial memory, we examine the

components of the models deemed important in spatial memory. Postma and De Haan

(1996) propose that spatial memory is made of three components: object recognition,

positional encoding, and object-location binding. Object recognition is the ability to

perceive each object. Positional encoding is the ability to recall the position of the

objects in the environment. Object-location binding is the ability to recall the specific

object that was located at each position. These criteria were used to score and analyze

spatial memory in the present chapter. The terms positional encoding and object-

location binding are referred to as positioning and labeling accuracy, respectively.

93



Several studies have characterized auditory spatial memory (Parmentier and Jones

(2000); Klatzky et al. (2002); Klatzky et al. (2003); Martin et al. (2011)). Typically,

in these types of experiments distinct stimuli are presented serially. As a result, pro-

nounced primacy and recency effects are often observed when listeners were asked to

recall multiple serial sound sources.

On the other hand, few studies have characterized listeners’ memory of multiple

concurrent spatial sound sources. Concurrent sound source presentation may not be

subject to the primacy and recency effects observed in previous studies.

The principal aim of the present study is to characterize a listener’s ability to

recall the positions of multiple concurrent sound sources. We examined the effects

of various recall methods on accuracy. Three conditions were created in which the

amount of time the information was stored, and the recall method were varied. In the

first condition, listeners immediately marked positions and after a delay labels were

freely recalled. In the second condition, positions were freely recalled after a delay

imposed by exploration and labels were freely recalled after positions were recalled.

In the third condition, after exploring the environment, listeners were acoustically

cued in an ordered recall task to indicate the position of a predetermined sound.

5.2 Experiment: Recall of Auditory Spatial Objects

5.2.1 Methods

The present experiment measured a listener’s recall of the configuration of a VAE

in three experimental conditions. Listeners were required to memorize the locations

and labels of five sound sources in a VAE.

For the first condition, Immediate Positioning then Delayed Labeling, the partic-

ipant walked around the auditory interface, serially marking the locations of each of

the five sound sources as they were encountered (similar to the experimental task
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presented in the previous chapter). After all of the sound sources were marked, the

participant was asked to label their identities. The locations of the sounds were

marked as they were encountered and the labeling was recalled one step after the

environment was encountered.

In the second condition, Delayed Positioning then Delayed Labeling, the partici-

pant walked around the auditory environment while memorizing the locations of the

five sound sources. After the participant indicated that they had learned the spatial

configuration of the environment, they marked the locations of the sound sources.

Afterwards, the participant labeled the identities of the sound sources they had pre-

viously marked. In this condition, the locations were marked one step after they were

encountered and the labels were marked two steps after the environment had been

encountered.

In the third condition, Delayed Positioning and Delayed Labeling, the participant

walked around the auditory environment and memorized the locations of the five

sound sources. After the participant indicated that they had learned the spatial

configuration of the environment, they were aurally cued with a sound from the

interface. After hearing the sound, the participant clicked the position in the interface

at which they remembered hearing the sound. In this condition, the locations and

the labels were simultaneously retrieved one step after they were encountered.

Before each session, participants completed a training procedure to familiarize

themselves with the auditory environment. The training procedure was adopted from

Chapter IV. During the two-phase training, the listener first completed a minimum

of 20 axial training tasks. Training continued until the participant reached a pre-

determined accuracy criteria for five consecutive trials. Random-placement training

followed axial training, and in a similar fashion, training continued until the par-

ticipant reached a predetermined accuracy criteria for five consecutive trials. After

both of the training phases were completed, the participant completed the desired
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experimental condition.

5.2.2 Participants, Stimuli, and Apparatus

The five observers from the previous experiment participated in the current exper-

iments. The three conditions required about 6.5 hours of listening and were completed

in three sessions. Each of the three conditions was conducted in separate sessions oc-

curring between two and seven days apart. The present study used the same real-time

MATLAB-based spatial auditory system and the same stimuli from Chapter IV.

5.2.3 Procedure

5.2.3.1 Immediate Positioning then Delayed Labeling

After training, all participants completed Immediate Positioning then Delayed

Labeling (IP + DL) in one session in an average of 2 hours and 12 minutes. The

Immediate Positioning then Delayed Labeling (IP + DL) condition is very similar to

the experimental task of Chapter IV. In IP + DL, the listener immediately marked

the positions of sound sources as they were encountered, then labeled the identities

of the sound sources.

The listener began each trial facing forward in the middle of a silent VAE (Figure

5.1). The five stimuli were presented after the participant indicated that they were

ready to begin the trial. The five stimuli played simultaneously at randomly chosen

locations within a circle around the listener. Each sound was about 10 seconds long

with repeated components that was played in a loop for the duration the trial. The

locations of each sound were chosen pseudo-randomly on each trial so that each sound

was spaced at least 30◦ apart and separated by a distance that equaled one-third of

the diameter of the auditory space.

The listener’s position and orientation were recorded as they moved around the en-

vironment to listen and locate the five sound sources. When the listener thought they
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Figure 5.1: Initial interface for the IP + DL condition. Auditory interface shown at
the beginning of each trial. The red circle represents the listeners position
and the long red line intersecting the circle represents the heading. The
listener pressed “New Test Environment” to begin each trial.

Figure 5.2: Marking sound sources in the IP + DL condition. In this example, the
listener has already marked the locations of four of the five sound sources,
represented in blue.
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Figure 5.3: In this example, the listener used the five drop-sound lists to label the
identities of the corresponding sound sources. After all sounds were la-
beled, the listener pressed the “Submit” button to continue.

were standing in the same location as the sound source, they indicated its location

by pressing the spacebar, which placed a blue marker on the screen. Each participant

repeated this process, marking the locations of the remaining sound sources in the

environment. A depiction of this procedure can be seen in Figure 5.2.

Once the participant marked all of the sources, all sounds were removed from

the environment. At the locations where the listener had marked each sound source,

a numeral from 1 to 5 appeared (Figure 5.3). The numbers appeared in the same

order as they were marked in the interface with 1 denoting the first-marked sound

and 5 denoting the last-marked sound. On the left of the screen, five drop-sound

boxes appeared. In the drop-sound box, the listener selected the label of the sound

source that corresponded to each sound that had been numbered in the environment.

When the listener selected the name of the sound source, it played monaurally for

one second. The listener then confirmed and submitted the sound labels.

After the labels were confirmed, the true locations of the sound sources and the

participant’s responses were shown simultaneously for seven seconds (Figure 5.4). The

98



Figure 5.4: Localization feedback in IP + DL condition. The user-marked (white)
and true locations (green) of the sound sources were shown for seven
seconds. On each marker, the first letter of the sound source label was
also displayed.

entire procedure constituted one trial. Each listener completed 20 trials. Participants

began each trial in the center of a new configuration of the five sound sources. To

avoid auditory fatigue, the participant was allowed to take 1-5 minute breaks between

trials, as needed.

5.2.3.2 Delayed Positioning then Delayed Labeling

Next, the listener completed the Delayed Positioning then Delayed Labeling con-

dition (DP + DL). Before the condition, the listener completed the same training

procedure that preceded IP + DL. All participants completed DP + DL in one ses-

sion, in an average of two hours. In this condition, the listener explored the environ-

ment, while memorizing the locations and labels of each sound. After learning the

environment, the listener marked the locations of the sound sources, then labeled the

identities of the marked sound sources.

As in the previous condition, the listener began each trial facing forward in the
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Figure 5.5: Exploration during the DP + DL condition. The red circle represents the
listeners position and the long red line intersecting the circle represents
the heading. This was the interface seen as the listener moved in the
environment, while localizing each sound source.

middle of a silent VAE. The five stimuli were presented after the participant indicated

that they were ready to begin the trial. The five stimuli played simultaneously at

randomly chosen locations within a circle around the listener. Each sound was about

10 seconds long with repeated components, played in a loop for the duration the trial.

The location of each sound was chosen pseudo-randomly on each trial so that each

sound was spaced at least 30◦ apart and separated by a distance that equaled one-

third of the diameter of the auditory space. The listener’s position and orientation

were recorded as they moved around the environment to learn the locations of the

five sound sources (Figure 5.5). Once the locations and identities of the sound sources

had been memorized, the listener began the recall task in which they were instructed

to use the mouse to click the five locations in the interface where the sound sources

were positioned. The order in which the sounds were marked did not matter (Figure

5.6).

At the places where the listener had marked each sound source, a numeral from

100



Figure 5.6: Marking sound sources in the DP + DL condition. In this example, the
listener has already marked the locations of four of the five sound sources,
represented in blue.

Figure 5.7: In this example, the listener used the five drop-sound lists to label the
identities of the corresponding sound sources. After all sounds were la-
beled, the listener pressed the “Submit” button to continue.
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Figure 5.8: Localization feedback in DP + DL condition. The user-marked (white)
and true locations (green) of the sound sources were shown for seven
seconds. On each marker, the first letter of the sound source label was
displayed.

1 to 5 appeared (Figure 5.7). The numerals appeared in the same order as they

were marked in the previous step. On the left of the screen, five drop-sound boxes

appeared. The listener selected the label of the sound source that corresponded to

each sound that had been numbered in the environment. When the listener selected

the name of the sound source, the sound source played monaurally for one second.

Once the listener confirmed the labels, the true locations of the sound sources and

the participant’ responses were shown simultaneously for seven seconds(Figure 5.8).

This entire procedure constituted one trial. Each listener completed 20 trials. The

participant began each trial in the center of a new configuration of the five sound

sources. To avoid auditory fatigue, the participant was allowed to take 1-5 minute

breaks between trials as needed.
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Figure 5.9: Exploration during the DPDL condition. The red circle represents the
listeners position and the long red line intersecting the circle represents
the heading. This was the interface seen as the listener moved in the
environment, while localizing each sound source.

5.2.3.3 Delayed Positioning and Delayed Labeling

Finally, the listener completed the Delayed Positioning and Delayed Labeling

(DPDL) condition. First, the listener completed the same training procedure that

preceded conditions 1 and 2. All participants completed DPDL in one session, in an

average of 2 hours and 18 minutes. In this condition, the listener explored the envi-

ronment while memorizing the locations and labels of each sound. Next, the listener

was randomly monaurally cued with each sound and was asked to click the location

corresponding to the sound that played. In this condition, positioning and labeling

recall occurred simultaneously.

As in the previous condition, the listener began each trial facing forward in the

middle of a silent VAE. The five stimuli were presented after the participant indicated

that they were ready to begin the trial. The five stimuli played simultaneously at

randomly-chosen locations within a circle around the listener. Each sound was about

10 seconds long with repeated components, played in a loop for the duration the trial.
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Figure 5.10: Acoustic cueing during the DPDL condition. In this example, the lis-
tener has heard and marked the locations of the first four sounds and is
listening to the fifth sound (denoted in black).

The location of each sound was chosen pseudo-randomly on each trial so that each

sound was spaced at least 30◦ apart and separated by a distance that equaled one-

third of the diameter of the auditory space. The listener’s position and orientation

were recorded as they moved around the environment to learn the locations of the five

sound sources (Figure 5.9). The listener indicated when the locations and identities

of the sound sources had been memorized.

Next, the participant was monaurally cued with two randomly-selected sounds

from the trial (Figure 5.10). After hearing the two sounds, the listener clicked the

two locations at which they recalled hearing the two sounds, using the same order in

which they were played. A blue circle was placed at the clicked locations. Next, in

the same fashion, the listener heard two more sounds and indicated their positions.

Finally, the listener indicated the position of the fifth sound.

As in the two previous conditions, after the five sounds had been marked, the true

locations of the sound sources and the participant’s responses were shown simulta-

neously for seven seconds (Figure 5.11). This entire procedure constituted one trial.
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Figure 5.11: Localization feedback in DPDL condition. The user-marked (white) and
true locations (green) of the sound sources were shown for seven seconds.
On each marker, the first letter of the sound source label was displayed.

Each listener completed 20 trials. Participants began each trial in the center of a new

configuration of the five sound sources. To avoid auditory fatigue, the participant

was allowed to take 1-5 minute breaks between trials as needed.

5.3 Results

The data of the present experiment was evaluated using the same metrics and

statistical treatment as the experiment of Chapter IV. In the conditions in which the

memory of locations was involved (DP+DL and DPDL), multidimensional scaling was

used to determine a linear transformation of the user’s marked locations that best

conformed to the real point configuration. Dissimilarity was then measured between

the transformed configuration and the actual locations of the sound sources. This

was done to account for any overall configuration scaling or shifting while marking

the sources.

As previously mentioned, labeling error is an additional metric that was used to
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Figure 5.12: Labeling error (left) compared to positioning error (right). The blue
circles represent the locations marked by the user and the green circles
represent the actual locations of the sound sources. The red arrows
represent the distance used to calculate the error.

analyze the data. It describes the difference between a sound’s real location and

its recalled location. This measure was introduced to distinguish the difference (if

any) between recalling the configuration of the environment (positioning error) as

compared to correctly recalling each source in its correct location. Figure 5.12 shows

two panels with the same configuration of sound sources. The blue circles indicate

the locations of the sound sources A through E, as marked by the user. The green

circles indicate the true locations. The red arrows represent the distance used in the

error calculation. In the left panel, labeling error is measured as the distance between

each circle with the same label, while positioning error is measured as the minimum

distance between each true source and the source marked by the listener, regardless

of its label.
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Figure 5.13: Effects of auditory spatial memory on positioning accuracy. Along the
abscissa are the conditions and along the ordinate is the positioning
error.

5.3.1 Effects of Recall Method

5.3.1.1 Positioning Accuracy

Figure ?? compares the mean positioning error in the IP+DL, DP+DL and DPDL

conditions collapsed across trials. Positioning error differed significantly between the

conditions [F2,1497=70.26, p<0.05]. A Tukey LSD multiple comparison test shows that

positioning error was significantly higher in the DPDL condition than in the DP+DL

condition. Additionally, positioning error was higher in the DP+DL condition than

the IP+DL condition.

5.3.1.2 Angular Accuracy

Figure 5.14 compares the mean angular error in the IP+DL, DP+DL and DPDL

conditions. Angular error differed significantly between the conditions [F2,1497=42.53,

p<0.05]. A Tukey LSD multiple comparison test shows that angular error was signif-

107



Figure 5.14: Effects of auditory spatial memory on angular accuracy. Along the ab-
scissa are the conditions and along the ordinate is the angular error.
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Figure 5.15: Effects of auditory spatial memory on labeling accuracy. Along the
abscissa are the conditions and along the ordinate is the labeling error.

icantly lower in the IP+DL condition than in the DP+DL and DPDL conditions.

5.3.1.3 Labeling Accuracy

Similarly, Figure 5.15 compares the mean labeling error in the IP+DL, DP+DL

and DPDL conditions. The results were similar to those of the angular accuracy data.

Labeling error differed significantly between the conditions [F2,1497=30.29, p<0.05].

A Tukey LSD multiple comparison test shows that angular error was significantly

lower in the IP+DL condition than in the DP+DL and DPDL conditions.
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Figure 5.16: Effects of auditory spatial memory on exploration time. Along the ab-
scissa are the conditions and along the ordinate is the exploration time.
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Figure 5.17: Effects of sequence on positioning accuracy in IP + DL condition. Along
the abscissa is the sequence and along the ordinate is the positioning
error.

5.3.1.4 Exploration Time

Figure 5.16 compares the mean exploration time needed to find each sound source

in the IP+DL, DP+DL and DPDL conditions. No significant difference was observed

between the conditions [F2,397=1.54, p=0.22].

5.3.2 Sequence Effects

For each condition, the positioning, angular and labeling error was analyzed to

determine the presence of sequence effects. One may expect error to increase with

sequence order as sounds are marked and labeled.

5.3.2.1 IP + DL

Figure 5.17 shows the mean positioning error of the first through fifth sequentially

marked sound sources in the IP+DL condition. No significant difference in marking

order was observed [F4,495=0.97, p=0.43].
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Figure 5.18: Effects of sequence on angular accuracy in IP + DL condition. Along
the abscissa is the sequence and along the ordinate is the angular error.

Likewise, Figure 5.18 compares the mean angular error that listeners made while

completing the IP+DL condition. Similarly, no difference in marking order was ob-

served [F4,495=1.22, p=0.30].

Figure 5.19 compares the mean labeling error that listeners made while completing

the IP+DL condition. As in the previous two analyses, no difference in labeling

accuracy was observed [F4,495=0.21, p=0.93].

5.3.2.2 DP + DL

As in the IP+DL condition, the positioning, angular and labeling error for each

source in the DP+DL condition was assessed. Figure 5.20 shows that there was

there was no difference in positioning accuracy as an effect of sequence [F4,495=0.58,

p=0.68].

Figure 5.21 compares the mean angular error by marking order in the DP+DL con-

dition. Interestingly, there was a significant difference observed [F4,495=2.92, p<0.05].
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Figure 5.19: Effects of sequence on labeling accuracy in IP + DL condition. Along
the abscissa is the sequence and along the ordinate is the labeling error.

Figure 5.20: Effects of sequence on positioning accuracy in DP + DL condition. Along
the abscissa is the sequence and along the ordinate is the positioning
error.
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Figure 5.21: Effects of sequence on angular accuracy in DP + DL condition. Along
the abscissa is the sequence and along the ordinate is the angular error.

Figure 5.22: Order effects on angular accuracy in DP + DL condition, by subject.
Along the abscissa are the subjects and along the ordinate is the angular
error.
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Figure 5.23: Effects of sequence on labeling accuracy in DP + DL condition. Along
the abscissa is the sequence and along the ordinate is the labeling error.

The data was further broken down by subject (Figure 5.22) and an additional ANOVA

was performed. For each subject, no significant difference in source sequence order

was observed.

Figure 5.23 compares the mean labeling error that listeners made in the DP+DL

condition. No difference in labeling accuracy as an effect of sequence was observed

[F4,495=0.25, p=0.91].

5.3.2.3 DPDL

In the same way as the previous two conditions, the positioning, angular and

labeling error for each source was analyzed to measure any sequence effects in the

DPDL condition. Figure 5.24 illustrates that no difference in positioning error was

observed [F4,495=0.23, p=0.92].

Likewise, Figure 5.25 compares the mean angular error by sequence order in the

DPDL condition. There was there was no difference in angular error [F4,495=0.26,
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Figure 5.24: Effects of sequence on positioning accuracy in DPDL condition. Along
the abscissa is the sequence and along the ordinate is the positioning
error.

Figure 5.25: Effects of sequence on angular accuracy in DPDL condition. Along the
abscissa is the sequence and along the ordinate is the angular error.
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Figure 5.26: Order effects on labeling accuracy in DPDL condition. Along the ab-
scissa is the sequence and along the ordinate is the labeling error.

p=0.26].

Figure 5.26 compares the mean labeling error in the DPDL condition. There

was there was no difference in labeling accuracy as an effect of sequential order

[F4,495=0.36, p=0.84].

5.4 Discussion

The present chapter examined the effects of recall methods on auditory spatial

memory of concurrent sound sources. The concept of auditory spatial memory was

further explored by examining three conditions that imposed different memory re-

quirements and recall methods. In the IP+DL condition, listeners were only required

to remember the labels of marked sounds in a free recall task. In contrast, in the

DP+DL condition, the listener was asked to recall location and label in a delayed free

recall task. In the third condition, DPDL, the listener was asked to recall location

and label in a delayed ordered recall task.
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Temporal effects are typically observed in recall tasks (Rundus (1971)). Primacy

and recency effects are also observed in the recollection of visual spatial objects.

Bonanni et al. (2007) found that listeners more accurately recall early items in a

sequence of visual spatial positions. Recency effect was only observed in the recall

of longer sequences of spatial objects. Temporal effects were not observed in any

of the conditions of this experiment. This observation may have been due to the

fact that sounds were presented concurrently and the listener could revisit any sound

while memorizing its location. However, it is also possible that listeners memorized

and marked the sound positions in a specific order in each trial, therefore making

the labeling task trivial. It is also possible that if listeners were asked to recall more

sound sources, temporal effects may have been observed.

Participants exhibited significantly lower positioning and angular error when mark-

ing the sound sources in the IP+DL condition as compared to the DP+DL and DPDL

conditions. This finding is not surprising given that the IP+DL condition did not

require listeners to store the positions in memory. There was no difference in DP+DL

and DPDL positioning accuracy. This suggests that listeners are able to remember

the environment configuration after a delay, regardless of the recall method (free or

ordered). In the DP+DL and DPDL conditions, location and labeling information

memory were retained after stimulus presentation, possibly increasing the task de-

mand of spatial information retrieval, resulting in degraded recall accuracy.

Participants exhibited the most labeling error in the ordered recall condition

(DPDL). Additionally, when comparing the two free recall tasks, listeners showed

more labeling error in the DP+DL condition than in the IP+DL condition. This

finding suggests that the increase in elapsed time before labeling negatively affects

the listener’s ability to remember the correct location of each sound. This is not

surprising given that after a delay, when mental processes are recalled, they tend

to be over-generalized, over-summarized and over-rationalized and the stored repre-
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sentation may not be an accurate depiction of the environment (Nisbett and Wilson

(1977)).

Participants differed significantly in the amount of time needed to explore the

auditory environment during the DPDL condition, as compared to the DP+DL con-

dition. This is not surprising in light of the differing requirements. DPDL potentially

imposes a greater memory demand than the other tasks, so listeners may have con-

sciously used more time to memorize the environment, due to the challenging nature

of the recall task. Another surprising finding is that one would expect listeners in the

IP+DL condition to require significantly less exploration time, as the task imposed

the least memory demands - yet the exploration time was not significantly different

than the other two conditions.

The findings of the present chapter have important implications for the designers

and users of auditory spatial systems. Results suggest that designers of auditory

interfaces for sound search should create systems that minimize the amount of time

that listeners must store location and label information in memory before recall. Also,

when querying a VAE system operator (perhaps during a shift change), free recall

should be utilized rather than cued recall.
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CHAPTER VI

Three Issues in System Integration

6.1 Introduction

Prior to integrating spatial audio into real-time systems, there are system integra-

tion issues that must be explored. The experiments of the previous chapters affirmed

that listeners could search for and recall sound sources under precise controlled con-

ditions. These conditions may not be representative of the actual situations that a

system operator may face. It is necessary to determine how much (if any) of the

observed behavior applies to practical situations.

This chapter examines the implications of three practical circumstances. For

example, we measured the effects of sound source uncertainty, wherein the listener

must find and recall unknown sources. In a real-life system, it is likely that the

operator will have visual cues that correspond to the auditory cues. The present

chapter examines the interaction of the visual and audio cues and the effect on sound

search and recall. Lastly, the experiments of the preceding chapters have only assessed

listeners’ behavior when interacting with five sounds. It is very likely that the system

operator will need to keep track of more than five sounds. These extra sounds could

clutter the interface with sound, making search more difficult. Drastic attenuation

modeling may be needed to aid the perception of each sound. Differing attenuation

models were investigated to determine their effects on memory and search.
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6.2 Effects of Source Uncertainty

The present experiment investigates the effects of source uncertainty on source

recall. Previous experiments required listeners to search for five known sources. In a

real system, the operator may not have prior knowledge of the sound sources repre-

sented within the environment. It is important to investigate how listeners perform

when finding and recalling unknown sounds.

The results of this study have critical implications for the design of VAEs that

will be used in real systems. Performance could potentially degrade because of the

additional classification required to identify the unknown sources. Finding and re-

membering unknown sound sources could potentially impose an extra cognitive load

on the listener. This would force the system designer to make a tradeoff between sub-

ject performance degradation and sound source representation. On the other hand,

in the more desirable case, listeners could possibly locate and remember unknown

sounds with the same accuracy as known sounds. In this case, the operator of the

system would be able to localize unknown sources and the system designer would not

need to make a design tradeoff.

To test the effects of source certainty, listeners were asked to locate and label

sound sources that were randomly drawn from a library of sources. Positioning ac-

curacy, angular accuracy, labeling accuracy, and exploration time were measured and

compared to the IP + DL condition of the experiment in Chapter V.

6.2.1 Methods

6.2.1.1 Participants and Apparatus

The five observers from the experiment of the previous chapter participated in

the current experiment. The experiment required about 2.2 hours of listening and

was completed in a single session apart from the experiments of the previous chapter.
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The present study used the same real-time MATLAB-based spatial auditory system

from Chapter IV and Chapter V.

6.2.1.2 Stimuli

25 distinct environmental sounds (see Table 6.2.1.2) were used in the present

experiment. The sounds were chosen from BBC (1991) based upon their ability to

be perceptually segregated and the presence of transients. The spectral content of

each of the aforementioned sound sources is displayed in Appendix B.

Table 6.1: Larger collection of environmental sounds and their labels

Number Sound Labels
1 Alarm clock buzzer Alarm
2 Audience Applause Applause
3 Dog barking Barking
4 Water bubbling Bubbles
5 Cars accelerating Cars
6 Crickets chirping Crickets
7 Crowd yelling Crowd
8 Drumsticks striking a drum Drums
9 Electric shock Electricity
10 Computer generated electronic noises Electronic
11 Water sizzling in a hot pan Frying
12 Horse galloping Horse
13 A man laughing Laughter
14 Cow Mooing Moo
15 Gloomy low pitched warble Ominous
16 Parade drums, whistles and marching Parade
17 A river flowing rapidly River
18 Rooster crowing Rooster
19 Police car sirens Sirens
20 Loud Snoring Snoring
21 Electronic ascending whooshes Space Gun
22 Clock Ticking Tick-Tock
23 Typewriter keys being pressed Typewriter
24 Slowly wavering pitch Wow
25 Wrench tightening a bolt Wrench
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6.2.1.3 Procedure

First, the listener completed a sound recognition task to become familiar with the

identities of the new sound sources. The participant serially listened to the 25 sound

sources. As each sound was heard, the participant was shown the sound’s label. After

the serial presentation, the participant could replay any sound. After the participant

indicated that all of the sounds had been learned, they completed a sound association

test. In the test, a single sound was randomly played. The participant was asked to

verbally state the label associated with the sound that had been played. The test

continued until the participant was able to correctly label ten consecutive sounds.

Before beginning the experiment, the participant completed training to orient him

or herself to the auditory environment. The training procedure used was identical

to the training procedure described in Chapter V. 1 of the 25 sound sources was

randomly selected to be localized in each training trial.

After training, the participant walked around the auditory interface, serially mark-

ing the locations of each of five randomly determined sound sources as they were

encountered. After the positions of all of the sound sources were marked, the partici-

pant labeled each sound. Essentially, the experimental procedure was identical to the

Immediate Positioning then Delayed Labeling (IP+DL) experiment of Chapter V.

6.2.2 Results

The results of the current experiment were compared with the results of the

IP+DL condition of V, which represented an identical condition in which sound

source identity was known. The statistical treatment is similar to that which was

used in the previous chapter.
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Figure 6.1: Effects of source certainty on positioning accuracy. Along the abscissa is
the source certainty and along the ordinate is the positioning error.
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Figure 6.2: Effects of source certainty on angular accuracy, by subject. Along the
abscissa is the source certainty and along the ordinate is the angular
error.

6.2.2.1 Accuracy

Figure 6.1 shows the mean positioning error for known and unknown sound

sources. No significant difference in positioning error was observed as an effect of

source certainty [F1,998=2.64, p=0.10].

Similarly, Figure 6.2 compares the angular error when searching for known or

unknown sources. Positioning error differed significantly between the conditions

[F1,998=5.02, p<0.05]. The data was further broken down by subject (Figure 6.3)

and an additional ANOVA was performed. Angular accuracy did not differ for three

of the five subjects. Subject 3’s performance significantly improved and Subject 4’s

performance degraded. No overall trend was observed.
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Figure 6.3: Effects of source certainty on angular accuracy, by subject. Along the
abscissa is the source certainty and along the ordinate is the angular
error.
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Figure 6.4: Effects of source certainty on labeling accuracy. Along the abscissa is the
source certainty and along the ordinate is the labeling error.
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Figure 6.4 compares the mean labeling error for known and unknown sources. No

significant difference in labeling error was observed as an effect of source certainty

[F1,998=0.10, p=0.76].

6.2.2.2 Accuracy by Stimulus

Next, the effects of stimulus spectral content on search error were analyzed. Po-

sitioning and angular error were analyzed from the condition that occurred after

training. The numbered stimuli correspond to the those identified in Table 6.2.1.2.

Figure 6.5 shows the mean positioning error by stimulus during search. A one-way

ANOVA indicated that the main effect of stimulus type was insignificant [F24,475=1.02,

p=0.44].

Figure 6.6 shows the mean angular error by stimulus during search. A one-way

ANOVA indicated that there was no significant difference in angular error [F24,475=1.14,

p=0.29].

Figure 6.7 shows the mean labeling error by stimulus during search. A one-

way ANOVA indicated that there was no significant difference in labeling error

[F24,475=0.9, p=0.6].

6.2.2.3 Exploration Time

Source certainty effects were examined through a comparison of exploration time

while searching for known and unknown sources. Figure 6.8 shows the mean explo-

ration time during both conditions. Searching for unknown sources took significantly

longer than the search for known sources [F1,160=7.64, p<0.05].

6.2.3 Discussion

The results indicated that participants were able to locate and identify randomly

determined sound sources with the same accuracy as static sound sources. This
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Figure 6.5: Positioning accuracy by stimulus. Along the abscissa is the stimulus
number (from Table 6.2.1.2) and along the ordinate is the positioning
error.
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Figure 6.6: Angular accuracy by stimulus. Along the abscissa is the stimulus number
(from Table 6.2.1.2) and along the ordinate is the angular error.
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Figure 6.7: Labeling accuracy by stimulus. Along the abscissa is the stimulus number
(from Table 6.2.1.2) and along the ordinate is the distance error.
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Figure 6.8: Effects of source certainty on exploration time. Along the abscissa is the
source certainty and along the ordinate is the total time listeners explored
the environment while marking the five sound sources.
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suggests that operators of VAE systems will be able to detect unknown sounds that

may be present in their listening environment, without experiencing an accuracy

degradation.

However, although accuracy was not affected when unknown sources were used,

listeners spent significantly more time exploring the environment to search for un-

known sounds. This suggests that unknown sound sources take longer to find and/or

remember. One possible explanation for the increase in time is that the listener has

not had the advantage of rehearsing the identities of these sounds, and more time is

needed to memorize the locations of the unknown sounds during exploration. Another

possible explanation is that the listener needed extra time to accurately localize the

unknown sound sources, as they had not been as thoroughly rehearsed as the known

sources.

6.3 Effects of Visual Augmentation

In the experiments of the preceding chapter, listeners searched for and remembered

spatial sounds, while using minimal visual cues. The only visual cues were shapes that

indicated the listener’s position and orientation, and markers that were placed by the

listener. In a real-world system, it is likely that the operator will have positional visual

cues along with the spatial audio cues during search and recall. Thus, it is necessary

to examine how auditory and visual cues interact during the recall of auditory spatial

objects. The present study seeks to determine the effects of using an advanced visual

cue during exploration and recall.

It is possible that an enhanced visual augmentation, such as a coordinate system,

would help the listener to recall the positions of the auditory objects. If so, system

designers would be encouraged to consider incorporating a coordinate-based visual

augmentation into the interface. On the other hand, the additional cognitive load of

interacting with a visual reference frame while monitoring an auditory object may
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degrade listener performance. In this case, a system designer of a highly visual in-

terface may not choose to use spatial audio in that interface, since it degrades search

recall and accuracy.

To test the effects of visual augmentation, listeners explored a five-source audi-

tory environment that was augmented with a Cartesian or polar reference frame.

Positioning accuracy, angular accuracy, labeling accuracy, and exploration time were

measured and compared to the DP + DL condition of the experiment in Chapter V.

6.3.1 Methods

6.3.1.1 Participants, Stimuli and Apparatus

The five observers from the previous experiment participated in the current exper-

iment. The experiment required about 3.8 hours of listening and was completed in a

single session, apart from the previous experiment. The present study used the same

real-time MATLAB-based spatial auditory system from Chapter IV and Chapter V.

This experiment also used the same stimuli from Chapter IV

6.3.1.2 Procedure

Prior to beginning each experiment condition, participants completed training to

become familiar with the auditory environment. The training procedure was identical

to that which was outlined in Chapter V and augmented with a Cartesian or polar

reference frame.

A balanced design experiment was conducted to investigate the influence of visual

reference frames on auditory spatial memory within a VAE. Participants performed

a modified version of the Delayed Positioning then Delayed Labeling (DP + DL)

experimental condition that was outlined in the previous chapter. The participant

walked around the auditory environment while they memorized the locations of the

five spatialized sound sources. Next, the participant marked the locations of the
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Figure 6.9: Cartesian reference frame experimental condition in which the participant
has explored the environment and marked three of the five sound sources
(blue circles).

sound sources. Finally, the participant labeled the identities of the sound sources

that were marked in the previous step. Essentially, the participant performed the DP

+ DL condition while the screen was visually augmented with a Cartesian (Figure

6.9) or polar (Figure 6.10) reference frame during exploration and recall.

6.3.2 Results

Results of the current experiment were compared with the results of the DP+DL

experiment from Chapter V, which represented an identical condition in which a

reference frame was not used.

6.3.2.1 Accuracy

Effects were examined through a comparison of results of the previous experiment

and the DP+DL experiment of Chapter V. Figure 6.11 shows the mean positioning
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Figure 6.10: Polar reference frame experimental condition in which the participant
has explored the environment and marked three of the five sound sources
(in blue).

error during the three visual augmentation conditions. A significant difference in

positioning error was observed as an effect of visual augmentation [F2,1497=43.57,

p<0.05]. A Tukey LSD multiple comparison test showed that positioning error was

significantly lower with either visual augmentation.

Similar results were observed in the comparison of angular error. Figure 6.12

shows the mean positioning error during the three visual augmentation conditions. A

significant difference in angular error was observed as an effect of visual augmentation

[F2,1497=2992.3, p<0.05]. A Tukey LSD multiple comparison test showed that angular

error was significantly lower when either visual augmentation was used, as compared

to no visual augmentation.

As in the previous two analyses, the labeling accuracy follows a similar trend.

Figure 6.13 shows that there was a significant difference in labeling error as an effect

of visual augmentation [F2,1497=26.22, p<0.05]. A Tukey LSD multiple comparison
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Figure 6.11: Effects of visual augmentation on positioning accuracy. Along the ab-
scissa are the augmentation conditions and along the ordinate is the
positioning error.
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Figure 6.12: Effects of visual augmentation on angular accuracy. Along the abscissa
are the augmentation conditions and along the ordinate is the angular
error.
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Figure 6.13: Effects of visual augmentation on labeling accuracy. Along the abscissa
are the augmentation conditions and along the ordinate is the labeling
error.
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Figure 6.14: Effects of visual augmentation on exploration time. Along the abscissa
are the augmentation conditions and along the ordinate is the total ex-
ploration time.

test showed that angular error was significantly lower when either visual augmentation

was used, as compared to no visual augmentation.

6.3.2.2 Exploration Time

Figure 6.14 shows the average amount of time listeners explored the environment

using a polar, Cartesian, or no reference frame. As in the previous analyses, there

was a significant difference in exploration time as an effect of visual augmentation

[F2,297=6.02, p<0.05]. A Tukey LSD multiple comparison test showed that explo-

ration time was higher in the Cartesian grid condition than the other two conditions.

The data was further broken down by subject (Figure 6.15) and an additional
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Figure 6.15: Exploration time as affected by visual augmentation. Along the abscissa
are the subjects and along the ordinate is the total exploration time.
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ANOVA was performed. Visual augmentation significantly affected each subject’s

exploration time, however there was no trend observed.

6.3.3 Discussion

Participants exhibited significantly higher positioning, angular and labeling accu-

racy when an auditory environment was augmented with a Cartesian or polar refer-

ence frame. No effect was seen across the two types of visual augmentation.

It is interesting to note that some researchers have found that visual objects

are more easily remembered with a salient visual reference frame. For example,

Carlson (2008) and Kelly et al. (2010) found that incorporating this type of salient

cue enables a participant to form a more accurate mental spatial representation of the

environment. Tversky (1993) states that in environments where spatial orientations

are difficult to remember, heuristics, such as reference points, were used to anchor

figures to locations, making them easier to remember. Von Wright et al. (1978) found

that the use of external spatial frames of reference aided in the encoding of attributes

of visual objects in young children. In the auditory domain, Zahorik (2002) notes

that it is important to recognize the contributions of non-acoustical (visual) factors

that affect the perception of auditory space. On the other hand Albert et al. (1999)

indicates that visual reference frames have little, if any, impact on the acquisition of

spatial relationships.

Participants exhibited significantly higher recall accuracy when any visual aug-

mentation was used. There was no difference in accuracy between the two visual

augmentations. One might have expected angular accuracy to be significantly higher

in the polar augmentation condition, due to the structure of the reference frame.

Perhaps reference frames are used as general-purpose landmarks. Their shape may

not influence sound search and recall.

Interestingly, participants spent significantly more time exploring the Cartesian

142



augmented environment, followed by the polar augmented environment. The higher

exploration time may have been a result of participants counting the boxes in an

attempt to memorize the exact coordinate or square in which each source was located.

Findings from this experiment suggest that VAE designers should incorporate vi-

sual reference frames into their visual positional display of auditory spaces. However,

they must note that an increase in search time may be observed if the system uses

an augmentation that encourages the operator to memorize features of the reference

frame. If the operator is performing a task that is not time-sensitive, any frame could

be used.

6.4 Effects of Attenuation Models

The previous experiments were performed within a given radius on a free-field

geometry. In the environment, every sound was detectable from every position, us-

ing inverse-squared attenuation. In a real-life environment where a system operator

needed to monitor a large number of sound sources, this type of interface could po-

tentially become noisy and crowded. This would most likely degrade sound search

time and accuracy. Perhaps a more drastic attenuation model is needed for dense

environments. It is critical to study the effects of a larger geometry.

A larger geometry could potentially aid sound search. The search path analysis in

Chapter IV indicated that listeners primarily use attenuation cues to localize sounds.

A drastic attenuation model makes the attenuation change more pronounced and

(possibly) easier to detect; which may aid the listener’s search. A drastic attenuation

model could also lower the signal to noise ratio in dense environments, making search

easier.

On the other hand, a drastic attenuation model could hinder spatial sound search.

Since every source would not be detectable at any point, some sources could become

hidden and/or require significantly more time to locate.
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The present experiment examines how a drastic attenuation and an absent atten-

uation model affect listener accuracy and exploration time. In the drastic attenuation

condition, we aim to explore the performance effects of a sharp attenuation model.

In the non-attenuated condition, our goal is to determine if search and recall are

degraded (or even possible) if all sounds are equally as loud.

To test the effects of attenuation models, listeners explored a five-source VAE

that had no attenuation or a drastic (inverse-eighth attenuation). Positioning accu-

racy, angular accuracy, labeling accuracy, and exploration time were measured and

compared to the DPDL condition of the experiment in Chapter V.

6.4.1 Methods

6.4.1.1 Participants, Stimuli and Apparatus

The five observers from the previous experiment participated in the current ex-

periment. The experiment required about 4 hours of listening and was completed in

a single session, apart from the previous experiment.. The present study used the

same real-time MATLAB-based spatial auditory system and stimuli from Chapter IV

and Chapter V.

6.4.1.2 Procedure

Before beginning each condition, the participants completed training to orient

themselves to the auditory environment. The training procedure used was identical

to that used in Chapter V. The user completed training using the same attenuation

model as their assigned condition.

A balanced design experiment was conducted to investigate the influence of at-

tenuation modeling (Figure 6.16) on auditory spatial memory within a VAE. The

participant performed a modified version of the Delayed Positioning and Delayed

Labeling (DPDL) experimental condition outlined in the previous chapter. The par-

144



Figure 6.16: Attenuation Models used in each experimental condition.

ticipant walked around the auditory environment and memorized the locations of the

five sound sources. After the participant indicated that they had learned the spatial

configuration of the environment, they were aurally cued with a sound from the in-

terface. After hearing the sound, the participant clicked the position in the interface

where they remembered hearing the sound. Essentially, the participant performed

the Delayed Positioning and Delayed Labeling (DPDL) experimental condition while

the sound sources were non- or inverse-eighth attenuated.

6.4.2 Results

Results of the current experiment were compared with the results of the DPDL

condition of the experiment in Chapter V, which used a standard inverse-squared

attenuation model.
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Figure 6.17: Effects of attenuation modeling on positioning accuracy. Along the ab-
scissa are the attenuation models and along the ordinate is the position-
ing error.

6.4.2.1 Accuracy

The effects of attenuation model on positioning accuracy were examined through

a comparison of error during the aforementioned condition and the error during the

DPDL experiment from Chapter V.

Figure 6.17 shows that the choice of attenuation model has a significant effect

on positioning error [F2,1497=56.18, p<0.05]. A Tukey LSD multiple comparison

test showed that positioning error was the lowest when an inverse-eighth attenua-

tion model was used. Additionally, positioning error was lower using inverse-squared

attenuation than no attenuation.

Figure 6.18 shows the effect of attenuation model on angular error. Similar to

146



Figure 6.18: Effects of attenuation modeling on angular accuracy. Along the abscissa
are the attenuation models and along the ordinate is the angular error.

positioning error results, a significant difference was observed between conditions

[F2,1497=13.12, p<0.05]. A Tukey LSD multiple comparison test showed that angular

error was the lowest when an inverse-eighth attenuation model was used. Additionally,

angular error was lower using inverse-squared attenuation than no attenuation.

Figure 6.19 shows the effect of attenuation model on labeling error. The anal-

ysis shows that attenuation model significantly affects labeling error [F2,1497=70.40,

p<0.05]. A Tukey LSD multiple comparison test showed that labeling error was the

highest when no attenuation model was used. The data was further broken down

by subject (Figure 6.20) and an additional ANOVA was performed. For two of the

subjects, the attenuation model did not affect labeling error. Of the three affected sub-

jects, only two showed significantly higher labeling error with no attenuation model.
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Figure 6.19: Effects of attenuation modeling on labeling accuracy. Along the abscissa
are the attenuation models and along the ordinate is the labeling error.
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Figure 6.20: Effects of attenuation modeling on labeling accuracy, by subject. Along
the abscissa are the subjects and along the ordinate is the labeling error.
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Figure 6.21: Effects of attenuation modeling on exploration time. Along the ab-
scissa are the attenuation models and along the ordinate is the the total
time listeners explored the environment while localizing the five sound
sources.

6.4.2.2 Exploration Time

Figure 6.21 shows the effect of attenuation model on search time. The analysis

shows that the choice of attenuation model does not affect search time [F2,297=0.42,

p=0.66].

6.4.3 Discussion

The results suggest that VAE designers should use more drastic attenuation mod-

els in VAEs to aid search and recall. The findings suggest that accuracy increases

as attenuation increases; however, there may be a point at which an attenuation
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increase is no longer beneficial. An extremely drastic attenuation model could hide

some sounds for long periods of time, making them undetectable. Generally speaking,

however, some attenuation modeling is necessary, because in the cases of no atten-

uation, performance was the worst. Additionally, a design tradeoff must be made

since drastic attenuation may hinder sound source detection in applications where it

is critical that objects are detected as soon as they enter the environment.

Using inverse-eighth attenuation resulted in higher positioning, angular, and label-

ing accuracy. This may have occurred because the environment was quieter during

search and there was less interference from competing sources in the environment.

Perhaps high attenuation narrows the search space of the possible locations of a

sound source. With inverse-eighth attenuation, the sound source is only heard once

the listener is within a very close proximity of the source. Generally speaking, in

this condition, if the listener can hear the source, they must be fairly close to it. In

the inverse-squared and flat attenuation conditions, sound sources were heard from

more locations. This widened the search space of possible sound locations. The inter-

face with no attenuation modeling had the lowest positioning, angular, and labeling

accuracy. This was also the loudest interface.

The results also showed that listeners need similar amounts of exploration time

for each attenuation model. This is particularly surprising, given that there were

significant differences in accuracy across conditions. One would expect the amount

of time needed to locate the sources to significantly differ as well. The results suggest

that it may take just as long to find a drastically attenuated source as to narrow

down the exact position of an easily detected sound source. Nevertheless, our findings

indicate that VAE designers can increase the attenuation model of the system, which

leads to more accurate search and recall, without affecting exploration time.
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6.5 Summary

The experiments of the current chapter assessed the implications of three practi-

cal issues on the recall of VAE objects. It was discovered that when localizing un-

known sounds, system operators could expect to experience no significant difference

in search and recall accuracy as compared to known sounds. A significant increase

in the amount of time needed to search the environment should be expected. The

findings also recommend that VAE designers incorporate a coordinate system visual

augmentation into positional displays. The data also suggests that VAE designers

should use drastic attenuation models in the design of VAEs. Designers should be

cautious when choosing the specific attenuation model, as the upper bound of drastic

attenuation has not been assessed.
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CHAPTER VII

Conclusion and Future Directions

7.1 Summary

This dissertation showed that listeners can train to locate and recall the positions

of sound sources in controlled and practical situations within a VAE. In particular,

the present work discovered many design considerations to aid creation of VAEs that

augment spatial displays of information.

This dissertation has created initial footsteps to expand the understanding of how

humans can navigate and use virtual spatial audio cues to learn an environment. The

discoveries of this dissertation can be used to offload some visual perception tasks to

the auditory sense to improve task efficiency and reduce operator error.

7.1.1 Contributions

The main contributions of this dissertation are:

1. A quick and inexpensive subjective-selection procedure to create reliable cus-

tomized HRTFs for VAE listeners. It was found that listeners can judge the

spatial qualities of sounds, even when using non-individualized HRTFs. The

judgments were used to create customized HRTFs for the listeners that par-

ticipated in the experiments of this dissertation, without incurring the cost
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associated with creating individualized HRTFs. Our procedure created an al-

ternative to direct measurement for those researchers and researchers who do

not have the resources or access to an HRTF measurement facility.

2. A training procedure to teach listeners to locate virtual sounds in a spatial

auditory environment. We were able to characterize the localization strategies

used by listeners when searching for sources in a VAE. The strategies were used

to create a training procedure which significantly helped listeners to localize

spatial sound sources.

3. An assessment of auditory spatial memory. We found that listeners recall VAE

configuration more accurately during free recall as compared to cued recall.

We found that the length of time that listeners are required to remember the

locations of sounds should be minimized.

4. We discovered that listeners can locate and identify unknown sound sources at

the same accuracy as known sound sources. However, listeners needed signifi-

cantly more time to encode the positions of the unknown sources. VAE designers

should incorporate coordinate-based visual reference frames when representing

positional information. Drastic attenuation models of sound improved search

and recall within the auditory environment.

7.2 Extensions of the Present work

There are various ways in which to extend the present work:

• The HRTF selection procedure of Chapter III used stationary sound source

judgments in order to select an HRTF for each listener. A possible extension

could examine a listener’s directional judgment of a moving sound source.
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• Each listener in the HRTF selection procedure identified multiple HRTFs with

good spatial qualities. Further analysis could include analyzing the HRTFs

chosen at the end of the selection procedure to discover common characteristics

among the chosen HRTFs. This would provide additional insight to identify

specific auditory cues that listener deems important in spatial perception.

• In Chapter IV, listeners trained to locate five sound sources. An additional

study to examine practice effect should also be performed. In the study, a

group of listeners would perform the Walk and Mark procedure twice (without

receiving training) to determine if listener performance changes after performing

the initial task.

• In Chapter V, listeners recalled the locations and labels of five sound sources.

To delve deeper into the capacity of audiospatial memory, the upper limits of

concurrent audiospatial memory should be examined. It would be interesting

to perform an additional study to assess listener recall performance of larger

quantities of sound sources.

• The results of Chapter VII indicated that the use of reference frames or drastic

attenuation modeling improved search and recall of spatial auditory objects. An

interesting line of inquiry could assess listener performance in a VAE with visual

augmentation and drastic attenuation modeling. An additional line of investi-

gation is needed to assess the upper-limit of attenuation modeling. Specifically,

further exploration should determine the point at which drastic attenuation

impairs search and recall accuracy.

In all, the present work has raised and addressed many questions in using VAEs

for search and recall of spatial information. Many audiences will benefit from the

findings of this dissertation. Video game designers, psycho-acousticians, VAE design-

ers and multi-modal interface designers may benefit from applying the results of this
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research. This dissertation provides the groundwork to shape the design of VAEs,

thus promoting richer interaction to aid the perception and surveillance of spatial

information.
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Selected Experiment Scripts
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College of Engineering, Dept. of EECS 

University of Michigan 
2260 Hayward St. 

 Ann Arbor, MI 48109-2121 
Contact: Kyla McMullen, 734-763-0313, 

kyla@umich.edu 

 
Experiment Details 

 
 
Hello my name is Kyla McMullen and today I will be conducting an experiment in 
spatialized audio. Spatialized audio involves processing a sound in order to give you, the 
listener, the perception that the sound is being emitted from a source located in 3-D 
space. This experience may already be familiar to you. For example, when you listen to 
music over headphones, you may have the sensation that the actual performance is being 
emitted from a spot inside of your head. We would like to research ways in which to 
extend this feeling so that a sound (delivered over headphones) may appear to be coming 
from a source in 3-D space that could be literally anywhere around you.  
The sounds that you will experience today will be a lot simpler than those heard in a 
concert, or within a crowd. You will hear sounds in isolation. Please do not judge the 
“naturalness” or “realness” of the environment’s sound. Please attend to the spatial 
qualities of the sound sources within the interface.  
The experiment consists of three tasks:  
  1. Externalization 

You will first hear the baseline signal (monophonic) followed by 5 discrete 
test signals randomly positioned. Select ALL of the intervals that appear to 
be externalized (located outside the head). If none can be discriminated, 
please check the ‘none” checkbox. If you would like to replay an interval, 
you may click its corresponding letter in the interface. When you are done 
choosing the intervals, you will click “Submit’, then ‘Make Trial’ to begin 
the next trial.  
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2. Elevation 
You will hear 5 pairs of signals. Each pair contains signals presented at two 
different elevations (+30/-30). Select ALL of the intervals for which you 
perceive a difference in elevation. If none can be discriminated, please check 
the ‘none” checkbox. If you would like to replay an interval, you may click 
its corresponding letter in the interface. When you are done choosing the 
intervals, you will click “Submit’, then ‘Make Trial’ to begin the next trial.  
 
3. Front / Back 
You will hear 5 pairs of front/back back/front signals. Select ALL of the 
intervals for which you discriminate front from back. If none can be 
discriminated, please check the ‘none” checkbox. If you would like to replay 
an interval, you may click its corresponding letter in the interface. When you 
are done choosing the intervals, you will click “Submit’, then ‘Make Trial’ 
to begin the next trial.  

 
Completing the steps from 1-3 indicates the termination of the experiment. Please alert 
the experimenter when each task has been completed. Please take a break between the 
experimental tasks if necessary.  
If you have any questions during the task(s), please remove the headphones and alert the 
experimenter. Please silence any electronics that may emit a noise during the experiment. 
You will be compensated with $10 (cash) per hour, rounded to the nearest 15 minutes. 
Do you have any questions?  
  
We will not report any information that could potentially identify you. All of the data that you provide will be stored 
securely, then shredded and/or destroyed when it is no longer needed. This study has been approved by the IRB (Institutional 
Review Board). You are free to decide not to participate in this study or to withdraw at any time. If you choose to withdraw, 
you will be compensated for the time spent performing the study.  

If you have questions about your rights as a research participant, or wish to obtain information, ask questions or discuss any 
concerns about this study with someone other than the researcher(s), please contact the University of Michigan Health 
Sciences and Behavioral Sciences Institutional Review Board, 540 E Liberty St., Ste 202, Ann Arbor, MI 48104-2210, (734) 
936-0933 [or toll free, (866) 936-0933], irbhsbs@umich.edu" 
 
Signature: ______________________________________ 

 

Date: ___________________________________________ 
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College of Engineering, Dept. of EECS 

University of Michigan 

2260 Hayward St. 

 Ann Arbor, MI 48109-2121 

Contact: Kyla McMullen, 734-763-0313, 

kyla@umich.edu 

Assessing the Use of Auditory Interfaces to Aid Human 

Navigation in a Virtual Environment

Experiment Script 
Hello my name is Kyla and today we will be conducting an experiment in spatial audio. You will be a part of a study that 

seeks to determine the effects of training when using an Auditory interface. In this experiment you will be placed within an 

auditory environment that consists of 5 sounds and you will move about the environment, marking the location of each 

sound source. Then you will train to use the environment. Afterwards, you will perform the first task an additional time. 

 

First, you will begin by being placed in the center of an auditory environment. There will be five sound sources randomly 

scattered in the environment. It is your job to navigate through the environment, finding each sound source. The left and 

right arrow keys may be pressed to rotate your heading. When you are standing in the same location as the sound source, 

please press the spacebar. You are now free to move on and mark the locations of the other sound sources. Once all of the 

sources have been marked, you will see the actual locations of the sound sources in the environment (marked in green). 

Press Submit to save your work and then press New Environment to continue. You will repeat this procedure twenty times.  

 

Next you will see a message screen that says: 

 

Please only close this window AFTER the conclusion of each experiment. After the window is closed, the training task will 

begin. You will be asked to select an HRTF. Please open the folder that says “__Subject_Individualized_HRTFs” and select 

the file that says [your_Name].mat.  

 

In the training task, you will be presented with a single sound source that will be located directly in front of, behind, to the 

left, or to the right of you. You must use the mouse to navigate to the sound source and mark its location using the spacebar. 

Training will continue until you have reached a predetermined criterion.  You will save the data, close the message screen, 

open the folder that says “__Subject_Individualized_HRTFs” and select the file that says [your_Name].mat.  

 

 

In the second portion of the training task, you will be situated in an auditory environment where the sound source to be 

located will be situated virtually anywhere around you. Similar to the first training task, you must use the mouse to navigate 
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to the sound source and mark its location using the spacebar. Training will continue until you have reached a predetermined 

criterion.  You will save the data, close the message screen, open the folder that says “__Subject_Individualized_HRTFs” 

and select the file that says [your_Name].mat.  

 

Finally, you will perform the first task an additional time.  

 

Please complete these tasks as accurately as possible, while still being mindful of the amount of time spent answering. If you have any 

questions during the task(s), please remove the headphones and alert the researcher.  

We will not report any information that could potentially identify you. All of the data that you provide will be stored securely, then 

shredded and/or destroyed when it is no longer needed. This study has been approved by the IRB (Institutional Review Board). You will 

be compensated hourly for your participation. You are free to decide not to participate in this study or to withdraw at any time. If you 

choose to withdraw, you will be compensated for the time spent performing the study. Do you have any questions? 

 

Signature: ______________________________________ 

 

Date: ___________________________________________ 
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College of Engineering, Dept. of EECS 

University of Michigan 

2260 Hayward St. 

 Ann Arbor, MI 48109-2121 

Contact: Kyla McMullen, 734-763-0313, 

kyla@umich.edu 

Assessing the Use of Auditory Interfaces to Aid Human 

Navigation in a Virtual Environment

Experiment Script 
Hello my name is Kyla and today we will be conducting an experiment in spatial audio. You will be a part of a study that 

seeks to determine the effects of training when using an Auditory interface. In this experiment you will first complete 

auditory search training. Next you will be placed within an auditory environment that consists of 5 sounds and you will 

move about the environment, marking the location of each sound source. After marking the locations of each sound source, 

you will be asked to label the sound source. 

  

First in the training task, you will be presented with a single sound source that will be located directly in front of, behind, to 

the left, or to the right of you. You must use the mouse to navigate to the sound source and mark its location using the 

spacebar. Training will continue until you have reached a predetermined criterion.  You will save the data, close the 

message screen, open the folder that says “__Subject_Individualized_HRTFs” and select the file that says 

[your_Name].mat.  

 

 

message screen 

 

In the second portion of the training task, you will be situated in an auditory environment where the sound source to be 

located will be situated virtually anywhere around you. Similar to the first training task, you must use the mouse to navigate 

to the sound source and mark its location using the spacebar. Training will continue until you have reached a predetermined 

criterion.  You will save the data, close the message screen, open the folder that says “__Subject_Individualized_HRTFs” 

and select the file that says [your_Name].mat.  

 

Finally, you will perform the experimental task where you will walk around and mark each sound encountered. You will 

begin by being placed in the center of an auditory environment. There will be five sound sources randomly scattered in the 

environment. It is your job to navigate through the environment, finding each sound source. When you are standing in the 

same location as the sound source, please press the spacebar to mark it. You are now free to move on and mark the locations 

of the other sound sources. Once all of the sources have been marked, you will be presented with 5 drop down lists and 
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asked to mark the identity of each sound source (as represented by a number on each source marked within the interface). 

After you have labeled all of the sound sources, please press Submit to save your data. You will then be presented with the 

actual locations of each sound source (marked in green), labeled with the first letter of the sound source name within the 

interface.   Please Press [New Environment] to continue. You will perform this procedure twenty times before concluding 

the experiment. 

 

Please complete these tasks as accurately as possible, while still being mindful of the amount of time spent answering. If you have any 

questions during the task(s), please remove the headphones and alert the researcher.  

We will not report any information that could potentially identify you. All of the data that you provide will be stored securely, then 

shredded and/or destroyed when it is no longer needed. This study has been approved by the IRB (Institutional Review Board). You will 

be compensated hourly for your participation. You are free to decide not to participate in this study or to withdraw at any time. If you 

choose to withdraw, you will be compensated for the time spent performing the study. Do you have any questions? 

 

Signature: ______________________________________ 

 

Date: ___________________________________________ 
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College of Engineering, Dept. of EECS 

University of Michigan 

2260 Hayward St. 

 Ann Arbor, MI 48109-2121 

Contact: Kyla McMullen, 734-763-0313, 

kyla@umich.edu 

Assessing the Use of Auditory Interfaces to Aid Human 

Navigation in a Virtual Environment

Experiment Script 
Hello my name is Kyla and today we will be conducting an experiment in spatial audio. You will be a part of a study that 

seeks to determine the effects of training when using an Auditory interface. In this experiment you will first complete 

auditory search training. Next you will be placed within an auditory environment that consists of 5 sounds and you will 

move about the environment, taking note of the location of each sound source. Once you are familiar with the environment, 

you will mark the locations of each source. After marking the locations of each sound source, you will be asked to label the 

sound sources. 

  

First in the training task, you will be presented with a single sound source that will be located directly in front of, behind, to 

the left, or to the right of you. You must use the mouse to navigate to the sound source and mark its location using the 

spacebar. Training will continue until you have reached a predetermined criterion.  You will save the data, close the 

message screen, open the folder that says “__Subject_Individualized_HRTFs” and select the file that says 

[your_Name].mat.  

 

 

message screen 

 

In the second portion of the training task, you will be situated in an auditory environment where the sound source to be 

located will be situated virtually anywhere around you. Similar to the first training task, you must use the mouse to navigate 

to the sound source and mark its location using the spacebar. Training will continue until you have reached a predetermined 

criterion.  You will save the data, close the message screen, open the folder that says “__Subject_Individualized_HRTFs” 

and select the file that says [your_Name].mat.  

 

Finally, you will perform the experimental task where you will walk around and take note of each sound encountered. You 

will begin by being placed in the center of an auditory environment. There will be five sound sources randomly scattered in 

the environment. It is your job to navigate through the environment, finding each sound source. When you have learned the 

locations of each of the sounds, you will press the [RETURN] key. After pressing return, you may mark locations of the 
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sounds in any order you’d like. Once all of the sources have been marked, you will be presented with 5 drop down lists and 

asked to mark the identity of each sound source (as represented by a number on each source marked within the interface). 

After you have labeled all of the sound sources, please press Submit to save your data. You will then be presented with the 

actual locations of each sound source (marked in green), labeled with the first letter of the sound source name within the 

interface.   Please Press [New Environment] to continue. You will perform this procedure twenty times before concluding 

the experiment. 

 

Please complete these tasks as accurately as possible, while still being mindful of the amount of time spent answering. If you have any 

questions during the task(s), please remove the headphones and alert the researcher.  

We will not report any information that could potentially identify you. All of the data that you provide will be stored securely, then 

shredded and/or destroyed when it is no longer needed. This study has been approved by the IRB (Institutional Review Board). You will 

be compensated hourly for your participation. You are free to decide not to participate in this study or to withdraw at any time. If you 

choose to withdraw, you will be compensated for the time spent performing the study. Do you have any questions? 

 

Signature: ______________________________________ 

 

Date: ___________________________________________ 
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kyla@umich.edu 

Assessing the Use of Auditory Interfaces to Aid Human 

Navigation in a Virtual Environment

Experiment Script 
Hello my name is Kyla and today we will be conducting an experiment in spatial audio. You will be a part of a study that 

seeks to determine the effects of training when using an Auditory interface. In this experiment you will first complete 

auditory search training. Next you will be placed within an auditory environment that consists of 5 sounds and you will 

move about the environment, taking note of the location of each sound source. Once you are familiar with the environment, 

you will mark the locations of each source. After marking the locations of each sound source, you will be asked to label the 

sound sources. 

  

First in the training task, you will be presented with a single sound source that will be located directly in front of, behind, to 

the left, or to the right of you. You must use the mouse to navigate to the sound source and mark its location using the 

spacebar. Training will continue until you have reached a predetermined criterion.  You will save the data, close the 

message screen, open the folder that says “__Subject_Individualized_HRTFs” and select the file that says 

[your_Name].mat.  

 

 

message screen 

 

In the second portion of the training task, you will be situated in an auditory environment where the sound source to be 

located will be situated virtually anywhere around you. Similar to the first training task, You must use the mouse to navigate 

to the sound source and mark its location using the spacebar. Training will continue until you have reached a predetermined 

criterion.  You will save the data, close the message screen, open the folder that says “__Subject_Individualized_HRTFs” 

and select the file that says [your_Name].mat.  

 

Finally, you will perform the experimental task where you will walk around and take note of each sound encountered. You 

will begin by being placed in the center of an auditory environment. There will be five sound sources randomly scattered in 

the environment. It is your job to navigate through the environment, finding each sound source. When you have learned the 

locations of each of the sounds, you will press the [RETURN] key. After pressing return, you may mark locations of the 
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sounds in any order you’d like. Once all of the sources have been marked, you will be presented with 5 drop down lists and 

asked to mark the identity of each sound source (as represented by a number on each source marked within the interface). 

After you have labeled all of the sound sources, please press Submit to save your data. You will then be presented with the 

actual locations of each sound source (marked in green), labeled with the first letter of the sound source name within the 

interface.   Please Press [New Environment] to continue. You will perform this procedure twenty times before concluding 

the experiment. 

 

Please complete these tasks as accurately as possible, while still being mindful of the amount of time spent answering. If you have any 

questions during the task(s), please remove the headphones and alert the researcher.  

We will not report any information that could potentially identify you. All of the data that you provide will be stored securely, then 

shredded and/or destroyed when it is no longer needed. This study has been approved by the IRB (Institutional Review Board). You will 

be compensated hourly for your participation. You are free to decide not to participate in this study or to withdraw at any time. If you 

choose to withdraw, you will be compensated for the time spent performing the study. Do you have any questions? 

 

Signature: ______________________________________ 

 

Date: ___________________________________________ 
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