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CHAPTER 1

Introduction

This thesis focuses on questions about the properties of symbolic powers of ideals

in Noetherian rings and some related problems. All rings in this thesis are commu-

tative rings with identity.

Given a commutative ring R and a prime ideal P , for a positive integer n, the

nth symbolic power of P (denoted P (n)) is defined to be the contraction to R of

the expansion of P n to RP , i.e., P (n) = P nRP ∩ R. An equivalent definition is

P (n) = {r ∈ R : ∃w ∈ R \ P,wr ∈ P n}. P (n) is the smallest P -primary ideal

containing P n. Further, if P n has a primary decomposition (which is true if R is

Noetherian), then, the P -primary ideal that must be used in any irredundant primary

decomposition is P (n).

The motivation for the work in this thesis comes from the following four questions

each of which is the basis of an individual chapter.

1. (Eisenbud-Mazur conjecture, chapter 3) Given a regular local ring (R,m) and

a prime ideal P ⊂ R, when is P (2) ⊆ mP? Eisenbud and Mazur [EM97] have

constructed examples in every positive characteristic p when R contains a field,

to show that the statement does not hold. They also conjecture that if R

contains a field of characteristic zero, then, the statement is true.

1
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2. (Integral closedness of mI, chapter 2) Given a regular local ring (R,m) and a

radical ideal I ⊂ R, when is mI integrally closed? We will illustrate that this

question is closely related to the Eisenbud-Mazur conjecture.

3. (Uniform bounds on symbolic powers, chapter 4) Given a Noetherian complete

local domain R, is there a positive integer k such that for any prime ideal P ⊂ R,

P (kn) ⊆ P n for all positive integers n?

4. (General contractions of powers of ideals, chapter 5) Given an extension of

Noetherian rings R ⊆ S and an ideal J in S what can be said about the

behavior of In := Jn ∩R as n varies over positive integers? In particular, when

is ⊕∞i=0In a Noetherian ring?

1.1 Eisenbud-Mazur conjecture

Eisenbud and Mazur [EM97] studied symbolic powers in connection with the

question of existence of non-trivial evolutions.

Definition 1.1.1. Let R be a ring and S be a local R-algebra essentially of finite

type. An evolution of S over R consists of the following data:

• A local R-algebra T essentially of finite type.

• A surjection T → S of R-algebras such that if ΩT/R and ΩS/R denote the

modules of Kähler differentials of T over R and of S over R respectively, then,

the induced map ΩT/R ⊗T S → ΩS/R is an isomorphism.

The evolution is said to be trivial if T → S is an isomorphism.

The question of existence of non-trivial evolutions leads to the Eisenbud-Mazur

conjecture via theorem 1.1.5. We first need a more general definition of symbolic

powers.
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Definition 1.1.2. Let R be a ring and I an ideal in R. For a positive integer n, the

nth symbolic power of I is defined to be

I(n) := {r ∈ R :
r

1
∈ InRP for all P such that P is a minimal prime of I}.

Definition 1.1.3. Let R be a ring and I an ideal in R. We say I is an unmixed ideal

if every associated prime ideal of I is isolated. In other words, an unmixed ideal has

no embedded prime ideals.

Remark 1.1.4. If I is an unmixed ideal in a ring R, then, I(1) = ∩P (IRP ∩ R) by

definition (where the intersection is taken over the minimal primes P of I) and the

right hand side of this equation is a minimal primary decomposition for I and hence

I(1) = I.

Theorem 1.1.5. [EM97] Let R be a regular ring. Let (P,m) be a localization of a

polynomial ring in finitely many variables over R. Let I be an ideal of P . If P/I

is reduced and generically separable over R, then, every evolution of P/I is trivial if

and only if I(2) ⊆ mI.

We now state a slightly more general version of the Eisenbud-Mazur conjecture.

Conjecture 1.1.6. (Eisenbud-Mazur) Given a regular local ring (R,m) containing

a field of characteristic zero and an unmixed ideal I in R, I(2) ⊆ mI.

The hypothesis that R be regular is necessary. If R is not regular, Huneke-Ribbe

[HR98] show that there exists a prime ideal P in R for which P (2) * mP .

Example 1.1.7. [HR98] Let R = k[x, y, z]/(x2 − yz), P = (x, y)R. Then z ∈ R \ P

and zy = x2 ∈ P 2. So that, y ∈ P (2). However, y /∈ (x, y, z)P .

Eisenbud and Mazur construct examples in every positive characteristic p to show

that the corresponding statement of conjecture 1.1.6 does not hold.
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Example 1.1.8. [EM97] Let k be a field of characteristic p > 0 and let P be the

kernel of the map

k[[x1, ..., x4]]→ k[[t]]

given by x1 → tp
2
, x2 → tp(p+1), x3 → tp

2+p+1, x4 → t(p+1)2 . Let f = xp+1
1 x2 − xp+1

2 −

x1x
p
3+xp4. Then f ∈ P (2) but f /∈ mP , where m = (x1, ..., x4)R and R = k[[x1, ..., x4]].

These counterexamples tend to focus attention on the statement of conjecture

1.1.6 in equal characteristic zero and mixed characteristic. However, it may be

possible that the statement also holds in equal characteristic p with some auxiliary

hypothesis on the ring. We finish this section with some known affirmative results

for the conjecture discussed in [EM97] and [HR98].

Definition 1.1.9. An ideal I in a ring R is said to be generically a complete in-

tersection if I is an unmixed ideal of height h and IRP is generated by a regular

sequence of length h in RP for every minimal prime ideal P of I.

Theorem 1.1.10. [EM97] Suppose that I is an ideal in a Noetherian ring R gener-

ated by the (n− 1)× (n− 1) minors of an n× (n− 1) matrix M . Suppose that the

depth of I on R is 2 and I is generically a complete intersection in R. If J is the

ideal generated by the entries of any column of the matrix M , then, I(2) ⊂ JI. In

particular if R is local with maximal ideal m and the entries of M are contained in

m, then, I(2) ⊂ mI.

Theorem 1.1.11. [EM97] Let R = k[x1, ..., xn] be a polynomial ring over a field k.

Suppose that I is a monomial ideal in R . If P is a monomial prime ideal such that

I ⊆ P , then, for all positive integers d, I(d) ⊆ PI(d−1). In particular, if I is unmixed,

with d = 2 and P = m = (x1, ..., xn)R, we get that I(2) ⊆ mI.

We make the following definition following [Vas04].
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Definition 1.1.12. Let (R,m) be a Cohen-Macaulay local ring and let I, J be ideals

in R. I and J are said to be linked if there is an R-sequence x = x1, ..., xn contained

in I ∩ J such that J = (x)R : I and I = (x)R : J . We denote this by I ∼ J . I, J

are said to be in the same linkage class if there exists a sequence of ideals I1, ..., Im

such that

I ∼ I1 ∼ ... ∼ Im ∼ J.

An ideal I that lies in the linkage class of a complete intersection ideal is said to be

licci.

Theorem 1.1.13. [EM97] Suppose that (R,m) is a regular local ring and I ⊂ R is a

perfect ideal that is generically a complete intersection. Let J be the ideal generated

by the elements in a row of some presentation matrix over R (or over R/I) of the

canonical module ωR/I of R. If I is licci, then, I(2) ⊂ JI. In particular, if the entries

of J are in m, we have that I(2) ⊆ mI.

Theorem 1.1.14. (Kunz) [EM97] Let (R,m) be a regular local ring and let I be a

proper, unmixed ideal that is generically a complete intersection. If I can be generated

by ht(I) + 1 elements, then, I(2) ⊆ mI.

Theorem 1.1.15. (Huneke-Ribbe) [HR98] Let (R,m) be a regular local ring and I

a proper ideal of R such that R/I is normal. If I can be generated by ht(I) + 2

elements, then, I(2) ⊆ mI.

Theorem 1.1.16. [EM97] Let R = k[x1, ..., xn] be a polynomial ring over a field k

and let m = (x1, ..., xn)R. Suppose that I is a quasihomogeneous ideal. If char(k) =

0, then, I(d) ⊆ mI(d−1) for all positive integers d. In particular, if I is unmixed, with

d = 2, we get that I(2) = mI. Further, if I is radical, then, every evolution of R/I is

trivial.
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Theorem 1.1.17. [HR98] Let I be an unmixed ideal of height h in a regular local

ring (R,m) of equicharacteristic 0. Assume that the minimal number of generators

of I is h + 2 and I2
P = I

(2)
P for every prime P with height h + 1 such that I ⊂ P .

Then I(2) ⊆ mI.

Definition 1.1.18. Let R be a regular local ring and I an ideal of R such that R/I

is Cohen-Macaulay. Then R/I is said to have minimal multiplicity if the multiplicity

of R/I is exactly equal to dim(R)−dim(R/I)+1. R/I is said to have almost minimal

multiplicity if the multiplicity of R/I is equal to dim(R)− dim(R/I) + 2.

Theorem 1.1.19. [HR98] Let (R,m) be a regular local ring of equicharacteristic 0

and dimension d. Suppose that I is an unmixed integrally closed ideal of height d−1.

Assume that I ⊆ m2. Then

1. if R/I has minimal multiplicity, I(2) ⊆ mI.

2. if R/I is Gorenstein and has almost minimal multiplicity, I(2) ⊆ mI.

1.2 Integral closedness of mI

Eisenbud and Mazur obtain the following result which raises a related question.

Theorem 1.2.1. There exists a reduced, local C-algebra of finite type whose local-

ization at the origin has a nontrivial evolution if and only if there exists a polyno-

mial f ∈ C[[x1, ..., xn]] = R such that f(0) = 0 and f /∈ m
√

( ∂f
∂x1
, ..., ∂f

∂xn
)R, where

m = (x1, ..., xn)R.

The following question is then raised [EM97]:

Question 1.2.2. Is there a power series f ∈ C[[x1, ..., xn]] = R such that f /∈

m( ∂f
∂x1
, ..., ∂f

∂xn
)R, where m = (x1, ..., xn)R (where overline denotes integral closure in

R).
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Since for any ideal I in a ring R, we have that I ⊆
√
I [HS06], a negative

answer to the above question would prove the existence of a non-trivial evolution

by theorem 1.2.1 in the characteristic 0 case. However, it should be noted that

f ∈ m( ∂f
∂x1
, ..., ∂f

∂xn
)R as shown in the next proposition.

Proposition 1.2.3. Let R = S[x1, ..., xn], where S is a Noetherian domain. Let

f ∈ R. Then f ∈ m( ∂f
∂x1
, ..., ∂f

∂xn
)R, where m = (x1, ..., xn)R.

Proof. Let I = ( ∂f
∂x1
, ..., ∂f

∂xn
)R. Assume f 6= 0 for the statement is trivially true

when f = 0 (for I = 0 in this case, and thus, mI = 0 = 0 since R is a domain).

By the valuative criterion of integral closure (theorem 6.8.3., page 135, [HS06]),

it suffices to show that f ∈ (mI)V for every discrete valuation ring V such that

for some minimal prime ideal P of R, R/P ⊆ V ⊆ Frac(R/P ). Suppose that

f = a1x
i11
1 ...xi1nn +...+amx

im1
1 ...ximnn , where a1, ..., am ∈ R, ijk ∈ Z≥0 for j ∈ {1, ...,m}

and k ∈ {1, ..., n}. Let t ∈ V be a uniformizing parameter. Suppose that xi = bit
ci ,

where bi ∈ V is a unit and ci ∈ Z≥0. We may assume without loss of generality that

i11c1+...+i1ncn ≤ ij1c1+...+ijncn for j ∈ {1, ...,m}. Then f = bti11c1+...+i1ncn for some

unit b ∈ V . Now since V is a discrete valuation ring, every ideal is principal. Assume

that mI = xr
∂f
∂xs

, where r, s ∈ {1, ..., n}. Now we may write that ∂f
∂xs

= dt
ˆil1c1+...+ ˆilncn

for some l ∈ {1, ...,m}, where îlj = ilj if j 6= s and îls = ils − 1 and d ∈ V is a unit.

Then (mI)V = tcrt
ˆil1c1+...+ ˆilncnV . Now, if îl1c1 + ... + îlncn + cr > i11c1 + ... + i1ncn,

then, suppose without loss of generality that i11 > 0 (at least one of i11, ..., i1n must

be positive since f = bti11c1+...+i1ncn and f 6= 0). Then (x1
∂f
∂x1

) = ti11c1+...+i1ncnV )

(mI)V , which is a contradiction. So îl1c1 + ...+ îlncn + cr ≤ i11c1 + ...+ i1ncn. Thus,

f = bti11c1+...+i1ncn ∈ tcrt ˆil1c1+...+ ˆilncnV = (mI)V .

In light of the above discussion, the following question is considered in this thesis.
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Question 1.2.4. In a regular local ring (R,m) with an ideal I when is mI ⊆ m
√
I?

Let J be the radical of I. Then it suffices to prove mJ is integrally closed: for if

the latter is true, then, mI ⊆ mJ = mJ = m
√
I. The question of integral closure

of mJ , where J is a radical ideal has been explored by Hübl-Huneke in [HH01]. In

general the ideal mI fails to be integrally closed even when I is prime. Huneke shows

that if R = C[[x, y, z, w]] and f1 = x3 − yz, f2 = yz2 − w2, f3 = xy5 − z3w, f4 =

y6 − x2y2z, f5 = z5 − xy4w, f6 = x2z4 − y5w. Then P = (f1, ..., f6)R is a prime ideal

in R and mP is not an integrally closed ideal, where m = (x, y, z, w)R (example 4.4,

[Hüb99]).

Question 1.2.4 also relates to the question of the existence of non-trivial evolutions

via the following theorem.

Theorem 1.2.5. [Hüb99] Let (R,m) be a regular local ring and let k be a field such

that char(k) = 0. Suppose that R/k is essentially of finite type and R/m is a finite

extension of k. If I is an ideal such that mI is integrally closed, then, R/I is has no

non-trivial evolutions.

Hübl and Huneke [HH01] obtained results for the following cases.

Theorem 1.2.6. [HH01] Let (R,m) be a Cohen-Macaulay ring of dimension d > 1

and let I be an unmixed ideal. Suppose that I is minimally generated by n elements

and let S = R[x1, ..., xn] → R(I) be the standard map onto the Rees ring of I with

kernel a. Let am denote the ideal generated by all homogeneous forms in a of degree

at most m. Assume there exists an integer m ≥ 2 such that:

1. am+1 ⊆ mS.

2. Im and Im+1 are integrally closed.
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3. depth(R/Im) = 0.

Then I ∩mI ⊆ mI. In particular, if I is integrally closed, then, mI = mI.

Corollary 1.2.7. [HH01] Let (R,m) be a regular local ring of dimension 3 and let

I be an ideal of height 2 such that I is normal, R/I is Cohen-Macaulay and I is

generically a complete intersection. If a3 ⊆ mI, then, mI is integrally closed.

For a Noetherian local ring (R,m), and an ideal I of R define the fiber cone of I

as follows

Fm(I) := ⊕n∈Z≥0
In/mIn+1 = R(I)/mR(I).

Theorem 1.2.8. [HH01] Let (R,m) be a Noetherian normal local domain of dimen-

sion d such that R/m is infinite and I be a normal ideal of R. Suppose that I has

analytical spread d. If Fm(I) is equidimensional without embedded components, then,

mIn = mIn for all positive integers n.

Corollary 1.2.9. [HH01] Let (R,m) be a normal local Cohen-Macaulay domain such

that R/m is infinite and let I be a normal m-primary ideal with reduction number at

most 1. Then mIn is integrally closed for all positive integers n.

Corollary 1.2.10. [HH01] Let (R,m) be a normal local Cohen-Macaulay domain

of dimension d and let I be a normal unmixed syzegetic ideal of height d − 1 and

analytic spread d. If I is generically a complete intersection and if I has reduction

number 2, then, mIn = mIn for all positive integers n.

Corollary 1.2.11. [HH01] Let (R,m) be a regular local ring of dimension 3 and

let I be an ideal of height 2 having analytic spread 3. If Iis generically a complete

intersection, unmixed and R(I) is normal and Cohen-Macaulay. Then mIn = mIn

for all positive integers n.
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1.3 Uniform bounds on symbolic powers of prime ideals

The question of equivalence of symbolic and adic topologies has generated con-

siderable interest in the past two decades. For an unmixed ideal I in C[x1, ..., xd],

Ein-Lazarsfeld-Smith (theorem 2.2, [ELS01]) proved that if h is the largest height

of an associated prime ideal of I, then, I(hn) ⊆ In for all positive integers n. Soon

after, Hochster and Huneke (theorem 1.1, [HH02]) improved this result to show that

for a regular ring R containing a field and ideal I of R, if h is the largest height of an

associated prime ideal of I, then, I(hn) ⊆ In for all positive integers n. In particular

this implies that there is a uniform bound for the growth of symbolic powers of ideals

in a regular local ring of dimension d in equal characteristic, viz., I(dn) ⊆ In.

Theorem 1.3.1. [HH02]) Let R be a Noetherian ring containing a field. Let I be

an ideal of R and h be the largest height of any associated prime ideal of I.

1. If R is regular, then, I(hn+kn) ⊆ (I(k+1))n for all positive integers n and non-

negative integers k.

2. If I has finite projective dimension I(hn) ⊆ (In)∗ for all positive integers n (where

a∗ denotes the tight closure of an ideal a).

Earlier Swanson [Swa00] had proved that in a Noetherian local ring R, for every

prime ideal P such that the P -adic and P -symbolic topologies are equivalent, there

exists a positive integer h such that P (hn) ⊆ P n for all positive integers n. The value

of h, a priori depends on the prime ideal. Huneke, Katz and Validashti obtain the

following uniform result in this direction.

Theorem 1.3.2. [HKV09] Let (R,m) be an equicharacteristic local domain such that

R is an isolated singularity. Assume either that R is essentially of finite type over
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a field of characteristic zero, or that R has positive characteristic, is F-finite and

analytically irreducible. Then there exists an integer h ≥ 1 such that for all prime

ideals P ( m, P (hn) ⊆ P n, for all positive integers n

1.4 General contractions of powers of ideals

In the final chapter we study more general contractions of powers of ideals. Given

an extension of Noetherian rings R ⊆ S, and an ideal J in S, the goal is to understand

what can be said about the behavior of In := Jn∩R as n varies over positive integers.

Note that if R is a domain, P is a prime ideal in R, S = RP and J = PRP and

In = P (n).

Note that in general, R = I0 ⊇ I1 ⊇ I2 ⊇ ... and ImIn = (Jm ∩ R)(Jn ∩ R) ⊆

Jm+n∩R = Im+n. So we can form a graded ring ⊕∞i=0In and we would specifically like

to study when⊕∞i=0In is a Noetherian ring. In the case when In = P (n) for some prime

ideal P in R, the algebra ⊕∞i=0In is not necessarily Noetherian. Counterexamples are

constructed in [Ree58, Nag60, Rob85, Rob90].

We discuss the case when S = R[x], where x is an indeterminate over R in chapter

5.

1.5 Outline

The main results of this thesis are divided into four chapters, each dedicated to

one of the questions listed at the beginning of this chapter. In chapter 2 we consider

the question of integral closedness of mI. Specifically we obtain a positive result for

the case where I is an ideal generated by a single binomial and several monomials in

a polynomial ring over a field, where m denotes the unique homogeneous maximal

ideal. We also obtain positive results in a number of other cases. In chapter 3 we

consider the Eisenbud-Mazur conjecture for the case of certain prime ideals in certain
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subrings of a formal power series ring over a field and discuss some computational

results. In chapter 4 we explore the question of uniform bounds on symbolic powers

of prime ideals. Finally in chapter 5 we raise some questions about contractions of

powers of ideals from an overring and obtain some partial results to those questions

for the case of polynomial extensions.



CHAPTER 2

Integral closedness of mI

Let (R,m) be a Noetherian, local ring with maximal ideal m and I be an ideal.

In this chapter, we study the question of integral closedness of mI. We show that

if R is a polynomial ring over a field, m the homogeneous maximal ideal of R and

I an ideal generated by one binomial and several monomials, then, mI is integrally

closed in R. We also obtain several results on the structure of such ideals. One of

the main results of this thesis is to show that in a Noetherian local ring (R,m), if

I = (a1, ..., ad)R is an integrally closed ideal such that mIi ⊆ Ii for 1 ≤ i ≤ d, where

Ii = (a1, ..., âi, ..., ad)R, then, mI is integrally closed in R. We also prove a graded

analog of this result. Moreover, we define a notion of monomial ideals over a fixed

regular system of parameters for a regular local ring (R,m) and show that if I is a

monomial ideal of this type such that I is radical, then, mI = mI.

2.1 Monomial Ideals

In this section, we show that for a polynomial ring R = k[x1, ..., xn] and a radical

monomial ideal I in R, (x1, ..., xn)I is integrally closed.

We define a monomial in R to be an element of the form xα1
1 ...x

αn
n with αi ∈ Z≥0

for i = 1, ..., n. Unless otherwise stated, we will assume that αi > 0 for at least one

i ∈ {1, ..., n}, i.e., the monomial under consideration is different from 1. We fix the

13
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following notation. For a monomial µ = xα1
1 ...x

αn
n with αi ∈ Z≥0 for i = 1, ..., n, in

R, let µ# = xδ11 ...x
δn
n , where δi = 1 if αi > 0 and δi = 0 if αi = 0 for i = 1, ..., n.

Thus, µ# is the squarefree part of µ.

Theorem 2.1.1. Let R = k[x1, ..., xn] be a polynomial ring over a field k and let I

be a monomial ideal in R. Let m = (x1, ..., xn)R. Then mI ⊆ m
√
I. In particular, if

I is radical, mI is integrally closed.

Proof. Let I be generated by the monomials µ1, ..., µd. Let J = (µ#
1 , ..., µ

#
d )R be the

ideal generated by the squarefree parts of the monomials generating I. Then we have

that
√
I = J (proposition 4, page 41, [Frö97]). So we have that mI ⊆ mJ and hence,

mI ⊆ mJ (remark 1.1.3, page 2, [HS06]). So it suffices to prove, mJ is integrally

closed, since then, mI ⊆ mJ = mJ = m
√
I.

Suppose that mJ is not integrally closed. Now mJ is a monomial ideal generated

by B := {xiµ#
j : i = 1, ..., n and j = 1, ..., d}. Then mJ is also a monomial ideal

(proposition 1.4.2, page 9, [HS06]). Let µ be a monomial such that µ ∈ mJ \ mJ .

For a monomial β in R, let eβi denote the exponent of xi in β. Also, let us rename

the elements of B by β1, ..., βt, where t = nd. Then, by equation 1.4.5, [HS06], there

exist rational numbers cj for j = 1, ..., t, such that, cj ≥ 0, Σt
j=1cj = 1 and

(2.1) eµi ≥ Σt
j=1(cje

βj
i ).

We may reindex the monomials βj such that cj 6= 0 for j = 1, ..., r and cj = 0 for

j = r+ 1, ..., t. We may also relabel the indeterminates so that eµi 6= 0 for i = 1, ..., s

and eµi = 0 for i = s + 1, ..., n. Then we claim that eβji ≥ 1 for i = 1, ..., s and

j = 1, ..., r.

First we note that if xi|βj for some j ∈ {1, ..., r}, then, xi|µ. For by the inequality

2.1, if xi|βj, then, e
βj
i ≥ 1 and thus, eµi ≥ cje

βj
i > 0. In other words, if xi|βj then,
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i ∈ {1, ..., s}.

This implies that βj is not squarefree for j ∈ {1, ..., r} for otherwise we have that

µ is a multiple of βj. Suppose that µ = νβj = νxi′µ
#

j′
for some i′ ∈ {1, ..., n},

j
′ ∈ {1, ..., d} and some monomial ν. Thus, µ ∈ mJ , contrary to the assumption.

Now suppose we have that eβjk = 0 for some k ∈ {1, ..., s} and some j ∈ {1, ..., r}.

We write that βj = x
e
βj
1

1 ...xe
βj
s
s . Note that the monomials in B are such that the

exponent of every indeterminate is either 0 or 1, with the exception of at most one

indeterminate, which may have an exponent of 2. Since βj is not squarefree, we must

have, eβjl(j) = 2 for some l(j) ∈ {1, ..., s}. Then if β̃j = x
e
βj
1

1 ...x
e
βj
l−1

l−1 x
e
βj
l −1

l x
e
βj
l+1

l+1 ...x
e
βj
s
s ,

i.e., β̃j is the monomial such that xlβ̃j = βj and is thus squarefree, then, β̃j = µ#
w

for some w ∈ {1, ..., d}, for the only monomials in B which have an indeterminate

with an exponent 2 are those that are product of an indeterminate xu (and hence an

element m) and a squarefree monomial µ#
v such that xu|µ#

v . However, this implies

that xkβ̃j = xkµ
#
w is an element of mJ such that xi - xkβ̃j for i ∈ {s + 1, ..., n}

and hence, xkβ̃j = βy for some y ∈ {1, ..., t}. Moreover, βy is squarefree since β̃j is

squarefree and eβ̃jk = e
βj
k = 0. Thus, µ is a multiple of βy and hence µ ∈ mJ again

contradicting the supposition.

This proves the claim that eβji ≥ 1 for i = 1, ..., s and j = 1, ..., r. Moreover, the

above arguments also show that {β1, ..., βr} = {x1...xk−1x
2
kxk+1...xs : 1 ≤ k ≤ s} and

in particular, that r = s.

It follows that µ = x1...xs for since xi|βj for i = 1, ..., s and j = 1, ..., r, x1...xs|µ

and xi - µ for i = s+ 1, ..., n by choice of s. If eµl > 1 for some l ∈ {1, ..., s}, then, µ

is a multiple of βl, and consequently, µ ∈ mJ contradicting the assumption.

Rewriting the inequality 2.1 for µ = x1...xs, there exist positive rational numbers
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c1, ..., cs such that c1 + c2 + ...+ cs = 1 and

1 = eµi ≥ c1e
β1

i + ...+ cse
βs
i

for i = 1, ..., s. Now e
βj
i = 2 if i = j and eβji = 1 if i 6= j. Adding the above set of

inequalities as i varies from 1 to s we get that

s ≥ c1(s+ 1) + ...+ cs(s+ 1) = (c1 + ...+ cs)(s+ 1) = s+ 1.

This is a contradiction. Consequently, there is no monomial µ such that µ ∈

mJ \mJ and thus, mJ = mJ .

2.2 Ideals generated by monomials and one binomial

Suppose that R = k[x1, ..., xn] is a polynomial ring over a field k. Consider the

ideal I = (β, µ1, ..., µd)R of R such that β is a binomial and µ1, ..., µd are monomials.

Then we show that if I is radical, mI = mI, where as before m = (x1, ..., xn)R. Such

ideals have been studied in a different context (to determine their arithmetic rank)

in [Bar07].

Remark 2.2.1. We can focus our attention on the case where β is a pure difference

binomial, i.e., a difference of two monomials, for we can reduce the general problem

to this case. Suppose that I = (aµ + bν, µ1, ..., µd)R, where a, b ∈ k \ {0} and

µ, ν, µ1, ..., µd are monomials in R. Let k∗ denote the algebraic closure of k and

let S = k∗[x1, ..., xn]. Now IS = (aµ + bν, µ1, ..., µd)S = (µ + a−1bν, µ1, ..., µd)S.

Without loss of generality we may assume that µ 6= ν else I is monomial ideal and

this case was discussed in the preceding section. So some indeterminate appears with

different exponents in µ and ν. Without loss of generality, assume this indeterminate

to be x1. We may write that µ = xu1µ
′ and ν = xv1ν

′ , where u, v are the integers

such that xu1 |µ but xu+1
1 - µ and xv1|ν but xv+1

1 - ν while µ′ , ν ′ are quotients of µ, ν
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by the corresponding powers of x1. By assumption, u 6= v. Again, without loss of

generality, assume that v > u. Then consider the isomorphism f : S → S such that

f(x1) = (v−u)
√
−a−1bx1, f(xi) = xi for i = 2, .., n and f(w) = w for w ∈ k. Then

f(IS) = (µ− ν, µ1, ..., µd)S. Now suppose that I is an ideal such that (mS)f(IS) is

integrally closed. Then, since f is an isomorphism on S and f(mS) = mS, we have

that (mS)IS = (mI)S is integrally closed. Now, since k∗ is algebraic over k, k ⊆ k∗

is an integral ring extension and hence R = k[x1, ..., xn] ⊆ k∗[x1, ..., xn] = S is also

integral (exercise 9, page 68, [AM94]). Then, for any ideal J in R, JS ∩ R = J

(proposition 1.6.1, page 15, [HS06]). Thus, mI = mIS ∩ R = mIS ∩ R = mI. So

it is sufficient to consider the integral closedness of mI, where m is the homogenous

maximal ideal of a polynomial ring over an algebraically closed field and I is an ideal

generated by a pure difference binomial and several monomials.

We now consider ideals in R generated by a pure difference binomial and a set

of monomials. We will characterize ideals of this type that are radical. We first

obtain a necessary and sufficient condition for the principal ideal generated by a

pure difference binomial to be prime.

Proposition 2.2.2. Let R = k[x1, ..., xn] be a polynomial ring over a field k and let

I = (µ− ν)R, where µ = xu1
1 ...x

un
n and ν = xv1

1 ...x
vn
n are monomials in R. Then I is

prime if and only if gcd(µ, ν) = 1 and gcd(u1, ..., un, v1, ..., vn) = 1.

Proof. We first show that the condition is necessary. Suppose that α 6= 1 is a

monomial in R such that α = gcd(µ, ν). Then α+I and µ−ν
α

+I are non-zero elements

in R/I, but (α + I)(µ−ν
α

+ I) = (µ− ν) + I = 0 + I. Thus, R/I is not a domain, so

I is not prime. Next, if c = gcd(u1, ..., un, v1, ..., vn). Then xu1/c
1 ...x

un/c
n − xv1/c

1 ...x
vn/c
n

is a non-zero element in R/I, which is a zero divisor. So again, I is not prime.

Now we prove sufficiency. We may assume that there is no i ∈ {1, ..., n} such
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that ui, vi > 0 else gcd(µ, ν) = x
|ui−vi|
i (where | · | denotes the usual absolute value

of a real number) contradicting the assumption that gcd(µ, ν) = 1. We may further

assume that there is no i ∈ {1, ..., n} such that ui = vi = 0, else we may just work

in k[x1, ..., xi−1, xi+1, ..., xn] (for I is prime if and only if µ− ν is irreducible and the

irreducibility is not affected by working in a polynomial subring in the indeterminates

occurring in µ and ν). In other words, we have that for every i ∈ {1, ..., n}, xi|µ or

xi|ν but not both. Set hi = ui − vi for 1 ≤ i ≤ n. Then gcd(h1, ..., hn) = 1 since

each hi is equal to either ui or vi in absolute value and gcd(u1, ..., un, v1, ..., vn) = 1.

Consider the (n− 1)× n matrix M given by

M =



−h2 h1 0 . . . 0 0

0 −h3 h2 0 . . . 0

0 0 −h4 h3 .

. . 0 .

. . . .

. . . 0

0 0 . . . 0 −hn hn−1


Since by assumption hi 6= 0 for 1 ≤ i ≤ n, M has rank n − 1. Also, if we let

H = (h1, ..., hn)T , then, MH is the (n − 1) × 1 zero matrix. Denote the jith entry

of M by Mj,i for 1 ≤ i ≤ n and 1 ≤ j ≤ n − 1. Consider the Laurent polynomial

ring S = k[y1, ..., yn−1, y
−1
1 , ..., y−1

n−1]. Consider the map φ : R → S given by φ(xi) =

y
M1,i

1 ...y
Mn−1,i

n−1 . Then ker(φ) is generated by all pure difference binomials xa1
1 ...x

an
n −

xb11 ...x
bn
n such that (a1− b1, ..., an− bn)T lies in the kernel of M considered as a linear

map Zn → Zn−1, i.e., ker(φ) is the toric ideal associated to the map φ (lemma 4.1,

page 31, [Stu95])

In this case, M has rank n− 1, so its kernel is a 1 dimensional Z-module by the



19

rank-nullity theorem. Now H ∈ ker(M) and H is not the zero vector. Further, the

entries of H have no common factor. So every element in ker(M) is a multiple of H.

Suppose that K = (k1, ..., kn)T and K ∈ ker(M). If we write K = (k+
1 , ..., k

+
n )T −

(k−1 , ..., k
−
n )T , where for an integer z, we define

z+ =


z if z > 0

0 else
,

z− =


−z if z < 0

0 else
,

then, since K is a multiple of H, the binomial xk
+
1

1 ...xk
+
n
n − x

k−1
1 ...xk

−
n
n is a multiple

of µ − ν. So ker(φ) is generated by µ − ν. In other words, I = ker(φ). Finally,

R/I = R/ker(φ) = S. Since S is a domain, I is prime.

Corollary 2.2.3. Let R = k[x1, ..., xn] be a polynomial ring over a field k and let

I = (aµ + bν)R, where µ = xu1
1 ...x

un
n and ν = xv1

1 ...x
vn
n are monomials in R and

a, b ∈ k \ {0}. Then I is prime if gcd(µ, ν) = 1 and gcd(u1, ..., un, v1, ..., vn) = 1.

Further, if k is algebraically closed, then, I is prime if and only if gcd(µ, ν) = 1 and

gcd(u1, ..., un, v1, ..., vn) = 1

Proof. We outline an argument similar to remark 2.2.1. Let k∗ denote the algebraic

closure of k and let S = k∗[x1, ..., xn]. Then IS = (aµ + bν)S = (µ + a−1bν)S.

Since gcd(µ, ν) = 1, some indeterminate appears with different exponents in µ and

ν, say x1. We may write that µ = xu1µ
′ and ν = xv1ν

′ , where u, v are the integers

such that xu1 |µ but xu+1
1 - µ and xv1|ν but xv+1

1 - ν while µ′ , ν ′ are quotients of µ, ν

by the corresponding powers of x1. By assumption, u 6= v. Again, without loss of

generality assume that v > u. Consider the isomorphism, f : S → S such that
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f(x1) = (v−u)
√
−a−1bx1, f(xi) = xi for i = 2, .., n and f(w) = w for w ∈ k. We have

that f(IS) = (µ− ν)S. By proposition 2.2.2, f(IS) is a prime ideal in S if and only

if gcd(µ, ν) = 1 and gcd(u1, ..., un, v1, ..., vn) = 1 (this proves the proposition in the

case when k is algebraically closed). Then, since f is an isomorphism, IS is prime.

Now R is a direct summand of S and hence we have that IS ∩ R = I since every

ideal of R is a contracted ideal with respect to the inclusion R ⊆ S (proposition 1,

[Hoc73a]). Thus, since contraction of a prime ideal is prime, I is prime.

We also obtain a criterion for the principal ideal generated by a binomial to be

radical.

Proposition 2.2.4. Let R = k[x1, ..., xn], where k is a field. Let µ, ν be distinct

monomials in R and let a, b ∈ k \ {0}. Let I = (aµ+ bν)R. Then I is radical if and

only if x2
i - (aµ+ bν) for 1 ≤ i ≤ n.

Proof. To prove the condition is necessary, suppose without loss of generality that

x2
1|(aµ+ bν). Then, if we denote µ′ = µ

x2
1
, ν
′
= ν

x2
1
, we have that x1(aµ

′
+ bν

′
) ∈
√
I as

(x1(aµ
′
+bν

′
))2 = (aµ

′
+bν

′
)(aµ+bν) ∈ I. However, x1(aµ

′
+bν

′
) /∈ I as x1(aµ

′
+bν

′
)

is an element of a smaller degree than the generator of I.

Now suppose that x2
i - (aµ + bν) for 1 ≤ i ≤ n. We show that (aµ + bν)

has no irreducible factor with multiplicity greater than 1. By factoring out the

indeterminates dividing both µ, ν we may write that (aµ+ bν) = xi1 ...xij(aµ
′
+ bν

′
),

where µ′ = µ
xi1 ...xij

and ν
′

= ν
xi1 ...xij

. Now gcd(µ
′
, ν
′
) = 1. It suffices to show that

(aµ
′

+ bν
′
) has no irreducible factor of multiplicity greater than 1. Suppose that

f ∈ R is an irreducible element such that f 2|(aµ′ + bν
′
). Suppose that {xl1 , ..., xlt}

is the subset of indeterminates such that xlh divides at least one term of f for

1 ≤ h ≤ t and no indeterminate in {x1, ..., xn} \ {xl1 , ..., xlt} divides any term in f .
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Then f |∂(aµ
′
+bν

′
)

∂xlh
for 1 ≤ h ≤ t and none of the partial derivatives ∂(aµ

′
+bν

′
)

∂xlh
are zero

by choice of xlh . However,
∂(aµ

′
+bν

′
)

∂xi
is either 0 or a monomial (since gcd(µ

′
, ν
′
) = 1)

for 1 ≤ i ≤ n. Consequently, the only possibility is f is a monomial. However, if xi is

an indeterminate such that xi|f , then, since f 2|(aµ′ + bν
′
), x2

i |(aµ
′
+ bν

′
) and hence

x2
i |(aµ+bν) contradicting the hypothesis. So (aµ+bν) has no irreducible factor with

multiplicity greater than 1.

Finally, suppose that f1, ..., fm be the distinct irreducible factors of (aµ+bν). Then

we have that I = f1R∩ ...∩fmR. Since (aµ+bν) is a multiple of each of f1, ..., fm, we

have that I ⊆ f1R ∩ ... ∩ fmR. Conversely, since R is a unique factorization domain

and since f1, ..., fm are irreducible, every element in f1R∩...∩fmR which is a multiple

of each of f1, ..., fm must be a multiple of f1...fm = (aµ+bν). Thus, f1R∩ ...∩fmR ⊆

I. Now, since f1, ..., fm are irreducible and R is a unique factorization domain,

f1R, ..., fmR are prime ideals, and thus, I is an intersection of prime ideals and

hence radical.

Definition 2.2.5. Let R = k[x1, ..., xn] be a polynomial ring over a field k. Let µ, ν

be monomials in R and let a, b ∈ k\{0}. Then we will say that aµ+bν is a squarefree

binomial if x2
i - (aµ+ bν) for 1 ≤ i ≤ n.

Lemma 2.2.6. Let R = k[x1, ..., xn] be a polynomial ring over a field k. Let a, b ∈

k \ {0} and let µ, ν, µ1, ..., µd be monomials in R. Let I = (µ1, ..., µd, aµ + bν)R.

Let J be the ideal generated by the monomials in I, i.e., J = (I ∩ M)R, where

M := {monomials in R}. Then (J : µ) = (J : ν).

Proof. Since J is a monomial ideal and µ, ν are monomials, (J : µ), (J : ν) are

monomial ideals. In fact they are generated by squarefree monomials since J is

generated by squarefree monomials (section 2.3 [Frö97]). Now suppose that λ ∈
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(J : µ)\(J : ν). We may assume that λ is a monomial, for if f is a polynomial in

(J : µ)\(J : ν), then, at least one term of f must be in (J : µ)\(J : ν) since (J : µ) is

a monomial ideal (and hence homogeneous with respect to the standard multigrading

on R). Then λµ ∈ J . Also, (aµ + bν) ∈ I =⇒ λ(aµ + bν) = aλµ + bλν ∈ I. So

bλν ∈ I =⇒ λν ∈ I and since λ, ν are monomials, λν ∈ J . Hence, λ ∈ (J : ν), a

contradiction. Consequently, (J : µ) ⊆ (J : ν). By the same token, (J : ν) ⊆ (J : µ).

Thus, (J : µ) = (J : ν).

Lemma 2.2.7. Let R = k[x1, ..., xn] be a polynomial ring over a field k. Let

µ, ν, µ1, ..., µd be monomials in R and let a, b ∈ k\{0}. Let I = (µ1, ..., µd, aµ+bν)R.

Let J is the ideal generated by the monomials in I, i.e., J = (I ∩ M)R, where

M := {monomials in R}. Suppose that µ, ν /∈ J and µ 6= ν. Then, if f ∈ R such

that f |(aµ+ bν) and aµ+bν
f

is not a unit in R, we have that f /∈ I.

Proof. Suppose that f is a proper factor of aµ + bν and f ∈ I. Then f = r1µ1 +

...rdµd+ r(aµ+ bν) for some r1, ..., rd, r ∈ R. Now, since aµ+bν
f

is not a unit in R, f is

of smaller degree than aµ+ bν while r(aµ+ bν) has degree at least equal to aµ+ bν.

So terms in r(aµ+bν) are not terms in f . Thus, every term of f is a term in the first

d summands in the expression for f above and hence f ∈ J . Then, since aµ + bν is

a multiple of f , we have that aµ + bν ∈ J . Finally, since J is a homogeneous ideal

with respect to the standard multigrading and µ, ν are distinct monomials, we have

that aµ, bν ∈ J and hence µ, ν ∈ J (since a, b 6= 0), contradicting the hypothesis. So

f /∈ I.

We now give a criterion for determining whether an ideal generated by a single

binomial and several monomials is radical. We first give a criterion for the case

when the binomial is a pure difference of monomials and the underlying field of the
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polynomial ring is algebraically closed.

Theorem 2.2.8. Let R = k[x1, ..., xn] be a polynomial ring over an algebraically

closed field k. Let µ, ν, µ1, ..., µd be monomials in R. Let I = (µ1, ..., µd, µ − ν)R.

Let J be the ideal generated by the monomials in I, i.e., J = (I ∩ M)R, where

M := {monomials in R}. Suppose that µ, ν /∈ J , µ 6= ν. Then I is radical if and

only if J is generated by squarefree monomials and µ−ν is a squarefree binomial (in

other words I is radical if and only if J and (µ− ν)R are radical).

Proof. Suppose that I is radical. If χ = xδ1i1 ...x
δk
ik
∈ I with δj ∈ Z>0 and δmax :=

max{δ1, ..., δk}, then, (xi1 ...xik)
δmax = χ(xδmax−δ1i1

...xδmax−δkik
) ∈ I. Then, since I is

radical, xi1 ...xik ∈ I. So any monomial in I is a multiple of a squarefree monomial

in I. Hence, J is generated by squarefree monomials. A monomial ideal is radical

if and only if it is generated by squarefree monomials (lemma 3, proposition 4, page

41, [Frö97]), so J is radical. To show that µ − ν is a squarefree binomial, suppose

without loss of generality that x2
1|(µ − ν). Then, if we denote µ′ = µ

x2
1
, ν
′

= ν
x2

1
,

we have that x1(µ
′ − ν ′) ∈

√
I as (x1(µ

′ − ν ′))2 = (µ
′ − ν ′)(µ − ν) ∈ I. However,

x1(µ
′ − ν ′) /∈ I by lemma 2.2.7. Hence, µ− ν must be squarefree.

Now we proceed to prove the converse. Since I is a binomial ideal,
√
I is also

binomial (here, we need the assumption that k is algebraically closed) (theorem 3.1,

[ES96]). Let aλ + bη ∈
√
I, where λ, η are monomials in R and a, b ∈ k. Say

(aλ + bη)m ∈ I for some nonnegative integer m. We may assume that a, b 6= 0 for

otherwise if say a = 0, then, b = 0 and there is nothing to prove. Further, if b 6= 0,

then, bmηm ∈ I and hence ηm ∈ I. Then, since ηm is a monomial ηm ∈ J and since

J is radical, η ∈ J ⊆ I. So aλ + bη = bη ∈ I. Similarly, aλ + bη ∈ I if a 6= 0 and

b = 0.

We consider two cases: (1) λη /∈ J and (2) λη ∈ J .
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Consider the first case: λη /∈ J . we have that (aλ + bη)m = r(µ − ν) + s,

where r ∈ R, s ∈ J . We may assume that no term of r is in (J : µ), else if r′ is

the sum of terms of r such that each term of r′ is in (J : µ), then, we can write

that (aλ + bη)m = (r − r
′
)(µ − ν) + (s + r

′
(µ − ν)) so that s + r

′
(µ − ν) ∈ J as

r
′ ∈ (J : µ) = (J : ν) (where the equality follows from 2.2.6). We claim that no

term of (aλ + bη)m is in J , for if λrηm−r ∈ J , then, (λm−rηr)(λrηm−r) = λmηm ∈ J .

However, J is a radical ideal since it is generated by squarefree monomials. So

λmηm ∈ J =⇒ λη ∈ J , a contradiction. So no term of s = (aλ + bη)m − r(µ − ν)

is in J , so s = 0. So (aλ + bη)m = r(µ − ν). Now, by proposition 2.2.4, the ideal

(µ− ν)R is radical. So (aλ+ bη)m ∈ (µ− ν)R =⇒ aλ+ bη ∈ (µ− ν)R ⊆ I.

Now consider the second case. Since (aλ + bη)m ∈ I and λη ∈ J , we have that

(aλ)m + (bη)m ∈ I. Again we can write that (aλ)m + (bη)m = r(µ − ν) + s with

r ∈ R, s ∈ J and no term of r is in (J : µ). Suppose that λ ∈ J . Then, if η ∈ J ,

we have that aλ + bη ∈ J and hence aλ + bη ∈ I. Otherwise, η /∈ J and since J

is radical, ηm /∈ J and thus, (bη)m /∈ J . Now we can rewrite the above equation

as (aλ)m − s = r(µ − ν) + (bη)m. Then no term of right hand side is in J and

left hand side is an element of J . Then, since J is a monomial ideal and hence

homogeneous under the standard multigrading, we must have, (aλ)m − s = 0. So

(bη)m = −r(µ− ν) ∈ (µ− ν)R. Since (µ− ν)R is a radical ideal and b 6= 0, we have

that η ∈ (µ − ν)R. So aλ + bη ∈ J + (µ − ν)R = I. Similarly, if λ /∈ J and η ∈ J,

we have that aλ + bη ∈ I. Finally, suppose that λ, η /∈ J . Then λm, ηm /∈ J . So no

term of s = (aλ)m + (bη)m− r(µ− ν) is in J , but s ∈ J by assumption, hence, s = 0.

So we have that (aλ)m + (bη)m = r(µ − ν). Let ζi denote an mth root of −1 for

1 ≤ i ≤ m. Then (aλ)m + (bη)m = Πi(aλ+ ζibη) = r(µ− ν) (we use the assumption

that k is algebraically closed). Since µ − ν divides Πi(aλ + bζiη) and R is a unique
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factorization domain, we have that µ− ν = Πj∈A(aλ + ζjbη), where A ⊆ {1, ...,m}.

Say, |A| = t. So r(µ− ν) = (aλ)t + ζ(bη)t + c, where ζ = Πj∈Aζj and c is a multiple

of λη. We consider two subcases: (a) λ ∈ (J : µ) and (b) λ /∈ (J : µ). In case (a)

consider, atλt+1 = rλ(µ− ν)− ζλ(bη)t− cλ. Since (J : µ) = (J : ν) and λη ∈ J , each

term on the right hand side of this equation is in J . So atλt+1 ∈ J and since J is

radical and a 6= 0, we have that λ ∈ J , which contradicts the assumption. For case

(b), again consider atλt+1 = rλ(µ−ν)−ζλ(bη)t−cλ. If rλ ∈ (J : µ), then, as in case

(a), λ ∈ J , which is a contradiction. So rλ /∈ (J : µ). Rewrite the preceding equation

as atλt+1 − rλ(µ− ν) = ζλ(bη)t − cλ. Thus, each side of the equation must be zero

else the left hand side is not an element of J and right hand side is an element of

J . So atλt+1 = rλ(µ − ν). Now the left hand side of this equation is a k-multiple

of a monomial while the right hand side has at least two terms, which is impossible.

So cases (a) and (b) don’t occur and hence we cannot have, λ, η /∈ J , λη ∈ J and

aλ+ bη ∈
√
I.

Thus, in all possible cases we have that aλ+ bη ∈ I.

So
√
I = I as required.

Corollary 2.2.9. Let R = k[x1, ..., xn] be a polynomial ring over a field k. Let

µ, ν, µ1, ..., µd be monomials in R and let a, b ∈ k\{0}. Let I = (µ1, ..., µd, aµ+bν)R.

Let J be the ideal generated by the monomials in I, i.e., J = (I ∩ M)R, where

M := {monomials in R}. Suppose that µ, ν /∈ J and µ 6= ν. Then I is radical if and

only if J is generated by squarefree monomials and aµ+ bν is a squarefree binomial.

Proof. The necessity of the condition follows by the same argument as in the first

paragraph of the proof of theorem 2.2.8.

For sufficiency, we will mimic the proof of corollary 2.2.3. Let k∗ denote the

algebraic closure of k and let S = k∗[x1, ..., xn]. Then IS = (µ1, ..., µd, aµ + bν)S =
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(µ1, ..., µd, µ + a−1bν)S. We may assume that µ 6= ν otherwise I is a monomial

ideal and the result follows from the analogous result on monomial ideals. Then

some indeterminate appears with different exponents in µ and ν, say x1. We may

write that µ = xu1µ
′ and ν = xv1ν

′ , where u, v are the integers such that xu1 |µ but

xu+1
1 - µ and xv1|ν but xv+1

1 - ν while µ′ , ν ′ are quotients of µ, ν by the corresponding

powers of x1. By assumption, u 6= v. Again, without loss of generality, assume that

v > u. Then consider the isomorphism, f : S → S such that f(x1) = (v−u)
√
−a−1bx1,

f(xi) = xi for i = 2, .., n and f(w) = w for w ∈ k. Then f(IS) = (µ1, ..., µd, µ− ν)S.

As before, since R is a direct summand of S, we have that IS ∩ R = I since every

ideal of R is a contracted ideal with respect to the inclusion R ⊆ S (proposition

1, [Hoc73a]). Then, if α is a monomial in IS, since it is an element of R, it is a

monomial in I = IS ∩R. Thus, the ideal generated by monomials in IS is precisely

JS and JS is generated by squarefree monomials since J is generated by squarefree

monomials. Further, since f is an isomorphism that takes monomials to k-multiples

of monomials, the ideal generated by monomials in f(IS) is f(JS), and thus, it is

generated by squarefree monomials. Also, µ− ν is a squarefree binomial if and only

if aµ + bν is a squarefree binomial by definition. Thus, by theorem 2.2.8, f(IS) is

radical. Since f is an isomorphism, IS is radical. Finally, since IS ∩ R = I and

contraction of a radical ideal is radical, I is a radical ideal.

Note 2.2.10. LetR = k[x1, ..., xn] be a polynomial ring over a field k. Let µ, ν, µ1, ..., µd

be monomials in R and let a, b ∈ k \ {0}. Let I = (µ1, ..., µd, aµ + bν)R. Suppose

that J is the ideal generated by the monomials in I, i.e., J = (I ∩ M)R, where

M := {monomials in R}. Suppose that J is generated by squarefree monomials and

aµ+bν is a squarefree binomial. Note that by corollary 2.2.9, under these conditions,

I is radical.
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Since J is generated by squarefree monomials, we can write that J = ∩jPj

with 1 ≤ j ≤ r, where Pj are the prime ideals in R generated by subsets of

the indeterminates {x1, ..., xn} (lemma 3, page 41, [Frö97]). So we can write that

I = (∩jPj, aµ+ bν)R. We may further assume that the decomposition of J as inter-

sections of primes of R is irredundant, i.e., Pl + ∩j 6=lPj for all l such that 1 ≤ l ≤ r.

We claim: I = ∩j(Pj, aµ+ bν)R.

We have that (∩jPj, aµ+ bν)R ⊇ (ΠjPj, aµ+ bν)R ⊇ Πi(Pi, aµ+ bν)R.

So I =
√
I =

√
(∩jPj, aµ+ bν)R ⊇

√
Πj(Pj, aµ+ bν)R =

√
∩j(Pj, aµ+ bν)R

(where the last equality follows from exercise 1.13.iii, page 9, [AM94]).

Further, (∩jPj, aµ+bν)R ⊆ (Pj, aµ+bν)R for 1 ≤ j ≤ r =⇒ (∩jPj, aµ+bν)R ⊆

∩j(Pj, aµ+ bν)R =⇒
√

(∩jPj, aµ+ bν)R ⊆
√
∩j(Pj, aµ+ bν)R.

Hence, I =
√

(∩jPj, aµ+ bν)R =
√
∩j(Pj, aµ+ bν)R = ∩j

√
(Pj, aµ+ bν)R

(where the last equality follows from exercise 1.13.iii, page 9, [AM94]).

For (Pj, aµ+ bν)R the following cases can occur:

1. µ /∈ Pj, ν /∈ Pj: Now R/Pj = k[xi1 , ..., xij ], where xi1 , ..., xij are those in-

determinates from x1, ..., xn that are not part of the generating set of Pj. Then

(aµ + bν)R/Pj is radical in R/Pj by proposition 2.2.4. So (Pj, aµ + bν)R, which is

the contraction of (aµ+bν)R/Pj in R under the canonical map R→ R/Pj is radical.

2. µ, ν ∈ Pj: In this case, (Pj, aµ+ bν)R = Pj is prime and hence radical.

3. µ ∈ Pj and ν /∈ Pj or µ /∈ Pj and ν ∈ Pj.

We show that the last case cannot occur if J is squarefree. Suppose, without loss

of generality, we have that µ ∈ P1 and ν /∈ P1. We first show that there exists a

(squarefree) monomial λ such that P1 = (J : λ). Now J = ∩jPj ( ∩j 6=1Pj. So we

have a squarefree monomial, say λ such that λ ∈ ∩j 6=1Pj − ∩jPj (note that ∩j 6=1Pj

also defines a squarefree monomial ideal). Then P1λ ⊆ P1(∩j 6=1Pj) ⊆ P1∩(∩j 6=1Pj) =
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∩jPj = J . So P1 ⊆ (J : λ). Now (J : λ) is a monomial ideal (section 2.3 [Frö97]).

Suppose, there is a monomial λ′ ∈ (J : λ). Then λλ′ ∈ J ⊆ P1. Since λ /∈ P1 (or else

λ ∈ P1∩(∩j 6=1Pj) = ∩jPj, a contradiction) and P1 is prime, we have that λ′ ∈ P1. So

(J : λ) ⊆ P1 and hence by the earlier inclusion, P1 = (J : λ). Now, since µ ∈ P1, we

have that λµ ∈ λP1 ⊆ J . Since aµ+bν ∈ I, we have that λ(aµ+bν) = aλµ+bλν ∈ I.

So bλν ∈ J =⇒ λν ∈ J =⇒ ν ∈ (J : λ) = P1, which contradicts the hypothesis.

Thus, the last case above cannot occur.

Thus, we have proved (Pj, aµ+bν)R is radical for all j. So I = ∩j
√

(Pj, aµ+ bν) =

∩j(Pj, aµ+ bν) proving the claim.

The ideal generated by the monomials in the ideal generated by a binomial and

several monomials can be computed as expressed in the following proposition.

Proposition 2.2.11. Let R = k[x1, .., xn] with k a field. Let I = (µ1, .., µd, aµ+bν)R,

where µ1, .., µd, µ, ν are monomials in R with µ 6= ν and a, b ∈ k \ {0}. Let J be the

ideal generated by monomials in I and let J ′ = (µ1, ..., µd)R. Then

J = J
′
+ (J

′
: µ)ν + (J

′
: ν)µ.

Proof. Suppose that λ ∈ I is a monomial. Then λ = r1µ1 + ... + rdµd + r(aµ + bν).

Then λ must be a k-multiple of a term occurring in one of the summands on the

right hand side of this equation. If λ is a k-multiple of a term occurring in one of the

first d summands, then, λ is a multiple of µi for some i ∈ {1, ..., d} so that λ ∈ J ′ .

Otherwise, λ is a k-multiple of a term occurring in r(aµ+ bν). Since µ, ν are distinct

monomials, if s is a term in r, then, at most one of sµ and sν is a k-multiple of λ.

Suppose, without loss of generality that sµ is a k-multiple of λ. Then, since sν is

not a k-multiple of λ, the coefficient of the underlying monomial of sν in the above

expression for λ must be zero and hence, sν ∈ J ′ . In other words, s ∈ (J
′
: ν). Then,
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since λ is a k-multiple of sµ, we have that λ ∈ (J
′

: ν)µ. By the same analysis, if

sν is a k-multiple of λ, then, λ ∈ (J
′

: µ)ν. Thus, any monomial in I must be a

monomial in J
′ or (J

′
: ν)µ or (J

′
: µ)ν. Then, since J is the ideal generated by

monomials in I, we have that J ⊆ J
′
+ (J

′
: µ)ν + (J

′
: ν)µ.

For the converse we first note that since J ′ is an ideal generated by a set of

monomials in I, by definition, J ′ ⊆ J . Now let r ∈ (J
′

: µ) be a monomial. Then

rµ ∈ J
′ . Since aµ + bν ∈ I, we have that r(aµ + bν) ∈ I. So brν ∈ I and hence

rν ∈ I. Since r, ν are monomials, rν ∈ J . So every monomial in (J
′

: µ)ν is in J .

Further, (J
′

: µ) is a monomial ideal (section 2.3 [Frö97]) and hence so is (J
′

: µ)ν.

Thus, (J
′
: µ)ν ⊆ J . Similarly, (J

′
: ν)µ ⊆ J . So J ′ + (J

′
: µ)ν + (J

′
: ν)µ ⊆ J .

Thus, J = J
′
+ (J

′
: µ)ν + (J

′
: ν)µ.

2.3 Main lemma

We now present one of the main results of this thesis.

2.3.1 Local and graded versions of the main lemma

Lemma 2.3.1. Let (R,m) be a Noetherian local domain. Let I = (a1, ..., ad)R be an

integrally closed ideal. Let Ii = (a1, ..., âi, ..., ad)R. If mI i ⊆ Ii for 1 ≤ i ≤ d, then,

mI is integrally closed in R.

Proof. We first observe that, mI ⊆ I, since mI ⊆ I (which follows from the fact that

mI ⊆ I and remark 1.1.3(2), page 2, [HS06]) and I is integrally closed. In other

words, every element of R that is integral over mI lies in I. We will show that no

minimal generator of I is integral over mI.

Since (R,m) is a Noetherian local domain, for any ideal a of R, r ∈ a if and only

if for every discrete valuation ring V such that R ⊆ V ⊆ Frac(R) and mV ∩ R = m,

where mV is the maximal ideal of V , we have that r ∈ aV (proposition 6.8.4, page
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135, [HS06]). For the purposes of this proof, we will call a discrete valuation ring V

such that R ⊆ V ⊆ Frac(R) and mV ∩ R = m, where mV is the maximal ideal of V

an R-special discrete valuation ring.

Without loss of generality, we may assume that {a1, ..., ad} is a minimal set of

generators for I. We first show that no generator ai of I is integral over mI for

i ∈ {1, ..., d}. Suppose that ai is integral over mI for some i ∈ {1, ..., d}. Then, for

every R-special discrete valuation ring V , we have that ai ∈ (mI)V . We may write

that I = Ii+aiR. So that, (mI)V = (mIi)V +(mai)V . Since V is a discrete valuation

ring containing R there is a discrete valuation on Frac(R), say v, such that for any

s ∈ Frac(R), s ∈ V ⇐⇒ v(s) ≥ 0. For any ideal J of V define v(J) = min{v(s) :

s ∈ J}. Then ai ∈ (mI)V =⇒ v(ai) ≥ v((mI)V ) = min{v((mIi)V ),v((mai)V )}.

We will show that v(ai) < v((mai)V ), which would imply that v(ai) ≥ v((mIi)V ).

Suppose that m = (b1, ..., bt)R. Then (mai)V = (b1ai, ..., btai)V . Since V is a discrete

valuation ring, the ideals of V are totally ordered under inclusion. So after relabeling

if necessary, we may assume that (btai)V ⊆ (bt−1ai)V ⊆ ... ⊆ (b1ai)V . So that,

(mai)V = (b1ai)V . Then (mai)V = (b1ai)V = {s ∈ V : v(s) ≥ v((b1ai))}. If

v(ai) ≥ v(b1ai), then, since v(b1ai) = v(b1) + v(ai), we have that v(b1) ≤ 0. We

cannot have, v(b1) < 0 since b1 ∈ V. So v(b1) = 0. Then b1 must be a unit in V

so that mV = (b1, ..., bt)V = V . This is a contradiction, since if mV is the maximal

ideal of V , we have that (mV ∩ R)V ⊆ mV (proposition 1.17(i), page 10, [AM94])

but mV ∩ R = m since V is R-special and this implies that (mV ∩ R)V = mV =

V ⊆ mV . So v(ai) < v(b1ai) = v((mai)V ). Hence, v(ai) ≥ v((mIi)V ) and thus,

ai ∈ (mIi)V . Since this statement is true for every R-special discrete valuation ring

V , we have that ai ∈ mIi. By hypothesis, mIi ⊆ Ii. So ai ∈ Ii. However, this

contradicts the minimality of the generating set {a1, ..., ad} for I for if ai ∈ Ii, then,
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Ii = (a1, ..., âi, ..., ad)R = (a1, ..., âi, ..., ad)R + aiR = I. This shows that ai is not

integral over mI for any i such that 1 ≤ i ≤ d.

Now assume that mI is not integrally closed. Suppose that a = r1a1+...+rdad ∈ I

(where r1, ..., rd ∈ R) such that a ∈ mI−mI. If rj is not a unit for some j ∈ {1, ..., d},

then, since R is a local ring, rj ∈ m. Hence, rjaj ∈ mI. So that, a− rjaj ∈ mI −mI.

So we may assume that r1, ..., re are units for some e such that 1 ≤ e ≤ d and

re+1, ..., rd ∈ m. Then b = r1a1 + ... + reae ∈ mI − mI. Moreover, {b, a2, a3, ..., ad}

is also a minimal set of generators for I. For we have that a1 = r−1
1 b − (r−1

1 (r2a2 +

... + reae)) ∈ (b, a2, a3, ..., ad)R, so I ⊆ (b, a2, a3, ..., ad)R. Conversely, b ∈ I, so

(b, a2, a3, ..., ad)R ⊆ I. So {b, a2, a3, ..., ad} is a generating set for I and since it has

size d, it is a minimal generating set, since in a local ring all minimal generating sets

of an ideal have the same size by Nakayama’s lemma. Then, by the arguments in

the first paragraph, b is not integral over mI, which is a contradiction.

Thus, mI is integrally closed in R.

We will need a graded version of lemma 2.3.1. We first make a few definitions

following Huneke and Swanson [HS06].

Definition 2.3.2. Let G be an abelian monoid. A ring R is said to be G-graded if

the following conditions are satisfied:

1. R = ⊕g∈GRg, where Rg is a subgroup of R under addition.

2. For each g, g′ ∈ G, RgRg′ ⊆ Rg+g′ .

An element r ∈ R will be said to be G-homogeneous of degree (denoted deg) g if

r ∈ Rg for some g ∈ G. An ideal I of R is said to be G-homogeneous if I is generated

by G-homogeneous elements in R.
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Remark 2.3.3. Note that if G is an abelian monoid and R is a G-graded ring, then,

R0 is a subring of R. Further, if I is a G-homogeneous ideal and f ∈ I, then, if

f = f1 + ... + ft, where f1, ..., ft are homogeneous, then, f1, ..., ft ∈ I. For suppose

that a1, ..., ad are G-homogeneous generators of ISo f = r1a1 + ... + rdad, where

r1, ..., rd ∈ R. Writing ri = Σmi
j=1rji, where rji is G-homogeneous for 1 ≤ j ≤ mi

and 1 ≤ i ≤ d, we get that f1 + ... + ft = Σd
i=1Σmi

j=1rjiai. Expanding the right hand

side and equating the G-homogeneous components we get that f1, ..., ft are each an

R-linear combination of a1, ..., ad and hence f1, ..., ft ∈ I.

We will be interested in the case where G = Zq × Zr≥0, q, r ∈ Z≥0, R is a

G-graded k-algebra, where k is a field, R0 = k and m = ⊕g∈G\{0}Rg is the unique

G-homogeneous maximal ideal1 of R. We quote a result needed for the graded version

of the main lemma.

Theorem 2.3.4. Let G = Zq × Zr≥0 , q, r ∈ Z≥0. Let I be a G-homogeneous ideal

in a G-graded ring R. Then I is G-homogeneous. Further, if R is Noetherian, then,

the associated primes of I are G-homogeneous and it has a G-homogeneous primary

decomposition (corollary 5.2.3, page 97 and corollary A.3.2, page 395, [HS06]).

Lemma 2.3.5. Let G = Zq × Zr≥0, q, r ∈ Z≥0. Let R be a G-graded Noethe-

rian domain with R0 = k, a field and such that m = ⊕g∈G\{0}Rg is the unique

G-homogeneous maximal ideal of R. Let I = (a1, ..., ad)R be an integrally closed

G-homogeneous ideal such that {a1, ..., ad} is a G-homogeneous set of generators for

I. Let Ii = (a1, ..., âi, ..., ad)R. If mI i ⊆ Ii for 1 ≤ i ≤ d, then, mI is integrally

closed in R.

Proof. As in the proof of lemma 2.3.1, we have that mI ⊆ I. We will show that no
1Note that in general ⊕g∈G\{0}Rg need not be an ideal of R. For example, let R = k[x, y, y−1] and let deg(x) =

(1, 0), deg(y) = (0, 1) while deg(α) = 0 for α ∈ k, then, y ∈ ⊕g∈G\{0}Rg and if ⊕g∈G\{0}Rg were an ideal, it is
closed under multiplication, so y−1y = 1 ∈ ⊕g∈G\{0}Rg , which is a contradiction.
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homogeneous minimal generator of I is integral over mI.

Since R is a Noetherian domain, for any ideal a of R, r ∈ a if and only if for

every discrete valuation ring V such that R ⊆ V ⊆ Frac(R) and mV ∩ R is a

maximal ideal of R (where mV is the maximal ideal of V ), we have that r ∈ aV

(proposition 6.8.4, page 135, [HS06]). We claim that when R is G-graded, where

G = Zq × Zr≥0, q, r ∈ Z≥0, with R0 = k, a field and such that m = ⊕g∈G\{0}Rg is

the unique G-homogeneous maximal ideal of R, if a is a G-homogeneous ideal, we

only need to let the discrete valuation rings in the above collection vary over those

centered on theG-homogeneous maximal ideal of R, i.e., over those discrete valuation

rings whose maximal ideal contracts to the homogeneous maximal ideal of R. For

in this case, a is also G-homogeneous by theorem 2.3.4. Suppose that a = ∩li=1qi

is an irredundant primary decomposition for a. Then qi is also G-homogeneous

for 1 ≤ i ≤ l and is thus contained in the unique G-homogeneous maximal ideal m.

Setting S = R\m, we get that S−1(a) = S−1(∩li=1qi) = ∩li=1S
−1qi (proposition 3.11.v,

page 42, [AM94]). Also, since qi ⊆ m, S−1qi is primary for 1 ≤ i ≤ l (proposition

4.8.ii, page 52, [AM94]) and S−1(a) = S−1(a) (proposition 1.1.4, page 3, [HS06]).

Now S−1(a) ∩ R = S−1(a) ∩ R = (∩li=1S
−1qi) ∩ R = ∩li=1(S−1qi ∩ R) = ∩li=1qi = a,

where the second equality follows from exercise 1.18, page 10, [AM94] and the third

equality follows from (proposition 4.8.ii, page 52, [AM94]). Thus, r ∈ a if and only if

r ∈ aRm. Further, since Rm is a Noetherian local domain, r ∈ aRm if and only if for

every discrete valuation ring V such that Rm ⊆ V ⊆ Frac(Rm) and mV ∩Rm = mRm,

where mV is the maximal ideal of V , we have that r ∈ (aRm)V (proposition 6.8.4,

page 135, [HS06]). Finally, since R is a domain, Frac(Rm) = Frac(R) and by the

previous two statements, r ∈ a if and only if for every discrete valuation ring V such

that R ⊆ V ⊆ Frac(R) and mV ∩R = mRm ∩R = m, where mV is the maximal ideal
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of V , we have that r ∈ (aRm)V = aV . This proves the claim. For the purposes of

this proof, we will call a discrete valuation ring V such that R ⊆ V ⊆ Frac(R) and

mV ∩ R = m, where mV is the maximal ideal of V an R-special discrete valuation

ring.

The next set of arguments parallel those in the proof of 2.3.1.

We may assume that {a1, ..., ad} is a minimal G-homogeneous set of generators for

I without loss of generality. We first show that no generator a1, ..., ad of I is integral

over mI. Suppose that ai is integral over mI for some i ∈ {1, ..., d}. Then, for every

R-special discrete valuation ring V , we have that ai ∈ (mI)V . We may write that

I = Ii + aiR. So that, (mI)V = (mIi)V + (mai)V . Since V is a discrete valuation

ring containing R there is a discrete valuation on Frac(R), say v, such that for any

s ∈ Frac(R), s ∈ V ⇐⇒ v(s) ≥ 0. For any ideal J of V define v(J) = min{v(s) :

s ∈ J}. Then ai ∈ (mI)V =⇒ v(ai) ≥ v((mI)V ) = min{v((mIi)V ),v((mai)V )}.

We will show that v(ai) < v((mai)V ), which would imply that v(ai) ≥ v((mIi)V ).

Suppose that m = (b1, ..., bt)R. Then (mai)V = (b1ai, ..., btai)V . Since V is a discrete

valuation ring, the ideals of V are totally ordered under inclusion. So after relabeling

if necessary, we may assume that (btai)V ⊆ (bt−1ai)V ⊆ ... ⊆ (b1ai)V . So that,

(mai)V = (b1ai)V . Then (mai)V = (b1ai)V = {s ∈ V : v(s) ≥ v((b1ai))}. If

v(ai) ≥ v(b1ai), then, since v(b1ai) = v(b1) + v(ai), we have that v(b1) ≤ 0. We

cannot have, v(b1) < 0 since b1 ∈ V. So v(b1) = 0. Then b1 must be a unit in V

so that mV = (b1, ..., bt)V = V . This is a contradiction since, if mV is the maximal

ideal of V , we have that (mV ∩R)V ⊆ mV (proposition 1.17(i), page 10, [AM94]) but

mV ∩R = m since V is R-special and this implies that (mV ∩R)V = mV = V ⊆ mV .

So v(ai) < v(b1ai) = v((mai)V ). Hence, v(ai) ≥ v((mIi)V ), i.e., ai ∈ (mIi)V . Since

this statement is true for every R-special discrete valuation ring V and since m, Ii,
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and consequently, mIi are G-homogeneous, we have that ai ∈ mIi. By hypothesis,

mIi ⊆ Ii. So ai ∈ Ii. However, this contradicts the minimality of the generating set

{a1, ..., ad} for I for if ai ∈ Ii, then, Ii = (a1, ..., âi, ..., ad)R = (a1, ..., âi, ..., ad)R +

aiR = I. This shows that ai is not integral over mI for any i such that 1 ≤ i ≤ d.

Now assume that mI is not integrally closed. Suppose that a = r1a1+...+rdad ∈ I

(where r1, ..., rd ∈ R) such that a ∈ mI − mI. Since m, I are G-homogeneous, so is

mI and hence mI is G-homogeneous by theorem 2.3.4. By remark 2.3.3, at least one

G-homogeneous part of a must be in mI but not in mI. So without loss of generality,

we may assume that a is G-homogeneous. Now, by definition, R = ⊕g∈GRg =

R0⊕(⊕g∈G\{0}Rg) = k⊕m. So we can write that ri = r
′
i+si, where r

′
i ∈ m and si ∈ k

for 1 ≤ i ≤ d. Now suppose that riai 6= 0 for some i ∈ {1, ..., d}. Then (r
′
iai + siai)

is a non-zero summand of a. Since a is G-homogeneous, and since r′i, si must have

different degrees, exactly one of r′iai and siai is non-zero. If siai = 0 for 1 ≤ i ≤ d,

then, a = r
′
1a1 + ... + r

′

dad ∈ mI, which is a contradiction. So there exists some i ∈

{1, .., d} such that siai 6= 0. Without loss of generality, assume that s1a1 6= 0. Then

{b, a2, a3, ..., ad} is also a minimal G-homogeneous set of generators for I. For we have

that a1 = s−1
1 b−(s−1

1 (r2a2 + ...+rdad)) ∈ (b, a2, a3, ..., ad)R, so I ⊆ (b, a2, a3, ..., ad)R.

Conversely, b ∈ I, so (b, a2, a3, ..., ad)R ⊆ I. So {b, a2, a3, ..., ad} is a generating set

for I and each generator is G-homogeneous. Further, (a2, ..., ad)R ( I by minimality

of {a1, ..., ad}. Finally, if for some l ∈ {2, ..., d}, al ∈ (b, a2, ..., âl, ..., ad)R, then,

al = α1b+α2a2+...+αl−1al−1+αl+1al+1+...+αdad for some α1, ..., αl−1, αl, ..., αd ∈ R.

Since αl is a G-homogeneous, we may assume that each of the summands in the

preceding expression is G-homogeneous of the same degree. Then, arguing as earlier

in the paragraph, either αj ∈ k or αj ∈ m for j ∈ {1, ..., l − 1, l + 1, ..., d}. If α1 is a
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unit, we can multiply the above equation by α−1
1 s−1

1 to get,

a1 = α−1
1 s−1

1 (al − α1(b− s1a1)− (α2a2 + ...+ αl−1al−1 + αl+1al+1 + ...+ αdad))

Then the right hand side of the preceding equation is an R−linear combination of

a2, ..., ad, contradicting the minimality of {a1, .., ad}. If α1 is not a unit, α1 ∈ m.

Then we can write that

al = α1(b− rlal) + α1rlal + α2a2 + ...+ αl−1al−1 + αl+1al+1 + ...+ αdad

Since by assumption this is a G-homogeneous expression for al and since α1rl ∈

m, we must have, α1rl = 0. So the right hand side of the above equation is a

R−linear combination of a1, ..., al−1, al+1, ..., ad, again contradicting the minimality

of {a1, ..., ad}.

Thus, {b, a2, ..., ad} is a minimal set of generators for I and by the arguments in

the first paragraph, b is not integral over mI, which is a contradiction.

Thus, mI is integrally closed in R.

2.3.2 Consequences of the main lemma

We will use lemma 2.3.5 to show that if I is a radical ideal in a polynomial ring

R generated by one binomial and several monomials, then, mI is integrally closed,

where m is the standard homogeneous maximal ideal in the ring. First we will

define a non-standard grading on the polynomial ring, which will make such ideals

homogeneous with respect to the grading.

Note 2.3.6. Let R = k[x1, ..., xn], where k is a field. Let µ = xu1
1 ...x

un
n and ν =

xv1
1 ...x

vn
n such that µ 6= ν. Let di = ui − vi for 1 ≤ i ≤ n − 1 and let h = vn − un.

We may assume that h > 0 after relabeling indeterminates if necessary. Define a

Zn−1-grading on R such that deg(α) = (0, ..., 0) for α ∈ k, deg(xi) = (0, ..., h, ..., 0)︸ ︷︷ ︸
ith position
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for 1 ≤ i ≤ n − 1 and deg(xn) = (d1, ..., dn−1). Then, under this grading, we show

that deg(µ) = deg(ν).

Let deg(λ)i denote the ith component of deg(λ) for any monomial λ. Then, for

1 ≤ i ≤ n− 1,

deg(µ)i = uih + undi = ui(vn − un) + un(ui − vi) = uivn − uiun + unui − unvi =

uivn−unvi = vnvi−unvi+uivn−vnvi = vi(vn−un)+vn(ui−vi) = vih+vndi = deg(ν)i

Proposition 2.3.7. With notation as in note 2.3.6, suppose that gcd(h, dj) = 1 for

some j such that 1 ≤ j ≤ n − 1. Then a pair of distinct monomials have the same

degree if and only if they are of the form λµq, λνq, where λ is a monomial and q is

some positive integer.

Proof. Clearly, λµq and λνq have the same degree since µ and ν have the same degree.

Now suppose that µ′ = x
u
′
1

1 ...x
u
′
n
n and ν ′ = x

v
′
1

1 ...x
v
′
n
n are distinct monomials in R

such that deg(µ
′
) = deg(ν

′
).

Equating components of the degrees, we have that u′ih + u
′
ndi = v

′
ih + v

′
ndi. So

(u
′
i − v

′
i)h = (v

′
n − u

′
n)di. Now there exists an integer j such that 1 ≤ j ≤ n− 1 and

gcd(h, dj) = 1. So (u
′
j − v

′
j)h = (v

′
n − u

′
n)dj implies that h divides v′n − u

′
n.

Hence, there exists a nonnegative integer q such that

v
′

n − u
′

n = hq = (vn − un)qn.

Thus,

v
′

n − qvn = u
′

n − qun = rn (say).

Therefore, u′n = qun + rn and v′n = qvn + rn.

In fact, q must be positive, for if q = 0, then, v′n − u
′
n = 0 by the above equation

and hence, (u
′
i − v

′
i)h = (v

′
n − u

′
n)di = 0di = 0. Since h > 0 by assumption, we have
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that u′i− v
′
i = 0 for 1 ≤ i ≤ n. Hence, µ′ = ν

′ , which is a contrary to the supposition

that µ′ , ν ′ are distinct.

Also, (u
′
i − v

′
i)h = (v

′
n − u

′
n)di = hqdi, then, since h 6= 0, for 1 ≤ i ≤ n − 1, we

have that

u
′

i − v
′

i = diq = (ui − vi)q.

Thus,

u
′

i − qui = v
′

i − qvi = ri (say).

Hence, u′i = qui + ri and v
′
i = qvi + ri. The above arguments show that these

equations hold for 1 ≤ i ≤ n.

Then µ
′

= xqu1+r1
1 ...xqun+rn

n = (xqu1

1 ...xqunn )(xr11 ...x
rn
n ) = µqλ, where λ = xr11 ...x

rn
n

and ν ′ = xqv1+r1
1 ...xqvn+rn

n = (xqv1

1 ...xqvnn )(xr11 ...x
rn
n ) = νqλ.

Corollary 2.3.8. With notation as in note 2.3.6, suppose that gcd(h, d1, ..., dn−1) =

1. Then a pair of distinct monomials have the same degree if and only if they are of

the form λµq, λνq, where λ is a monomial and q is some positive integer.

Proof. If gcd(h, d1, ..., dn−1) = 1, then, there exists an integer j such that. 1 ≤

j ≤ n − 1 and gcd(h, dj) = 1. Then, by proposition 2.3.7, we get the desired

conclusion.

Definition 2.3.9. Let R = k[x1, .., xn] with k a field. Let µ = xu1
1 ...x

un
n and

ν = xv1
1 ...x

vn
n with µ 6= ν. Then we define a (µ, ν)-special grading on R to be

the Zn−1-grading on R as in note 2.3.6.

Theorem 2.3.10. Let R = k[x1, .., xn] with k a field. Let I = (µ1, .., µd, aµ+ bν)R,

where µ1, .., µd, µ, ν are monomials in R and a, b ∈ k. If I is radical, then, mI is

integrally closed.
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Proof. For an ideal a in R let Ja denote the ideal generated by the monomials in a.

We may assume that a, b 6= 0, µ 6= ν, µ, ν /∈ JI . For if any of these conditions don’t

hold, then, I is a radical monomial ideal and the statement of the theorem is true

by theorem 2.1.1.

Now G = Zn−1 under the usual operation of addition is an abelian monoid.

Then the (µ, ν)-special grading on R is a G-grading with R0 = R(0,...,0) = k. Fur-

ther, R is a Noetherian domain and m := ⊕g∈G\{0}Rg = (x1, ..., xn)R is the unique

G-homogeneous maximal ideal of R. To see the latter claim, note that if xa1
1 ...x

an
n 6= 1

is a monomial in R, then, using the notation in note 2.3.6, deg(xa1
1 ...x

an
n ) = (a1h +

and1, ..., an−1h + andn−1). Now, since di > 0 for at least one i ∈ {1, ..., n − 1}, say

i = j, at least one coordinate in deg(xa1
1 ...x

an
n ) must be positive, for if an = 0, then,

aih+andi = aih > 0 for ai > 0 and if an > 0, then, ajh+andj > 0. Thus, ⊕g∈G\{0}Rg

contains all monomials other than 1 and hence contains all linear combinations of

monomials. Thus, ⊕g∈G\{0}Rg = (x1, ..., xn)R as sets and hence m = ⊕g∈G\{0}Rg is

an ideal. Further, since m is generated by monomials, it is G-homogeneous and since

it contains all monomials other than 1, it contains all G-homogeneous ideals. Thus,

m = ⊕g∈G\{0}Rg = (x1, ..., xn)R is the unique G-homogeneous maximal ideal in R.

Moreover, by note 2.3.6, deg(µ) = deg(ν) under this grading. Hence, aµ+ bν is a

G-homogeneous element and I is aG-homogeneous ideal. Since I is a radical ideal, by

corollary 2.2.9, the ideal generated by the monomials in I is a radical ideal and aµ+bν

is a squarefree binomial. So we may write that I = (η1, ..., ηt, aµ+bν)R, where η1, .., ηt

are squarefree monomials and JI = (η1, ..., ηt)R. Let Iηi = (η1, ..., η̂i, ..., ηt, aµ+bν)R.

If Iηi is radical for 1 ≤ i ≤ t, then, since a radical ideal is integrally closed (remark

1.1.3.(4), page 2, [HS06]), we have that Iη1 , ..., Iηt , JI are integrally closed ideals and

hence mIηi ⊆ Iηi = Iηi and mJI ⊆ JI = JI (remark 1.1.3(2), page 2, [HS06]). Then,
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by lemma 2.3.5, mI is integrally closed in R.

Now suppose that Iηi is not radical for all i. After relabeling if necessary, we

may assume that Iηi is not radical for 1 ≤ i ≤ s1 ≤ t and Iηi is radical for

s1 + 1 ≤ i ≤ t. Then we must have that JIηi 6= (η1, ..., η̂i, ..., ηt)R by 2.2.9.

Let Ji,1 = (η1, ..., η̂i, ..., ηt)R. Then, by proposition 2.2.11, JIηi = Ji,1 + (Ji,1 :

µ)ν + (Ji,1 : ν)µ. We append generators of (Ji,1 : µ)ν, (Ji,1 : ν)µ for 1 ≤ i ≤

s1, say {δ1,1, ..., δm,1} to the list of generators {η1, ..., ηt} of Ji and rewrite I =

(η1, ..., ηt, δ1,1, ..., δm,1, aµ + bν)R, since (Ji,1 : µ)ν ⊆ JIηi ⊆ JI and (Ji,1 : ν)µ ⊆

JIηi ⊆ JI . We may assume that δ1,1, ..., δm,1 are squarefree since I is radical. Also,

Iδj,1 = (η1, ..., ηt, δ1,1, ..., ˆδj,1, ..., δm,1, aµ+ bν)R = I. Then if

Iηi,1 = (η1, ..., η̂i, ..., ηt, δ1,1, ..., δm,1, aµ+ bν)R

are radical for 1 ≤ i ≤ s1, the hypothesis of lemma 2.3.5 is satisfied and we have

that mI = mI (note that Iηi,1 = Iηi for s+ 1 ≤ i ≤ t, which are already assumed to

be radical). If Iηi,1 are not all radical, then, we repeat the process in this paragraph.

Explicitly, we may assume that Iηi,1 is not radical for 1 ≤ i ≤ s2 ≤ s1 and Iηi,1

is radical for s2 + 1 ≤ i ≤ t. We define Ji,2 similarly and append generators of

(Ji,2 : µ)ν, (Ji,2 : ν)µ for 1 ≤ i ≤ s2, to the list of generators of I. We note

that Ji,1 ⊆ Ji,2. If the ideals obtained by deleting one generator from the specified

list of generators of I are not all radical, we repeat the above process of augmenting

generators. SinceR is Noetherian, the chain of ideals Ji,1 ⊆ Ji,2 ⊆ Ji,3 ⊆ ... eventually

stabilizes, say at step N , so that Ji,N are the ideals generated by the monomials in

Jηi,N . Then, since Ji,N are squarefree by construction, Iηi,N must be all radical by

2.2.9. Then, applying lemma 2.3.5, we get that mI is integrally closed.

We will end this section with a couple of further applications of the main lemma
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from the previous section.

Proposition 2.3.11. Let R = k[[x1, ..., xn]], where k is a field. Let m = (x1, ..., xn)R.

Suppose that I = (f1, ..., fd)R is such that either:

• f1, ..., fd are homogeneous linear polynomials.

• f1, ..., fd are irreducible elements of R such that fi and f1, ..., fi−1, fi+1, ..., fd

can be written in terms of distinct sets of indeterminates for all i such that

1 ≤ i ≤ d.

Then mI is integrally closed.

Proof. Here I and Ii = (f1, ..., f̂i, ..., fn)R are prime ideals in R and hence integrally

closed. Then mIi ⊆ Ii = Ii (remark 1.1.3(2), page 2, [HS06]). So lemma 2.3.1 applies

and hence mI is integrally closed in R.

Proposition 2.3.12. Let R = k[x1, ..., xn]/p, where p is a prime ideal in k[x1, ..., xn]

and k is an infinite field. Suppose that I is an ideal in R that can be minimally

generated by depth(I) elements and that I is integrally closed. Then, for every prime

ideal P ∈ Supp(I), we have that (PI)RP is integrally closed in RP .

Proof. Davis proves that any ideal J in R has a minimal basis such that any subset of

this basis of size less than depth(J) generates a prime ideal in R (theorem 2, [Dav78]).

Let I = (y1, ..., yd)R, where d = depth(I) and assume that {y1, ..., yd} is a basis

such that every subset of this basis (of size necessarily less than depth(I)) generates

a prime ideal. Then the ideals Ii = (y1, ..., ŷi, ..., yd)R are prime for 1 ≤ i ≤ d

and hence integrally closed (remark 1.1.3.(4), page 2, [HS06]). Since P ∈ Supp(I),

we have that I ⊆ P . Then IRP = (y1

1
, ..., yd

1
)RP . Now IRP is integrally closed

since I is integrally closed (proposition 1.1.4, page 3, [HS06]). Further, the ideals
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(IRP )i = (y1

1
, ..., ŷi

1
, ..., yd

1
)RP are prime (since Ii are prime and Ii ⊆ P ) and hence

integrally closed. Finally, we have that (PRP )(IRP )i ⊆ (IRP )i = (IRP )i. Then, by

lemma 2.3.1, (PRP )(IRP ) = (PI)RP is integrally closed in RP .

2.4 Monomial type ideals in regular local rings

Let (R,m) be a regular local ring. Let x = x1, ..., xd be a fixed regular system of

parameters of R, where d = dim(R). By a monomial over x, we mean an element

of R of the form xa1
1 ...x

ad
d with ai non-negative integers for i = 1, ..., d. We deem a

monomial over x to be squarefree if 0 ≤ ai ≤ 1 for i = 1, ..., d. By a (squarefree)

monomial ideal over x, we mean an ideal generated by (squarefree) monomials over x.

For a monomial µ = xa1
1 ...x

ad
d over x, define the squarefree part of µ, µ# = xb11 ...x

bd
d ,

where bi = 1 if ai ≥ 1 and bi = 0 if ai = 0. We shall show that for a squarefree

monomial ideal I over x, mI is integrally closed in R.

Such ideals were considered in [KS03]. In that paper, monomial ideals over reg-

ular sequences contained in the Jacobson radical in a Noetherian ring were defined

analogously. Clearly, our definition above is a special case of this. Among the re-

sults proved in that paper include: the sum, product and colon of monomial ideals

over regular sequences are monomial and under some mild assumptions the integral

closure of a monomial ideal over regular sequences is monomial.

Hübl-Swanson [HS08] define an analogous notion of monomial ideals over per-

mutable regular sequences in a regular domain such that every subsequence generates

a prime ideal in the ring. Again our definition in the first paragraph is a special case

of this since a regular local ring is a domain and a regular system of parameters is

a permutable regular sequence such that every subsequence generates a prime ideal.

Hübl-Swanson show that the integral closure of these generalized monomial ideals
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is also monomial and in fact it can be described in terms of the Newton polygon

in a manner analogous to the monomial ideals in polynomial rings. Note that, the

sequence of indeterminates in a polynomial ring over a field in finitely many indeter-

minates, is a special case of the kind of regular sequences considered in [KS03] and

[HS08]. So the results in these papers can be considered as generalizations of the

results on monomial ideals in polynomial rings.

We first prove the following lemma to show that squarefree monomial ideals over

a regular system of parameters is radical.

Lemma 2.4.1. Let (R,m) be a regular local ring. Let x = x1, ..., xd be a fixed regular

system of parameters of R, where d = dim(R). Let I = (µ1, ..., µt)R be a monomial

ideal over x in R, where µ1, ..., µt are squarefree monomials over x. Then I is radical.

Proof. Let µj = xj1 ...xjk(j)
, where 1 ≤ j1 < ... < jk(j) ≤ d and k(j) ∈ {1, ..., d}.

Kiyek-Stückrad prove (proposition 1, [KS03]) that for monomial ideals a, b, c over

regular sequences contained in the Jacobson radical of a Noetherian ring (a + b)∩c =

(a ∩ c) + (b ∩ c). This property is known as the modular law.

Consider J1 = (x11 , µ2, ..., µt)R∩(x12 , µ2, ..., µt)R∩ ...∩(x1k(1)
, µ2, ..., µt)R. Denote

I1 = (µ2, ..., µt)R. Then, by the modular law,

(x11R + I1) ∩ (x12R + I1) = ((x11R + I1) ∩ (x12R)) + ((x11R + I1) ∩ I1)

= ((x11R + I1) ∩ (x12R)) + I1

= ((x11R) ∩ (x12R)) + (I1 ∩ x12R) + I1

= ((x11R) ∩ (x12R)) + I1

Now for any principal ideals of R, say a = aR, b = bR, we have that a ∩ b =

(lcm(a, b))R (proposition 1, [KS03])2. Thus, ((x11R) ∩ (x12R)) = x11x12R. So that,
2Note that R is a unique factorization domain here so the notion of lcm is well defined. The usual definition
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(x11R + I1) ∩ (x12R + I1) = x11x12R + I1. Proceeding inductively, we have that,

J1 = (x11R+ I1)∩ (x12R+ I1)∩ ...∩ (x1k(1)
R+ I1) = x11 ...x1k(1)

R+ I1 = I. Carrying

out an analogous process for the other monomials in the generating set of I, we can

write that I = ∩(x1l(1)
, ..., xtl(t))R, where l(j) ∈ {1, .., k(j)}. Now x1l(1)

, ..., xtl(t) is

part of a regular system of parameters in R for any choice of subscripts and thus,

R/(x1l(1)
, ..., xtl(t))R is a domain. Consequently, the ideals (x1l(1)

, ..., xtl(t))R are prime.

Then I is an intersection of prime ideals is hence radical.

Proposition 2.4.2. Let (R,m) be a regular local ring. Let x = x1, ..., xd be a fixed

regular system of parameters of R, where d = dim(R). Let I = (µ1, ..., µt)R, where

µ1, ..., µt are monomials over x. Then
√
I = (µ#

1 , ..., µ
#
t )R .

Proof. Let µi = xu1i
1 ...xudid . Let ui = max{uji|1 ≤ j ≤ d}. Then (µ#

i )ui ∈ I

since (µ#
i )ui is a multiple of µi for 1 ≤ i ≤ t. Set N = u1 + ... + ut − t + 1.

Then ((µ#
1 , ..., µ

#
t )R)N ⊆ I by the pigeonhole principle. Taking radicals, we have

that
√

((µ#
1 , ..., µ

#
t )R)N =

√
(µ#

1 , ..., µ
#
t )R = (µ#

1 , ..., µ
#
t )R ⊆

√
I, where the sec-

ond equality follows from lemma 2.4.1. Conversely, since µi is a multiple of µ#
i ,

I ⊆ (µ#
1 , ..., µ

#
t )R. So taking radicals we have that

√
I ⊆

√
(µ#

1 , ..., µ
#
t )R =

(µ#
1 , ..., µ

#
t )R. Thus,

√
I = (µ#

1 , ..., µ
#
t )R.

Now we are ready to prove the main theorem of this section.

Theorem 2.4.3. Let (R,m) be a regular local ring. Let x = x1, ..., xd be a fixed

regular system of parameters, where d = dim(R). Let I be a squarefree monomial

ideal over x. Then mI is integrally closed.

Proof. Let I = (µ1, ..., µt)R, where µ1, ..., µt are squarefree monomials over x. By

lemma 2.4.1, I is radical and hence integrally closed (remark 1.1.3.(4), page 2,
of lcm for a unique factorization domain coincides with the definition of lcm in [KS03] for the kind of ideals they
consider.
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[HS06]). Further, by the same lemma, Ii = (µ1, ..., µ̂i, ..., µt)R is also radical (and

hence integrally closed) since Ii is a squarefree monomial ideal. Then mIi ⊆ Ii = Ii.

Then, by lemma 2.3.1, mI is integrally closed in R.

Proposition 2.4.4. Let (R,m) be a regular local ring. Let x = x1, ..., xd be a fixed

regular system of parameters of R, where d = dim(R). Let I be a monomial ideal

over x. Then mI ⊆ m
√
I.

Proof. Since I ⊆
√
I, mI ⊆ m

√
I and hence, mI ⊆ m

√
I. Now lemma 2.4.1 shows

that
√
I is a squarefree monomial ideal over x. Then, by theorem 2.4.3, m

√
I = m

√
I.

Thus, mI ⊆ m
√
I.

Note the similarity between the above proposition and theorem 2.1.1. Using the

characterization of the integral closure of monomial ideals over a regular system of

parameters in a regular local ring due to Hübl-Swanson ([HS08]), we can adapt the

proof of theorem 2.1.1 to obtain the preceding two results. Also, we can use lemma

2.3.1 to obtain another proof of theorem 2.1.1.

2.5 Hübl’s conjecture

In [Hüb99], Hübl makes the following conjecture.

Conjecture 2.5.1. Let (R,m) be a regular local ring. Let I be a radical ideal in R.

Let f ∈ I such that fn ∈ In+1. Then f ∈ mI.

Hübl [Hüb99] remarks that a positive answer to the above conjecture implies that

any reduced local algebra R/k, essentially of finite type over a field k of characteristic

0 is evolutionarily stable. Note that it is necessary to assume that I is radical in

conjecture 2.5.1, otherwise we have the following counterexample (remark 1.5.(i),

[Hüb99]) .
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Example 2.5.2. Let R = k[[x, y]] be a formal power series ring over a field k. Let

I = (x3, x2y2, y3)R. Then, if f := x2y2, we have that f 3 = x6y6 = (x3)(x3)(y3)(y3) ∈

I4 but f /∈ mI, where m = (x, y)R.

Epstein and Hochster (theorem 5.4, [EH11]) define the inner integral closure of

an ideal in a Noetherian ring as follows (among other equivalent ways).

Definition 2.5.3. Let R be a Noetherian ring and I an ideal of R. If f ∈ I and

there is a positive integer n such that fn ∈ In+1, then, we say f lies in the inner

integral closure of I (denoted I>1).

Then conjecture 2.5.1 says that if (R,m) is a regular local ring and I a radical

ideal in R, then, I>1 ⊆ mI.

We make the earlier remark due to Hübl connecting this conjecture to the question

of existence of non-trivial evolutions more precise.

Remark 2.5.4. (Hübl) [Hüb99] Let k be a field of characteristic 0. A reduced local

algebra R/k, essentially of finite type has no non-trivial evolutions if and only if it

has a presentation R = S/I such that S/k is smooth and I>1 ⊆ mI.

We now state two positive results for this conjecture due to Hübl.

Theorem 2.5.5. [Hüb99] Let (R,m) be a regular local ring and let I be an equidi-

mensional radical ideal, which is a complete intersection on the punctured spectrum

of R and that depth(R) ≥ 1. Then I>1 ⊆ mI.

Theorem 2.5.6. [Hüb99] Let (R,m) be a regular local ring and let I be an equidi-

mensional radical ideal such that R/I2 is Cohen-Macaulay. Then I>1 ⊆ mI.

Definition 2.5.7. Let R = S[x1, ..., xn], where S is a commutative ring. A polyno-

mial f ∈ R is said to be quasihomogeneous if there exists an n-tuple of non-negative
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integers (i1, ..., in) such that f(λi1x1, ..., λ
inxn) = λmf(x1, ..., xn) for some positive

integer m.

We will show that if R is the polynomial ring over a field, I a radical ideal of R

and if f is a quasihomogeneous element such that f ∈ I>1, then, f ∈ mI. We first

need the following lemma.

Lemma 2.5.8. Let R = k[x1, ..., xd], where k is a field and let x1, ..., xd be indeter-

minates over k. Let I ⊂ R be a radical ideal. Let f ∈ R satisfy fn ∈ In+1 for some

positive integer n. Then

1. If n > 1 and char(k) - n, then, fn−1( ∂f
∂xi

) ∈ In and hence f( ∂f
∂xi

) ∈ I>1.

2. If char(k) - n!, then, ∂f
∂xi
∈ I for 1 ≤ i ≤ d.

Proof. We have that fn ∈ In+1. So ∂(fn)
∂xi

= nfn−1 ∂f
∂xi
∈ In. Since k is a field

and char(k) - n, we have that fn−1 ∂f
∂xi
∈ In. Then (f( ∂f

∂xi
))n−1 ∈ In and hence

f( ∂f
∂xi

) ∈ I>1.

For the second assertion, we observe that, ∂
n(fn)
∂xni

∈ I. Now ∂n(fn)
∂xni

= (n!)( ∂f
∂xi

)n+fg,

where g = g(f, ∂f
∂xi
, ∂

2f
∂x2
i
, ..., ∂

nf
∂xni

). Since fn ∈ In+1 ⊆ I and I is radical, we have that

f ∈ I, so that fg ∈ I. Hence, (n!)( ∂f
∂xi

)n ∈ I. Since char(k) - n!, ( ∂f
∂xi

)n ∈ I. Again,

since I is radical, ∂f
∂xi
∈ I for 1 ≤ i ≤ d.

Proposition 2.5.9. Let R = k[x1, ..., xd], where k is a field and let x1, ..., xd be

indeterminates over k. Let I ⊂ R be a radical ideal and m = (x1, ..., xd)R. Let

f ∈ R be a quasihomogeneous element such that f ∈ I>1. If char(k) - (n!)deg(f),

then, f ∈ mI.

Proof. Suppose that n is a positive integer such that fn ∈ In+1. Since f is quasiho-

mogeneous, by Euler’s formula, (deg(f))f = Σd
i=1(deg(xi))xi

∂f
∂xi

. As shown in lemma



48

2.5.8, ∂f
∂xi
∈ I for i = 1, ..., d. Then, since char(k) - deg(f) and k is a field deg(f) is

invertible in k, we have that f ∈ mI.



CHAPTER 3

Eisenbud-Mazur conjecture

In this chapter we obtain affirmative results for the Eisenbud-Mazur conjecture

in some special cases.

3.1 Prime ideals in certain subrings of formal power series rings.

In this section we will consider the Eisenbud-Mazur conjecture for the following

case.

Let R = k[[t, x1, ..., xm]] be the formal power series ring over a field k of character-

istic 0, in m+1 indeterminates. Let S = k[[t2, x1, ..., xm]]. Let f1(t), ..., fm(t) ∈ k[[t]].

Let Q1 = (x1−f1(t), ..., xm−fm(t))R and Q2 = (x1−f1(−t), ..., xm−fm(−t))R. Then

Q1, Q2 are prime ideals that are conjugate under the action of the automorphism on R

given by σ : R→ R, where σ(t) = −t and σ(xi) = xi for 1 ≤ i ≤ m. Further, Q1, Q2

contract to the same prime ideal, say P in S, i.e., P = Q1∩S = Q2∩S = (Q1∩Q2)∩S.

Let m = (t2, x1, ..., xn)S. We will deem the above set of conditions as hypothesis (*).

Under hypothesis (*), we will show that P (2) ⊆ mP .

This situation is not as special as it may seem. We show, in proposition 3.1.4

below, that for an equicharacteristic, complete local ring S, in order to prove the

Eisenbud-Mazur conjecture for prime ideals, it is sufficient to restrict to prime ideals

P such that dim(S/P ) = 1. Further, we show that if S = k[[t, x1, ..., xm]], where

49
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k is an algebraically closed field of characteristic 0 and P is a prime ideal in S

such that dim(S/P ) = 1, then, there exists a positive integer n such that for R =

k[[t
1
n , x1, ..., xm]] there exists a prime ideal Q = (x1 − f1(t

1
n ), ..., xm − fm(t

1
n ))R such

that P = Q ∩ S. The case discussed in the preceding paragraph is special of this

set-up with n = 2.

3.1.1 Motivation

We first show that if (R,m) is an equicharacteristic complete local ring and if the

Eisenbud-Mazur conjecture holds for height unmixed ideals I such that dim(R/I) =

1, then, it holds for all height unmixed ideals in R. We first need a few preparatory

results starting with an irreducibility criterion for formal power series (page 164,

[Kun05]).

Theorem 3.1.1. [Kun05] Consider the grading on k[x, y] (where k is a field) in

which deg(x) = p > 0 and deg(y) = q > 0. Let R = k[[x, y]] and let f ∈ R \ {0}. Let

l(f) denote the homogeneous polynomial of smallest degree (with respect to the above

grading) occurring in f . If for some choice of p, q, l(f) is an irreducible polynomial

in k[x, y], then, f is irreducible in R.

Lemma 3.1.2. Let R = k[[x1, ..., xn]], where n > 2 and k is a field. If r, s are

positive integers such that gcd(r, s) = 1, then, the ideal P = (xr1 − xs2)R is prime in

R.

Proof. By theorem 2.2.2, xr1 − xs2 generates a prime ideal in k[x1, x2] or equivalently

it is irreducible when gcd(r, s) = 1. Then, by theorem 3.1.1, xr1 − xs2 is irreducible

in k[[x1, x2]] and hence irreducible in R. Then, since R is a unique factorization

domain, ideal P = (xr1 − xs2)R is prime in R.
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Proposition 3.1.3. Let (R,m) be an equicharacteristic Noetherian complete local

domain of dimension d ≥ 2. Then, for every positive integer n, there exists a prime

ideal Pn 6= 0 in R such that Pn ⊆ mn.

Proof. Since (R,m) is an equicharacteristic complete local domain, it is module finite

over S = k[[x1, ..., xd]], where k is a field (theorem 4.3.3, page 61, [HS06]). Since

d ≥ 2, by lemma 3.1.2, pn = (xn1−xn+1
2 )S is a prime ideal in S and pn ⊆ (x1, ..., xd)

nS.

Let Pn be a prime ideal in R lying over pn. Then Pn 6= 0 and Pn ⊆ mn.

Proposition 3.1.4. Let (R,m) be an equicharacteristic Noetherian complete local

ring. Let I be an ideal of R such that dim(R/P ) > 1 for every associated prime ideal

P of R. If there exists an element r ∈ R such that r ∈ I(2) \ mI, then, there exists

an ideal J such that I ( J , r ∈ J (2) \ mJ and dim(R/J) < dim(R/I). Moreover, if

I is height unmixed J can be chosen to be a height unmixed ideal. If I is radical, J

can be chosen to be radical.

Proof. Let I = p1 ∩ ...∩ pn, where pi is a Pi-primary ideal, be the primary decompo-

sition of I.

By hypothesis dim(R/Pi) > 1. Then, by proposition 3.1.3, R/Pi has a non-zero

prime ideal, say Qi,t such that Qi,t ⊆ (m/Pi)
t for all positive integers t. Without loss

of generality we may choose Qi,t such that ht(Qi,) = 1. Fix a positive integer t and

let Qi,t denote the preimage of Qi,t in R. Set Qi = Qi,t for brevity of notation. Then

Qi are prime ideals in R such that Pi ( Qi ⊆ Pi + mt for 1 ≤ i ≤ n. Then we claim

that qi,m := (pi +Qm
i ) : (R\Qi) = {r ∈ R : rs ∈ (pi +Qm

i ) for some s ∈ (R\Qi)} are

Qi-primary ideals. Firstly, note that
√

(pi +Qm
i ) =

√
(
√
pi +

√
Qm
i ) =

√
Pi +Qi =

√
Qi = Qi (exercise 1.13, page 9, [AM94]). Now, if x ∈ qi,m, then, there exists

s ∈ R\Qi such that sx ∈ (pi+Q
m
i ) ⊆ Qi. Since s /∈ Qi we must have x ∈ Qi. Further,
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(pi + Qm
i ) ⊆ qi,m ⊆ Qi. Taking radicals, we get that Qi =

√
(pi +Qm

i ) ⊆ √qi,m ⊆
√
Qi = Qi. Thus,

√
qi,m = Qi. Suppose that xy ∈ qi,m, then, there exists s /∈ Qi such

that sxy ∈ (pi+Qm
i ). If x /∈ Qi, then, sx /∈ Qi. Thus, y ∈ (pi+Qm

i ) : (R\Qi) = qi,m.

Hence, qi,m is Qi-primary.

Next we claim that ∩m∈Z>0qi,m = pi. Let r ∈ ∩m∈Z>0qi,m. Then there exists a

wm ∈ R \ Q such that rwm ∈ (pi + Qm
i ) for all m ∈ Z>0. Thus, r ∈ ∩m∈Z>0(pi +

Qm
i )RQi = ∩m∈Z>0(piRQi +Qm

i RQi). By Krull’s intersection theorem applied to RQi

we have that ∩m∈Z>0(Qm
i RQi) = 0. So r ∈ piRQi ∩ R = pi, where the last equality

follows since pi is primary (proposition 4.8.ii, page 53, [AM94]).

Now, by Chevalley’s theorem applied to R/pi, there exists a function bi : Z>0 →

Z>0 such that qi,bi(N) ⊆ pi + mN for all positive integers N . Let JN = q1,b1(N) ∩ ... ∩

qn,bn(N). Then JN ⊆ (p1 + mN) ∩ ... ∩ (pn + mN). We claim that JN ⊆ I + mN−c

for N � 0 and some positive integer c < N . We prove the claim by induction on n.

Suppose that r ∈ (p1+mN)∩(p2+mN). Then we can write that r = p1+m1 = p2+m2

for some pi ∈ pi for i = 1, 2 and m1,m2 ∈ mN . Then m1 − m2 = p2 − p1 ∈

mN ∩(p1 +p2). By the Artin-Rees lemma, there exists a positive integer c12 such that

mN ∩ (p1 + p2) = mN−c12(mc12 ∩ (p1 + p2)) ⊆ mN−c12(p1 + p2) = mN−c12p1 +mN−c12p2.

So p2 − p1 ∈ mN−c12p1 + mN−c12p2. Write p2 − p1 = m
′
1 + m

′
2, where m

′
i ∈ mN−c12pi

for i = 1, 2. Then p1 + m
′
1 = p2 −m

′
2. Note that the left hand side of this equation

is an element of p1 and the right hand side is an element of p2. Thus, each side is

an element of p1 ∩ p2. Now r = p1 + m1 = (p1 + m
′
1) − (m

′
1 − m1) ∈ (p1 ∩ p2) +

mN−c12 . Thus, (p1 + mN) ∩ (p2 + mN) ⊆ (p1 ∩ p2) + mN−c12 for N ≥ c12. Proceeding

inductively, we can show that there exists a positive integer c such that for N ≥ c,

(p1 + mN) ∩ ... ∩ (pn + mN) ⊆ (p1 ∩ ... ∩ pn) + mN−c. Consequently, JN ⊆ I + mN−c.

Fix one such N � c and set J = JN .
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By construction, dim(R/J) < dim(R/I). Choose u ∈ I(2). Then there exists

v ∈ R such that v is not contained in any minimal prime of I and uv ∈ I2. Since

for all associated primes Qi of J , Qi ⊆ Pi + mt, by choosing t � 0, we can ensure

that v is not contained in any minimal prime of J . Then vu ∈ J2 and u ∈ J (2).

Further, if u /∈ mI, we claim that u /∈ mJ . Suppose that u ∈ mJ . Then, by the

preceding paragraph, u ∈ m(I + mN−c) = mI + mN+1−c. Write u = v + w, where

v ∈ mI and w ∈ mN+1−c. Since u ∈ I(2) ⊆ I and v ∈ mI ⊆ I, w ∈ I. So

w ∈ mN+1−c ∩ I. By the Artin-Rees lemma there exists a positive integer c′ such

that for N + 1− c ≥ c
′ , mN+1−c∩ I = mN+1−c−c′ (mc

′
∩ I) ⊆ mN+1−c−c′I ⊆ mI. Thus,

for N � 0, u = v+w ∈ mI, which contradicts the choice of u. Hence, u ∈ mJ . This

proves the first assertion in the proposition.

If I is height unmixed, then, all associated prime ideals of I are minimal and have

the same height. By choice of Qi all associated prime ideals of J will also have the

same height, which is 1 higher than the height of I. So J is height unmixed. If I is

radical, we choose the primary decomposition of I as an intersection of it’s minimal

primes and choose the primary decomposition of J as the intersection of the minimal

Qi. So J is radical and by the arguments in the preceding paragraph we obtain the

desired conclusion.

Now we show that if S = k[[t, x1, ..., xm]], where k is a field under some additional

hypothesis explained below and P is a prime ideal in S such that dim(S/P ) = 1,

then, there exists a positive integer n such that for R = k[[t
1
n , x1, ..., xm]] there exists

a prime ideal Q = (x1 − f1(t
1
n ), ..., xm − fm(t

1
n ))R such that P = Q ∩ S.

Since S/P is a one dimensional Noetherian complete local domain, its integral clo-

sure, S/P , is a one dimensional normal Noetherian complete local domain (theorem

2.2.5, page 31 and theorem 4.3.4, page 62, [HS06]) and hence regular (theorem 14.1,
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page 198, [Kem10]). Thus, we can identify, S/P = k[[y]] for some indeterminate

y (theorem 15, [Coh46]). Thus, we have an inclusion F : S/P ↪→ K[[y]]. Under

this inclusion, let t 7→ ynu and xi 7→ gi(y) for 1 ≤ i ≤ m, where n is a positive

integer and u is a unit in k[[y]]. Write u = u0 + f(y), where f(y) is a power series

in y with no constant term and u0 ∈ k. Suppose that u0 has an nth root in k (in

particular, this is true if k is algebraically closed and n is invertible in k). Then u

has an nth root in k[[y]], say, vn = u. Consider the automorphism V : k[[y]]→ k[[y]]

given by V (y) = yv−1. Then we have an injective map V ◦ F : S/P ↪→ k[[y]], where

t 7→ yn and xi 7→ gi(yv
−1). Set fi(y) := gi(yv

−1). This induces a surjective map

G : R = k[[t
1
n , x1, ..., xm]] → k[[y]], where t

1
n 7→ y and xi 7→ fi(y). Suppose that the

kernel of G is Q. Note that Q is prime in R since k[[y]] is a domain. Further, since

the restriction of G to S is the map sending t 7→ yn and xi 7→ fi(y), the kernel of G|S

is P . Thus, Q ∩ S = P . Finally, we have that Q = (x1 − f1(t
1
n ), ..., xm − fm(t

1
n ))R

since this ideal is clearly in the kernel of G by definition and the quotient of R modulo

this ideal is precisely k[[t]]. This proves our claim.

3.1.2 Problem set-up

Let R = k[[t, x1, ..., xm]] be the formal power series ring over a field k of character-

istic 0 inm+1 indeterminates. Then the fraction field of R, sayK, is k((t, x1, ..., xm)),

the ring of formal Laurent series over the same indeterminates. Let n > 1 be a pos-

itive integer and let S = k[[tn, x1, ..., xm]], where n > 1 is a positive integer. The

fraction field of S can be identified with L = k((tn, x1, ..., xm)). Now R, S are regular

local rings and hence unique factorization domains and hence normal. We show that

the integral closure of S in L is R. An element α ∈ L integral over S is also integral

over R as S ⊂ R. However, since R is normal and L ⊆ K, we must have α ∈ R. So

the integral closure of S in L is contained in R. For the converse, we first observe
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that R is a module-finite extension of S. For if f ∈ R, then, we may write that

f = Σn−1
i=0 gi(t

n, x1, ..., xm)ti, where gi ∈ S for 0 ≤ i ≤ n− 1. Thus, R is integral over

S (proposition 5.1, page 59, [AM94]). Thus, the integral closure of S in L is R.

Now assume that k is algebraically closed if n > 2 .We show that K/L is a Galois

extension and compute the Galois group of K/L. K/L is a finite extension since K is

generated over L by 1, t, ..., tn−1. SoK/L is algebraic. Consider p(x) = xn−tn ∈ L[x].

Then p(x) splits completely in K[x] as p(x) = Πn
j=1(x − ζj−1t). Also, if p(x) splits

in a subfield of K, say E, then, since x − t is a factor of p(x), t ∈ E and hence

K ⊆ E. So K = E. Thus, K is a splitting field for p(x). Further, since K/L is a

finite extension and K is a splitting field of a polynomial in L, K/L is normal. Since

the fields have characteristic 0, K/L is separable. So K/L is Galois. Consider the

automorphisms σj of K, where σj(t) = ζj−1t for j = 1, ..., n, where ζ is a primitive

nth root of unity and σj(xi) = xi for 1 ≤ i ≤ m. Any automorphism of K that fixes

L must fix each xi and must map an nth root of tn to another nth root of tn and

hence must map t to ζj−1t for some j ∈ {1, ..., n}. Thus, the Galois group G of K/L

is {σ1, ..., σn}1.

Given any prime ideal p in S. Suppose that Q = {q1, ..., ql} is the set of prime

ideals of R lying over p. Then G acts transitively on Q (proposition VII.2.1, page

340, [Lan02]).

Now let f1(t), ..., fm(t) ∈ k[[t]] and let Q1 = (x1 − f1(t), ..., xm − fm(t))R. Then

Q1 is a prime ideal as R/Q1 = k[[t]], which is a domain. If P = Q1 ∩ S, the set of

primes lying over P are Qj = (x1 − f1(ζj−1t), ..., xm − fm(ζj−1t))R for 1 ≤ j ≤ n

since G acts transitively on the set of primes lying over P . It follows that Qj ∩ S =

P = (Q1 ∩ S) ∩ ... ∩ (Qn ∩ S) = (Q1 ∩ ... ∩Qn) ∩ S for 1 ≤ j ≤ n.
1Note that we could have alternately argued that since the automorphism group of K/L has size n, which is the

degree of the field extension, K/L is a Galois extension.
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We are now ready to show that under the conditions of hypothesis (*) (which is

a special case of the above set up for n = 2), P (2) ⊆ (Q2
1 ∩Q2

2) ∩ S.

Proposition 3.1.5. Let k be a field, R = k[[t, x1, ..., xm]], S = k[[tn, x1, ..., xm]].

Let f1(t), ..., fm(t) ∈ k[[t]]. If n > 2, assume that k is algebraically closed and let

Qj = (x1 − f1(ζj−1t), ..., xm − fm(ζj−1t))R, where ζ is a primitive nth root of unity

and j ∈ {1, ..., n}. Then P (l) ⊆ (Ql1
1 ∩ ... ∩ Qln

n ) ∩ S, where P = (Q1 ∩ ... ∩Qn) ∩ S

and l ≥ max{l1, ..., ln}.

Proof. The sequences Xj = x1 − f1(ζj−1t), ..., xm − fm(ζj−1t) are regular sequences

in R for 1 ≤ j ≤ n, since R/(x1 − f1(ζj−1t), ..., xi − fi(ζj−1t))R ∼= k[[t, xi+1, ..., xm]].

Being a domain, the latter ring has no non-zero zero-divisors and the class of xi+1−

fi+1(ζj−1t) is not zero in this ring for 0 ≤ i ≤ m − 1. Also, by the same token,

the ideals Qj are prime for 1 ≤ j ≤ n. Then we have that Q(r)
j = Qr

j for every

positive integer r (result 2.1, [Hoc73b]). Thus, the ideals Qr
j are primary for every

positive integer r and 1 ≤ j ≤ n. Now the contraction of a primary ideal is primary

(proposition 4.8, page 53, [AM94]). Consequently, the ideals Qr
j ∩ S are primary in

S.

Now
√
Qr
j ∩ S =

√
Qr
j ∩ S = Qj ∩ S = P (exercise 1.13, page 9 and exercise 1.18

page 10, [AM94]). Thus, the ideals Qlj
j ∩S are all P -primary. Hence (Ql1

1 ∩...∩Qln
n )∩S

is P -primary (lemma 4.3, page 51, [AM94]). Further, P l = ((Q1 ∩ ... ∩ Qn) ∩ S)l ⊆

(Q1∩...∩Qn)l∩S ⊆ (Ql
1∩...∩Ql

n)∩S ⊆ (Ql1
1 ∩...∩Qln

n )∩S. Let q = (Ql1
1 ∩...∩Qln

n )∩S.

Finally, for any irredundant primary decomposition of P l, the P -primary ideal

that must be used is P (l). Suppose that P l = P (l) ∩ P1 ∩ ... ∩ Pr be an irredundant

primary decomposition, where the P1, ..., Pr are primary ideals. Then
√
P1, ...,

√
Pr

are all distinct and are distinct from P . Further, P (l) + ∩ri=1Pi and Pi′ + P (l)∩r
i=1,i 6=i′

Pi for 1 ≤ i
′ ≤ r. We claim that P l = (P (l)∩q)∩P1∩P2∩...∩Pr is also an irredundant
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primary decomposition (note that P l = P l∩q as P l ⊆ q by the preceding paragraph).

For P (l) and q are both P -primary and hence so is P (l) ∩ q. So the radicals of all

ideals appearing in the decomposition are all distinct. Also, P (l)∩q + ∩ri=1Pi follows

from P (l) + ∩ri=1Pi. Suppose that Pi′ ⊇ (P (l) ∩ q)∩r
i=1,i 6=i′ Pi = (P (l) ∩r

i=1,i 6=i′ Pi)∩ q.

Then, since Pi′ + P (l) ∩r
i=1,i 6=i′ Pi, we must have Pi′ ⊇ q (proposition 1.11.(ii),

page 8, [AM94]). However, taking radicals, we get that
√
q = P ⊆

√
Pi′ = Pi′ ,

which is a contradiction. Thus, Pi′ + (P (l) ∩ q) ∩r
i=1,i 6=i′ Pi. So the new primary

decomposition is indeed irredundant. Now, since the P -primary component in any

primary decomposition of P l must be P (l), we have that P (l) = P (l) ∩ q. So P (l) ⊆

q = (Ql1
1 ∩ ... ∩Qln

n ) ∩ S.

Corollary 3.1.6. Let k be a field, R = k[[t, x1, ..., xm]], S = k[[t2, x1, ..., xm]]. Let

f1(t), ..., fm(t) ∈ k[[t]]. Let Q1 = (x1 − f1(t), ..., xm − fm(t))R and Q2 = (x1 −

f1(−t), ..., xm − fm(−t))R. Then P (2) ⊆ (Q2
1 ∩Q2

2) ∩ S, where P = (Q1 ∩Q2) ∩ S.

Proof. This is a direct consequence of proposition 3.1.5 with n = 2, l0 = l1 = l =

2.

We will prove the stronger containment (Q2
1 ∩Q2

2)∩S ⊆ mP in the next sections,

which will imply the Eisenbud-Mazur conjecture in this case by corollary 3.1.6.

3.1.3 Computing generators of P

Let the notation be as in hypothesis (*). We may assume that at least one of the

power series f1(t), ..., fm(t) is not even in t, i.e., fi(t) 6= fi(−t) for some i ∈ {1, ..,m}.

For suppose that f1(t), ..., fm(t) are even power series. Then

Q2 = (x1 − f1(−t), ..., xm − fm(−t))R = (x1 − f1(t), ..., xm − fm(t))R = Q1.

Also, since t2 ∈ S, f1(t), ..., fm(t) ∈ S. Thus, P = Q1 ∩ S = (x1 − f1(t), ..., xm −

fm(t))S. Also, (Q2
1∩Q2

2)∩S = Q2
1∩S = ({(xi−fi(t))(xj−fj(t)) : i, j ∈ {1, ...,m}})R∩
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S = ({(xi − fi(t))(xj − fj(t)) : i, j ∈ {1, ...,m}})S. Now (xi − fi(t))(xj − fj(t)) ∈

m(Q1∩S) since (xi− fi(t)) ∈ m and (xj − fj(t)) ∈ (Q1∩S). So (Q2
1∩Q2

2)∩S ⊆ mP

in this case. Then, using corollary 3.1.6, we get that P (2) ⊆ mP . So at least one of

f1(t), ..., fm(t) is not even.

Without loss of generality, we may assume that (f1(t) − f1(−t))|(fi(t) − fi(−t))

and set gi(t) = (fi(t)−fi(−t))
(f1(t)−f1(−t)) for i = 1, ...,m (else we may renumber so that the

leading term of f1(t)− f1(−t) has the least non-zero degree). Set ai = xi− fi(t) and

bi = xi − fi(−t) for i = 1, ...,m.

Proposition 3.1.7. With the notation as in the preceding paragraph, P = (Q1 ∩

Q2) ∩ S = ({(−bi + b1gi(t)) : i = 2, ...,m})S + ({tr((xi − fi(t))(xj − fj(−t))) : i, j ∈

{1, ...,m}})S (where tr(·) : K → L is the usual trace map).

Proof. We have that b1 − a1 = f1(t)− f1(−t) and bi − ai = fi(t)− fi(−t) = (f1(t)−

f1(−t))gi(t) = (b1 − a1)gi(t) for i = 1, ...,m.

Let u ∈ Q1 ∩ Q2. Then, for some ri, si ∈ R, we may write that u = Σm
i=1riai =

Σm
i=1sibi = Σm

i=1si(ai+(bi−ai)) = Σm
i=1si(ai+(b1−a1)gi(t)). Hence, Σm

i=1(ri−si)ai =

(b1 − a1)Σm
i=1sigi(t). Note the left hand side of the last equation lies in Q1.

Thus, elements ofQ1∩Q2 are determined by elements si ∈ R such that Σn
i=1sigi(t) ∈

Q1 : (b1−a1), as given any si satisfying this condition, we may determine the ri from

the preceding equation, thus obtaining an element of Q1 ∩Q2.

Since Q1 is a prime and (b1 − a1) /∈ Q1, we have that Q1 : (b1 − a1) = Q1. So

elements of Q1 ∩ Q2 are determined by elements si ∈ R such that Σm
i=1sigi(t) ∈ Q1.

Modulo Q1, these are the preimages of the elements defining the relations between

gi(t) in R/Q1 = k[[t]]. Thus, Q1∩Q2 is generated by elements Σm
i=1sibi, where either

si ∈ Q1 for i = 1, ...,m or Σm
i=1sigi(t) represents the zero element in R/Q1. Further,

every element Σm
i=1sibi, where si ∈ Q1 for i = 1, ...,m lies in Q1Q2 since bi ∈ Q2
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for i = 1, ...,m. Then, since Q1Q2 ⊆ Q1 ∩ Q2, we have that Q1 ∩ Q2 is generated

over Q1Q2 by elements Σm
i=1sibi such that Σm

i=1sigi(t) represents the zero element in

R/Q1.

Given elements w1, ..., wd ∈ k[[t]] we define a relation among these elements to be a

d-tuple (α1, ..., αd) ∈ k[[t]]d such that α1w1 + ...+αdwd = 0. The set of such elements

is a submodule of k[[t]]n, which we shall call the module of relations. Note that

since k[[t]] is a principal ideal domain, the module of relations is a free k[[t]]-module.

Now the module of relations between the gi(t) in R/Q1 = k[[t]] is generated by the

following m-tuples (note that g1(t) = 1):

1. (gi(t), 0, 0, ..., −1︸︷︷︸
ith position

, 0, 0, ..., 0) (where i = 2, ....,m).

2. (0, 0, ..., gj(t)︸︷︷︸
ith position

, 0, 0, ..., 0, −gi(t)︸ ︷︷ ︸
jth position

, 0, 0, ..., 0) (where i 6= jand i, j ∈ {2, ...,m}).

Let, hi = −bi + b1gi(t) = −ai + a1gi(t) ∈ Q1 ∩ Q2 (where the equality follows from

bi − ai = (b1 − a1)gi(t)). The set of relations in (1) correspond to the elements

gi(t)b1 + 0b2 + 0b3 + ... + (−1)bi + 0bi+1 + 0bi+2 + ... + 0bm = b1gi(t) − bi = hi in

Q1∩Q2. The set of relations in (2) correspond to the elements hij = 0b1 + 0b2 + ...+

gj(t)bi + 0bi+1 + 0bi+2 + ...+ 0bj−1 + (−gi(t))bj + 0bj+1 + ...+ 0bm = gj(t)bi − gi(t)bj.

Thus, Q1 ∩ Q2 = (h2, h3, ..., hm, h23, h24, ...., h2m, ...., hm−1,m)R + Q1Q2 (note h1 = 0

and h1j = hj).

However, gi(t)hj − gj(t)hi = gi(t)(−bj + b1gj(t))− gj(t)(−bi + b1gi(t)) = gj(t)bi −

gi(t)bj = hij. Thus, Q1 ∩Q2 = (h2, h3, ..., hm)R +Q1Q2.

Now we compute (Q1 ∩ Q2) ∩ S = tr(Q1 ∩ Q2). The trace map applied to the

generators of Q1 ∩ Q2 yields, tr(hi) = tr(−bi + b1gi(t)) = tr(−xi + fi(−t) + (x1 −
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f1(−t))gi(t)). Now gi(−t) = (fi(−t)−fi(t))
(f1(−t)−f1(t))

= (fi(t)−fi(−t))
(f1(t)−f1(−t)) = gi(t). Hence,

tr(hi) =
1

2
((−xi + fi(−t) + (x1 − f1(−t))gi(t)) + (−xi + fi(t) + (x1 − f1(t))gi(t)))

=
1

2
((−bi + b1gi(t)) + (−ai + a1gi(t)))

=
1

2
(2(−bi + b1gi(t)))

= −bi + b1gi(t)

= hi

Next, we have that Q1Q2 = ({(xi − fi(t))(xj − fj(−t)) : i, j ∈ {1, ...,m}})R.

Therefore, (Q1 ∩Q2) ∩ S = (h2, h3, ..., hm)S + ({tr((xi − fi(t))(xj − fj(−t))) : i, j ∈

{1, ...,m}})S.

3.1.4 Computing generators of Q2
1 ∩Q2

2 (special case)

Again, assume hypothesis (*). For the purpose of computing generators of Q2
1 ∩

Q2
2 we show that it is sufficient to consider power series f1(t), ..., fm(t) containing

only odd powers of t, i.e., those fi(t) that satisfy fi(−t) = −fi(t) for 1 ≤ i ≤ m.

Suppose that fi(t) = Σ∞h=0ai,ht
h. Then we may write that fi(t) = Σ∞h=0ai,2ht

2h +

Σ∞h=0ai,2h+1t
2h+1. Set fi,e = Σ∞h=0ai,2ht

2h and fi,o = Σ∞h=0ai,2h+1t
2h+1 for the even and

odd parts of fi respectively. Consider the automorphism σ of R: σ(xi) = xi − fi,e(t)

and σ(t) = t. We have that Q1 = (x1 − f1(t), ..., xm − fm(t))R = (x1 − f1,e(t) −

f1,o(t), ..., xm−fm,e(t)−fm,o(t))R. So that σ(Q1) = (x1−f1,o(t), x2−f2,o(t), ..., xm−

fm,o(t))R. Similarly, we have that Q2 = (x1 − f1(−t), ..., xm − fm(−t))R = (x1 −

f1,e(t) + f1,o(t), ..., xm − fm,e(t) + fm,o(t))R. So that σ(Q2) = (x1 + f1,o(t), x2 +

f2,o(t), ..., xm + fm,o(t))R. So the problem reduces to the case where fi(t) are odd

power series.

We rewrite the result of proposition 3.1.7 under this reduction. We have that

gi(t) = (fi(t)−fi(−t))
(f1(t)−f1(−t)) = fi(t)

f1(t)
. Also, −bi + b1gi(t) = −(xi + fi(t)) + (x1 + f1(t))gi(t) =
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−xi − fi(t) + x1gi(t) + fi(t) = −xi + x1gi(t). Thus, P = (Q1 ∩ Q2) ∩ S = ({(−bi +

b1gi(t)) : i = 2, ...,m})S + ({tr((xi − fi(t))(xj − fj(−t))) : i, j ∈ {1, ...,m}})S =

({(−xi + x1gi(t)) : i = 2, ...,m})S + ({(xixj − fi(t)fj(t)) : i, j ∈ {1, ...,m}})S.

For the sake of notational sanity we first illustrate the method for the case when

m = 3 and discuss the generalization after that.

We have that Q1 = (x1− f1(t), x2− f2(t), x3− f3(t))R and Q2 = (x1 + f1(t), x2 +

f2(t), x3 + f3(t))R. Denote fi(t) = fi , ai = xi − fi and bi = xi + fi for i = 1, 2, 3.

Then Q2
1 = (a2

1, a
2
2, a

2
3, a2a3, a1a3, a1a2)R and Q2

2 = (b2
1, b

2
2, b

2
3, b2b3, b1b3, b1b2)R. If

u ∈ Q2
1∩Q2

2, then, we can write that u = r1a
2
1+r2a

2
2+r3a

2
3+s1a2a3+s2a1a3+s3a1a2 for

some rh, sh ∈ R, h ∈ {1, 2, 3}. Similarly, u = r
′
1b

2
1+r

′
2b

2
2+r

′
3b

2
3+s

′
1b2b3+s

′
2b1b3+s

′
3b1b2

for some r
′

h, s
′

h ∈ R, h ∈ {1, 2, 3}. Now b2
h − a2

h = 4xifi and bhbh′ − ahah′ =

2xhfh + 2xh′fh′ with h, h
′ ∈ {1, 2, 3} and h 6= h

′ . Equating the two expressions

for u, we have that (r1 − r
′
1)a2

1 + (r2 − r
′
2)a2

2 + (r3 − r
′
3)a2

3 + (s1 − s
′
1)a2a3 + (s2 −

s
′
2)a1a3 + (s3 − s

′
3)a1a2 = r

′
1(4x1f1) + r

′
2(4x2f2) + r

′
3(4x3f3) + s

′
1(2x2f3 + 2x3f2) +

s
′
2(2x1f3 + 2x3f1) + s

′
3(2x1f2 + 2x2f1). The left hand side of this equation lies in

Q2
1, hence so does the right hand side. The set of coefficients {r′1, r

′
2, r

′
3, s

′
1, s

′
2, s

′
3},

which determine elements of Q2
1 ∩Q2

2 are completely determined by the relations on

{4x1f1, 4x2f2, 4x3f3, 2x2f3 + 2x3f2, 2x1f3 + 2x3f1, 2x1f2 + 2x2f1} over R/Q2
1 along

with any 6-tuple of elements in Q2
1. We now proceed to find the relations on

{4x1f1, 4x2f2, 4x3f3, 2x2f3 + 2x3f2, 2x1f3 + 2x3f1, 2x1f2 + 2x2f1} over R/Q2
1.

In R/Q2
1 we have the following equations

(3.1) x2
1 = 2x1f1 − f 2

1 , x
2
2 = 2x2f2 − f 2

2 , x
2
3 = 2x3f3 − f 2

3

(3.2) x1x2 = x1f2 +x2f1−f1f2, x2x3 = x2f3 +x3f2−f2f3, x1x3 = x1f3 +x3f1−f1f3

Thus, any element of R/Q2
1 can be represented as F0(t) + F1(t)x1 + F2(t)x2 +
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F3(t)x3, where Fi(t) ∈ k[[t]] for i = 0, 1, 2, 3. Thus, there is a one-one correspondence

between the relations on {4x1f1, 4x2f2, 4x3f3, 2x2f3 + 2x3f2, 2x1f3 + 2x3f1, 2x1f2 +

2x2f1} over R/Q2
1 and the relations between

E = {4x1f1, (4x1f1)x1, (4x1f1)x2, (4x1f1)x3,

4x2f2, (4x2f2)x1, (4x2f2)x2, (4x2f2)x3,

4x3f3, (4x3f3)x1, (4x3f3)x2, (4x3f3)x3,

2x2f3 + 2x3f2, (2x2f3 + 2x3f2)x1, (2x2f3 + 2x3f2)x2, (2x2f3 + 2x3f2)x3,

2x1f3 + 2x3f1, (2x1f3 + 2x3f1)x1, (2x1f3 + 2x3f1)x2, (2x1f3 + 2x3f1)x3,

2x1f2 + 2x2f1, (2x1f2 + 2x2f1)x1, (2x1f2 + 2x2f1)x2, (2x1f2 + 2x2f1)x3}

over k[[t]]. We rewrite these elements as k[[t]]-linear combinations of x1, x2, x3 and

represent the coefficients of x1, x2, x3 and the term independent of these in a matrix

as follows. We abuse notation and denote the equivalence classes of elements in R

modulo Q2
1 by the same symbols as the elements themselves.

1. 4x1f1

(a) 4x1f1 = 0 + 4f1x1 + 0x2 + 0x3.

(b) (4x1f1)x1 = 4f1x
2
1 = 4f1(2x1f1 − f 2

1 ) = −4f 3
1 + 8f 2

1x1 + 0x2 + 0x3.

(c) (4x1f1)x2 = 4f1x1x2 = 4f1(x1f2+x2f1−f1f2) = −4f 2
1 f2+4f1f2x1+4f 2

1x2+

0x3.

(d) (4x1f1)x3 = 4f1x1x3 = 4f1(x1f3 + x3f1− f1f3) = −4f 2
1 f3 + 4f1f3x1 + 0x2 +

4f 2
1x3.

We represent this data in the following matrix:
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coefficients in 4x1f1 (4x1f1)x1 (4x1f1)x2 (4x1f1)x3

term independent of x1, x2, x3 0 −4f 3
1 −4f 2

1 f2 −4f 2
1 f3

coefficient of x1 4f1 8f 2
1 4f1f2 4f1f3

coefficient of x2 0 0 4f 2
1 0

coefficient of x3 0 0 0 4f 2
1

We capture the above data in matrix M1 below,

M1 =



0 −4f 3
1 −4f 2

1 f2 −4f 2
1 f3

4f1 8f 2
1 4f1f2 4f1f3

0 0 4f 2
1 0

0 0 0 4f 2
1


.

2. 4x2f2: We represent elements 4x2f2, (4x2f2)x1, (4x2f2)x2, (4x2f2)x3 as k[[t]]-

linear combinations of x1, x2, x3 and collect the coefficients in a matrix form

in an analogous fashion. The associated matrix is

M2 =



0 −4f1f
2
2 −4f 3

2 −4f 2
2 f3

0 4f 2
2 0 0

4f2 4f1f2 8f 2
2 4f2f3

0 0 0 4f 2
2 f3


.

3. 4x3f3: We repeat the above process for 4x3f3, (4x3f3)x1, (4x3f3)x2, (4x3f3)x3

and the associated matrix is

M3 =



0 −4f1f
2
3 −4f2f

2
3 −4f 3

3

0 4f 2
3 0 0

0 0 4f 2
3 0

4f3 4f1f3 4f2f3 8f 2
3


.

4. 2x2f3 + 2x3f2:
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(a) 2x2f3 + 2x3f2 = 0 + 0x1 + 2f3x2 + 2f2x3.

(b) (2x2f3+2x3f2)x1 = 2f3x1x2+2f2x1x3 = 2f3(x1f2+x2f1−f1f2)+2f2(x1f3+

x3f1 − f1f3) = −4f1f2f3 + 4f2f3x1 + 2f1f3x2 + 2f1f2x3.

(c) (2x2f3 + 2x3f2)x2 = 2f3x
2
2 + 2f2x2x3 = 2f3(2x2f2− f 2

2 ) + 2f2(x2f3 + x3f2−

f2f3) = −4f 2
2 f3 + 0x1 + 6f2f3x2 + 2f 2

2x3.

(d) (2x2f3 +2x3f2)x3 = 2f3x2x3 +2f2x
2
3 = 2f3(x2f3 +x3f2−f2f3)+2f2(2x3f3−

f 2
3 ) = −4f2f

2
3 + 0x1 + 2f 2

3x2 + 6f2f3x3.

So the associated matrix is

M23 =



0 −4f1f2f3 −4f 2
2 f3 −4f2f

2
3

0 4f2f3 0 0

2f3 2f1f3 6f2f3 2f 2
3

2f2 2f1f2 2f 2
2 6f2f3


.

5. Working as in the preceding case, the associated matrix for 2x1f3+2x3f1, (2x1f3+

2x3f1)x1, (2x1f3 + 2x3f1)x2, (2x1f3 + 2x3f1)x3 is

M13 =



0 −4f 2
1 f3 −4f1f2f3 −4f1f

2
3

2f3 6f1f3 2f2f3 2f 2
3

0 0 4f1f3 0

2f1 2f 2
1 2f1f2 6f1f3


.

6. Finally, the associated matrix for 2x1f2 + 2x2f1, (2x1f2 + 2x2f1)x1, (2x1f2 +

2x2f1)x2, (2x1f2 + 2x2f1)x3 is

M12 =



0 −4f 2
1 f2 −4f1f

2
2 −4f1f2f3

2f2 6f1f2 2f 2
2 2f2f3

2f1 2f 2
1 6f1f2 2f1f3

0 0 0 4f1f2


.
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We now consider the matrix M = [M1|M2|M3|M23|M13|M23].

M =


0 −4f3

1 −4f2
1 f2 −4f2

1 f3 0 −4f1f2
2 −4f3

2 −4f2
2 f3 0 −4f1f2

3 −4f2f2
3 −4f3

3 0 −4f1f2f3 −4f2
2 f3 −4f2f2

3 0 −4f2
1 f3 −4f1f2f3 −4f1f2

3 0 −4f2
1 f2 −4f1f2

2 −4f1f2f3
4f1 8f2

1 4f1f2 4f1f3 0 4f2
2 0 0 0 4f2

3 0 0 0 4f2f3 0 0 2f3 6f1f3 2f2f3 2f2
3 2f2 6f1f2 2f2

2 2f2f3
0 0 4f2

1 0 4f2 4f1f2 8f2
2 4f2f3 0 0 4f2

3 0 2f3 2f1f3 6f2f3 2f2
3 0 0 4f1f3 0 2f1 2f2

1 6f1f2 2f1f3
0 0 0 4f2

1 0 0 0 4f2
2 4f3 4f1f3 4f2f3 8f2

3 2f2 2f1f2 2f2
2 6f2f3 2f1 2f2

1 2f1f2 6f1f3 0 0 0 4f1f2

 .

Each column of M encodes the k[[t]]-coefficients of the elements of E. We will compute the k[[t]]-relations on the columns

of matrix M and these will correspond to the k[[t]]-relations on the elements of E. From these we can recover the relations

{4x1f1, 4x2f2, 4x3f3, 2x2f3 + 2x3f2, 2x1f3 + 2x3f1, 2x1f2 + 2x2f1} over R/Q2
1 .

Multiplying the first row of M by −1, we get that


0 4f3

1 4f2
1 f2 4f2

1 f3 0 4f1f2
2 4f3

2 4f2
2 f3 0 4f1f2

3 4f2f2
3 4f3

3 0 4f1f2f3 4f2
2 f3 4f2f2

3 0 4f2
1 f3 4f1f2f3 4f1f2

3 0 4f2
1 f2 4f1f2

2 4f1f2f3
4f1 8f2

1 4f1f2 4f1f3 0 4f2
2 0 0 0 4f2

3 0 0 0 4f2f3 0 0 2f3 6f1f3 2f2f3 2f2
3 2f2 6f1f2 2f2

2 2f2f3
0 0 4f2

1 0 4f2 4f1f2 8f2
2 4f2f3 0 0 4f2

3 0 2f3 2f1f3 6f2f3 2f2
3 0 0 4f1f3 0 2f1 2f2

1 6f1f2 2f1f3
0 0 0 4f2

1 0 0 0 4f2
2 4f3 4f1f3 4f2f3 8f2

3 2f2 2f1f2 2f2
2 6f2f3 2f1 2f2

1 2f1f2 6f1f3 0 0 0 4f1f2

 .

Using notation introduced earlier, we write that f2 = f1g2 and f3 = f1g3. Denote the ith column of the matrix under

consideration by Ci. We perform the following column operations on the preceding matrix:

C2 − 2f1C1, C3 − f2C1, C4 − f3C1, C6 − f1g
2
2C1, C10 − f1g

2
3C1, C14 − f1g2g3C1, C17 − 1

2
g3C1, C18 − 3

2
f3C1, C19 − 1

2
f1g2g3C1,

C20 − 1
2
f1g

2
3C1, C21 − 1

2
g2C1, C22 − 3

2
f2C1, C23 − 1

2
f1g

2
2C1, C24 − 1

2
f1g2g3C1. We get that


0 4f3

1 4f2
1 f2 4f2

1 f3 0 4f1f2
2 4f3

2 4f2
2 f3 0 4f1f2

3 4f2f2
3 4f3

3 0 4f1f2f3 4f2
2 f3 4f2f2

3 0 4f2
1 f3 4f1f2f3 4f1f2

3 0 4f2
1 f2 4f1f2

2 4f1f2f3
4f1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 4f2
1 0 4f2 4f1f2 8f2

2 4f2f3 0 0 4f2
3 0 2f3 2f1f3 6f2f3 2f2

3 0 0 6f1f3 0 2f1 2f2
1 6f1f2 2f1f3

0 0 0 4f2
1 0 0 0 4f2

2 4f3 4f1f3 4f2f3 8f2
3 2f2 2f1f2 2f2

2 6f2f3 2f1 2f2
1 2f1f2 6f1f3 0 0 0 4f1f2

 .

We further perform the following column operations on the preceding matrix:
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C3− g2C2, C4− g3C2, C6− g2
2C2, C7− g3

2C2, C8− g2
2g3C2, C10− g2

3C2, C11− g2g
2
3C2, C12− g3

3C2, C14− g2g3C2, C15− g2
2g3C2,

C16 − g2g
2
3C2, C18 − g3C2, C19 − g2g3C2, C20 − g2

3C2, C22 − g2C2, C23 − g2
2C2, C24 − g2g3C2. We get that


0 4f3

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4f1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 4f2
1 0 4f2 4f1f2 8f2

2 4f2f3 0 0 4f2
3 0 2f3 2f1f3 6f2f3 2f2

3 0 0 4f1f3 0 2f1 2f2
1 6f1f2 2f1f3

0 0 0 4f2
1 0 0 0 4f2

2 4f3 4f1f3 4f2f3 8f2
3 2f2 2f1f2 2f2

2 6f2f3 2f1 2f2
1 2f1f2 6f1f3 0 0 0 4f1f2

 .

The following column operations are performed on the preceding matrix:

C3−2f1C21, C5−2g2C21, C6−2f2C21, C7−4f1g2C21, C8−2f1g2g3C21, C11−2f1g
2
3C21, C13−g3C21, C14−f3C21, C15−3f1g2g3C21,

C16 − f1g
2
3C21, C19 − 2f3C21, C22 − f1C21, C23 − 3f2C21, C24 − f3C21. We get that


0 4f3

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4f1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2f1 0 0 0

0 0 0 4f2
1 0 0 0 4f2

2 4f3 4f1f3 4f2f3 8f2
3 2f2 2f1f2 2f2

2 6f2f3 2f1 2f2
1 2f1f2 6f1f3 0 0 0 4f1f2

 .

Finally, the following column operations are performed on the preceding matrix:

C4−2f1C17, C8−2f1g
2
2C17, C9−2g3C17, C10−2f3C17, C11−2f1g2g3C17, C12−4f1g

2
3C17, C13−g2C17, C14−f2C17, C15−f1g

2
2C17,

C16 − 3f1g2g3C17, C18 − f1C17, C19 − f2C17, C20 − 3f3C17, C24 − 2f2C17. We get that

 0 4f3
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4f1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2f1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2f1 0 0 0 0 0 0 0

 .
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The columns with all entries zero correspond to the relations among the columns.

We list them here:

1. C3 + 2f2C1 − g2C2 − 2f1C21 = 0.

2. C4 + 2f3C1 − 2f1C17 − g3C2 = 0.

3. C5 − 2g2C21 + g2
2C1 = 0.

4. C6 + 2f2g2C1 − g2
2C2 − 2f2C21 = 0.

5. C7 − g3
2C2 + 4f1g

3
2C1 − 4f1g

2
2C21 = 0.

6. C8 − g2
2g3C2 + 4f1g

2
2g3C1 − 2f1g2g3C21 − 2f1g

2
2C17 = 0.

7. C9 − 2g3C17 + g2
3C1 = 0.

8. C10 − g2
3C2 + 2f1g

2
3C1 − 2f3C17 = 0.

9. C11 − g2g
2
3C2 + 4f1g2g

2
3C1 − 2f1g

2
3C21 − 2f1g2g3C17 = 0.

10. C12 − g3
3C2 − 4f1g

2
3C17 + 4f1g

3
3C1 = 0.

11. C13 − g3C21 + g2g3C1 − g2C17 = 0.

12. C14 − g2g3C2 + 2f1g2g3C1 − f3C21 − f2C17 = 0.

13. C15 − g2
2g3C2 − 3f1g2g3C21 + 4f1g

2
2g3C1 − f1g

2
2C17 = 0.

14. C16 − g2g
2
3C2 + 4f1g2g

2
3C1 − f1g

2
3C21 − 3f1g2g3C17 = 0.

15. C18 − g3C2 − f1C17 + f3C1 = 0.

16. C19 + 3f1g2g3C1 − g2g3C2 − 2f3C21 − f2C17 = 0.

17. C20 + 3f1g
2
3C1 − g2

3C2 − 3f3C17 = 0.

18. C22 − g2C2 − f1C21 + f1g2C1 = 0.
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19. C23 + 3f1g
2
2C1 − g2

2C2 − 3f2C21 = 0.

20. C24 − g2g3C2 + 3f1g2g3C1 − f3C21 − 2f2C17 = 0.

Now consider the first relation C3 +2f2C1−g2C2−2f1C21 = 0. The first column cor-

responds to coefficients of 4x1f1, the second corresponds to coefficients of (4x1f1)x1,

the third corresponds to coefficients of (4x1f1)x2, and finally, the twenty-first column

corresponds to coefficients of 2x1f2+2x2f1. Now this relation over the columns corre-

sponds to a relation on E = {4x1f1, 4x2f2, 4x3f3, 2x2f3 +2x3f2, 2x1f3 +2x3f1, 2x1f2 +

2x2f1} over R/Q2
1. If (α1, α2, α3, α4, α5, α6) is a relation, then,

αi = (coefficient of column (4(i− 1) + 1)) + (coefficient of column (4(i− 1) + 2))x1

+ (coefficient of column (4(i− 1) + 3))x2 + (coefficient of column 4i)x3

for i ∈ {1, 2, ..., 6}. The relation over R/Q2
1 corresponding to the first column relation

is then (2f2−g2x1+x2, 0, 0, 0, 0,−2f1). Proceeding similarly, we get that the relations

corresponding to all column relations. The set of columns ofM generate a submodule

of k[[t]]24 considered as a k[[t]]-module. Since k[[t]] is a principal ideal domain, every

submodule is in fact free. Therefore, the notion of rank is well defined. From the

final step after performing the above column operations on M we can see that M

has rank 4 and hence the twenty relations above generate the module of relations on

{4x1f1, 4x2f2, 4x3f3, 2x2f3 + 2x3f2, 2x1f3 + 2x3f1, 2x1f2 + 2x2f1}. We indicate the

corresponding relations over R/Q2
1 in the following table.
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Relation over the columns Relation on E over R/Q2
1

C3 + 2f2C1 − g2C2 − 2f1C21 = 0 (2f2 − g2x1 + x2, 0, 0, 0, 0,−2f1)

C4 + 2f3C1 − 2f1C17 − g3C2 = 0 (2f3 − g3x1 + x3, 0, 0, 0,−2f1, 0)

C5 − 2g2C21 + g2
2C1 = 0 (g2

2 , 1, 0, 0, 0,−2g2)

C6 + 2f2g2C1 − g2
2C2 − 2f2C21 = 0 (2f2g2 − g2

2x1, x1, 0, 0, 0,−2f2)

C7 − g3
2C2 + 4f1g

3
2C1 − 4f1g

2
2C21 = 0 (4f1g

3
2 − g3

2x1, x2, 0, 0, 0,−4f1g
2
2)

C8 − g2
2g3C2 + 4f1g

2
2g3C1 − 2f1g2g3C21 − 2f1g

2
2C17 = 0 (4f1g

2
2g3 − g2

2g3x1, x3, 0, 0,−2f1g
2
2 ,−2f1g2g3)

C9 − 2g3C17 + g2
3C1 = 0 (g2

3 , 0, 1, 0,−2g3, 0)

C10 − g2
3C2 + 2f1g

2
3C1 − 2f3C17 = 0 (2f1g

2
3 − g3

3x1, 0, x1, 0,−2f3, 0)

C11 − g2g
2
3C2 + 4f1g2g

2
3C1 − 2f1g

2
3C21 − 2f1g2g3C17 = 0 (4f1g2g

2
3 − g2g

2
3x1, 0, x2, 0− 2f1g2g3,−2f1g

2
3)

C12 − g3
2C2 − 4f1g

2
3C17 + 4f1g

3
3C1 = 0 (4f1g

3
3 − g3

3x1, 0, x3, 0,−4f1g
2
3 , 0)

C13 − g3C21 + g2g3C1 − g2C17 = 0 (g2g3, 0, 0, 1,−g2,−g3)

C14 − g2g3C2 + 2f1g2g3C1 − f3C21 − f2C17 = 0 (2f1g2g3 − g2g3x1, 0, 0, x1,−f2,−f3)

C15 − g2
2g3C2 − 3f1g2g3C21 + 4f1g

2
2g3C1 − f1g

2
2C17 = 0 (4f1g

2
2g3 − g2

2g3x1, 0, 0, x2,−f1g
2
2 ,−3f1g2g3)

C16 − g2g
2
3C2 + 4f1g2g

2
3C1 − f1g

2
3C21 − 3f1g2g3C17 = 0 (4f1g2g

2
3 − g2g

2
3x1, 0, 0, x3,−3f1g2g3,−f1g

2
3)

C18 − g3C2 − f1C17 + f3C1 = 0 (f3 − g3x1, 0, 0, 0,−f1 + x1, 0)

C19 + 3f1g2g3C1 − g2g3C2 − 2f3C21 − f2C17 = 0 (3f1g2g3 − g2g3x1, 0, 0, 0,−f2 + x2,−2f3)

C20 + 3f1g
2
3C1 − g2

3C2 − 3f3C17 = 0 (3f1g
2
3 − g2

3x1, 0, 0, 0,−3f3 + x3, 0)

C22 − g2C2 − f1C21 + f1g2C1 = 0 (f1g2 − g2x1, 0, 0, 0, 0, x1 − f1)

C23 + 3f1g
2
2C1 − g2

2C2 − 3f2C21 = 0 (3f1g
2
2 − g2

2x1, 0, 0, 0, 0,−3f2 + x2)

C24 − g2g3C2 + 3f1g2g3C1 − f3C21 − 2f2C17 = 0 (3f1g2g3 − g2g3x1, 0, 0, 0,−2f2,−f3 + x3)

Now the relation (α1, α2, α3, α4, α5, α6) corresponds to the generator of Q2
1 ∩ Q2

2

given by α1(x1 + f1)2 + α2(x2 + f2)2 + α3(x3 + f3)2 + α4(x2 + f2)(x3 + f3) + α5(x1 +

f1)(x3 + f3) + α6(x1 + f1)(x2 + f2). Corresponding to the above relations we obtain
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generators of Q2
1 ∩Q2

2 as follows:

1. γ1 = (2f2 − g2x1 + x2)(x1 + f1)2 − 2f1(x1 + f1)(x2 + f2).

2. γ2 = (2f3 − g3x1 + x3)(x1 + f1)2 − 2f1(x1 + f1)(x3 + f3).

3. γ3 = g2
2(x1 + f1)2 + (x2 + f2)2 − 2g2(x1 + f1)(x2 + f2).

4. γ4 = (2f2g2 − g2
2x1)(x1 + f1)2 + x1(x2 + f2)2 − 2f2(x1 + f1)(x2 + f2).

5. γ5 = (4f1g
3
2 − g3

2x1)(x1 + f1)2 + x2(x2 + f2)2 − 4f1g
2
2(x1 + f1)(x2 + f2).

6. γ6 = (4f1g
2
2g3 − g2

2g3x1)(x1 + f1)2 + x3(x2 + f2)2 − 2f1g
2
2(x1 + f1)(x3 + f3) −

2f1g2g3(x1 + f1)(x2 + f2).

7. γ7 = g2
3(x1 + f1)2 + (x3 + f3)2 − 2g3(x1 + f1)(x3 + f3).

8. γ8 = (2f1g
2
3 − g2

3x1)(x1 + f1)2 + x1(x3 + f3)2 − 2f3(x1 + f1)(x3 + f3).

9. γ9 = (4f1g2g
2
3 − g2g

2
3x1)(x1 + f1)2 + x2(x3 + f3)2 − 2f1g2g3(x1 + f1)(x3 + f3) −

2f1g
2
3(x1 + f1)(x2 + f2).

10. γ10 = (4f1g
3
3 − g3

3x1)(x1 + f1)2 + x3(x3 + f3)2 − 4f1g
2
3((x1 + f1)(x3 + f3).

11. γ11 = g2g3(x1+f1)2+(x2+f2)(x3+f3)−g2(x1+f1)(x3+f3)−g3(x1+f1)(x2+f2).

12. γ12 = (2f1g2g3− g2g3x1)(x1 + f1)2 +x1(x2 + f2)(x3 + f3)− f2(x1 + f1)(x3 + f3)−

f3(x1 + f1)(x2 + f2).

13. γ13 = (4f1g
2
2g3 − g2

2g3x1)(x1 + f1)2 + x2(x2 + f2)(x3 + f3) − f1g
2
2(x1 + f1)(x3 +

f3)− 3f1g2g3(x1 + f1)(x2 + f2).

14. γ14 = (4f1g2g
2
3− g2g

2
3x1)(x1 + f1)2 +x3(x2 + f2)(x3 + f3)− 3f1g2g3(x1 + f1)(x3 +

f3)− f1g
2
3((x1 + f1)(x2 + f2).

15. γ15 = (f3 − g3x1)(x1 + f1)2 + (x1 − f1)(x1 + f1)(x3 + f3).
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16. γ16 = (3f1g2g3−g2g3x1)(x1+f1)2+(x2−f2)(x1+f1)(x3+f3)−2f3(x1+f1)(x2+f2).

17. γ17 = (3f1g
2
3 − g2

3x1)(x1 + f1)2 + (x3 − 3f3)(x1 + f1)(x3 + f3).

18. γ18 = (f1g2 − g2x1)(x1 + f1)2 + (x1 − f1)(x1 + f1)(x2 + f2).

19. γ19 = (3f1g
2
2 − g2

2x1)(x1 + f1)2 + (x2 − 3f2)(x1 + f1)(x2 + f2).

20. γ20 = (3f1g2g3 − g2g3x1)(x1 + f1)2 − 2f2((x1 + f1)(x3 + f3) + (x3 − f3)(x1 +

f1)(x2 + f2).

Since these generators correspond to relations on E ={4x1f1, 4x2f2, 4x3f3, 2x2f3 +

2x3f2, 2x1f3 + 2x3f1, 2x1f2 + 2x2f1} over R/Q2
1, we need to include the set of gen-

erators of Q2
1Q

2
2 to get a complete set of generators for Q2

1 ∩ Q2
2. Thus, Q2

1 ∩ Q2
2 =

({γi : i = 1, ..., 20})R +Q2
1Q

2
2.

3.1.5 (Q2
1 ∩Q2

2) ∩ S ⊆ mP (special case)

We obtain the contraction of Q2
1∩Q2

2 to S by applying the trace map to each of the

generators of Q2
1∩Q2

2. We show that each of these generators (Q2
1∩Q2

2)∩S lies in mP ,

thus proving the Eisenbud-Mazur conjecture in this case. Note that we showed earlier

P = ({(−xi + x1gi(t)) : i = 2, ...,m})S + ({(xixj − fi(t)fj(t)) : i, j ∈ {1, ...,m}})S.

In the case of three generators, we have that P = (x1g2 − x2, x1g3 − x3, x1x2 −

f1f2, x1x3− f1f3, x2x3− f2f3, x
2
1− f 2

1 , x
2
2− f 2

2 , x
2
3− f 2

3 )S. We express each generator

of (Q2
1 ∩Q2

2)∩S as a linear combination of these generators of P with coefficients in

m.
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1.

tr((2f2 − g2x1 + x2)(x1 + f1)2 − 2f1(x1 + f1)(x2 + f2))

= −x3
1g2 + x2

1x2 − 2x2
1f1g2 + 2x2

1f2 − x1f
2
1 g2 − x2f

2
1 + 2x1f1f2

= −x3
1g2 + x2

1x2 − 2x2
1f1g2 + 2x2

1f1g2 − x1f
2
1 g2 − x2f

2
1 + 2x1f

2
1 g2

= −x2
1(g2x1 − x2) + f 2

1 (g2x1 − x2)

∈ mP

Note that f1 is a multiple of t being an odd power series, so that f 2
1 is a multiple

of t2 and hence, f 2
1 ∈ m.

2.

tr((2f3 − g3x1 + x3)(x1 + f1)2 − 2f1(x1 + f1)(x3 + f3))

= −x3
1g3 + x2

1x3 − x1f
2
1 g3 + x3f

2
1 − 2x1x3f1 + 2x2

1f3

= −x2
1(x1g3 − x3)− f 2

1 (x1g3 − x3)− 2x1f1(x3 − x1g3)

∈ mP

3.

tr(g2
2(x1 + f1)2 + (x2 + f2)2 − 2g2(x1 + f1)(x2 + f2))

= x2
1g

2
2 + f 2

1 g
2
2 − 2x1x2g2 − 2f1f2g2 + x2

2 + f 2
2

= x2
1g

2
2 + f 2

1 g
2
2 − 2x1x2g2 − 2f 2

1 g
2
2 + x2

2 + f 2
1 g

2
2

= x2
1g

2
2 − 2x1x2g2 + x2

2

= x2
1g

2
2 − x1x2g2 − x1x2g2 + x2

2

= x1g2(x1g2 − x2)− x2(x1g2 − x2)

∈ mP
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4.

tr((2f2g2 − g2
2x1)(x1 + f1)2 + x1(x2 + f2)2 − 2f2(x1 + f1)(x2 + f2))

= −x3
1g

2
2 − x1f

2
1 g

2
2 + 2x2

1f2g2 + 2f 2
1 f2g2 + x1x

2
2 − 2x1x2f2 + x1f

2
2 − 2f1f

2
2

= −x3
1g

2
2 − x1f

2
1 g

2
2 + 2x2

1f1g
2
2 + 2f 3

1 g
2
2 + x1x

2
2 − 2x1x2f1g2 + x1f

2
1 g

2
2 − 2f 3

1 g
2
2

= −x3
1g

2
2 + x1x

2
2 − 2x1x2f1g2 + 2x2

1f1g
2
2

= −x1(x1g2 + x2)(x1g2 − x2)− 2x1f1g2(x2 − x1g2)

∈ mP

5.

tr((4f1g
3
2 − g3

2x1)(x1 + f1)2 + x2(x2 + f2)2 − 4f1g
2
2(x1 + f1)(x2 + f2))

= −x3
1g

3
2 + 4x2

1f1g
3
2 − x1f

2
1 g

3
2 + 4f 3

1 g
3
2 − 4x1x2f1g

2
2 − 4f 2

1 f2g
2
2 + x3

2 + x2f
2
2

= −x3
1g

3
2 + 4x2

1f1g
3
2 − x1f

2
1 g

3
2 + 4f 3

1 g
3
2 − 4x1x2f1g

2
2 − 4f 3

1 g
3
2 + x3

2 + x2f
2
1 g

2
2

= x3
2 − x3

1g
3
2 − x1f

2
1 g

3
2 + x2f

2
1 g

2
2 + 4x2

1f1g
3
2 − 4x1x2f1g

2
2

= (x2 − x1g2)(x2
2 + x1x2g2 + x2

1g
2
2)− f 2

1 g
2
2(x1g2 − x2) + 4x1f1g

2
2(x1g2 − x2)

∈ mP
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6.

tr((4f1g
2
2g3 − g2

2g3x1)(x1 + f1)2 + x3(x2 + f2)2

−2f1g
2
2(x1 + f1)(x3 + f3)− 2f1g2g3(x1 + f1)(x2 + f2))

= −x3
1g

2
2g3 + 4x2

1f1g
2
2g3 − x1f

2
1 g

2
2g3

+4f 3
1 g

2
2g3 − 2x1x3f1g

2
2 − 2f 2

1 f3g
2
2 − 2x1x2f1g2g3

−2f 2
1 f2g2g3 + x2

2x3 + x3f
2
2

= −x3
1g

2
2g3 + 4x2

1f1g
2
2g3 − x1f

2
1 g

2
2g3

+4f 3
1 g

2
2g3 − 2x1x3f1g

2
2 − 2f 3

1 g3g
2
2 − 2x1x2f1g2g3

−2f 3
1 g

2
2g3 + x2

2x3 + x3f
2
1 g

2
2

= −x3
1g

2
2g3 + x2

2x3 − x1f
2
1 g

2
2g3 + x3f

2
1 g

2
2

+2x2
1f1g

2
2g3 − 2x1x3f1g

2
2 + 2x2

1f1g
2
2g3 − 2x1x2f1g2g3

Now −x3
1g

2
2g3 + x2

2x3 = −x2
1g2g3(x1g2− x2)− x1x2g3(x1g2− x2)− x2

2(x1g3− x3).

So that,

tr((4f1g
2
2g3 − g2

2g3x1)(x1 + f1)2 + x3(x2 + f2)2

−2f1g
2
2(x1 + f1)(x3 + f3)− 2f1g2g3(x1 + f1)(x2 + f2))

= −x2
1g2g3(x1g2 − x2)− x1x2g3(x1g2 − x2)− x2

2(x1g3 − x3)

−f 2
1 g

2
2(x1g3 − x3) + 2x1f1g

2
2(x1g3 − x3)

+2x1f1g2g3(x1g2 − x2)

∈ mP
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7.

tr(g2
3(x1 + f1)2 + (x3 + f3)2 − 2g3(x1 + f1)(x3 + f3))

= x2
1g

2
3 + f 2

1 g
2
3 − 2x1x3g3 − 2f1f3g3 + x2

3 + f 2
3

= x2
1g

2
3 + f 2

1 g
2
3 − 2x1x3g3 − 2f 2

1 g
2
3 + x2

3 + f 2
1 g

2
3

= x2
1g

2
3 − 2x1x3g3 + x2

3

= x2
1g

2
3 − x1x3g3 + x2

3 − x1x3g3

= x1g3(x1g3 − x3) + x3(x3 − x1g3)

∈ mP

8.

tr((2f1g
2
3 − g2

3x1)(x1 + f1)2 + x1(x3 + f3)2 − 2f3(x1 + f1)(x3 + f3))

= −x3
1g

2
3 + 2x2

1f1g
2
3 − x1f

2
1 g

2
3 + 2f 3

1 g
2
3 + x1x

2
3 − 2x1x3f3 + x1f

2
3 − 2f1f

2
3

= −x3
1g

2
3 + 2x2

1f1g
2
3 − x1f

2
1 g

2
3 + 2f 3

1 g
2
3 + x1x

2
3 − 2x1x3f1g3 + x1f

2
1 g

2
3 − 2f 3

1 g
2
3

= −x3
1g

2
3 + x1x

2
3 + 2x2

1f1g
2
3 − 2x1x3f1g3

= −x1(x1g3 + x3)(x1g3 − x3) + 2x1f1g3(x1g3 − x3)

∈ mP
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9.

tr((4f1g2g
2
3 − g2g

2
3x1)(x1 + f1)2 + x2(x3 + f3)2

−2f1g2g3(x1 + f1)(x3 + f3)− 2f1g
2
3(x1 + f1)(x2 + f2))

= −x3
1g2g

2
3 + 4x2

1f1g2g
2
3 − x1f

2
1 g2g

2
3 + 4f 3

1 g2g
2
3

−2x1x3f1g2g3 − 2f 2
1 f3g2g3 − 2x1x2f1g

2
3 − 2f 2

1 f2g
2
3

+x2x
2
3 + x2f

2
3

= −x3
1g2g

2
3 + 4x2

1f1g2g
2
3 − x1f

2
1 g2g

2
3 + 4f 3

1 g2g
2
3

−2x1x3f1g2g3 − 2f 3
1 g2g

2
3 − 2x1x2f1g

2
3 − 2f 3

1 g2g
2
3

+x2x
2
3 + x2f

2
1 g

2
3

= −x3
1g2g

2
3 + x2x

2
3 + x2f

2
1 g

2
3 − x1f

2
1 g2g

2
3

+2x2
1f1g2g

2
3 − 2x1x3f1g2g3 + 2x2

1f1g2g
2
3 − 2x1x2f1g

2
3

Now −x3
1g2g

2
3 + x2x

2
3 = −x2

1g2g3(x1g3− x3)− x1x3g2(x1g3− x3)− x2
3(x1g2− x2).

So that

tr((4f1g2g
2
3 − g2g

2
3x1)(x1 + f1)2 + x2(x3 + f3)2

−2f1g2g3(x1 + f1)(x3 + f3)− 2f1g
2
3(x1 + f1)(x2 + f2))

= −x2
1g2g3(x1g3 − x3)− x1x3g2(x1g3 − x3)− x2

3(x1g2 − x2)

+x1f
2
1 g

2
3(x2 − x1g2) + 2x1f1g2g3(x1g3 − x3)

+2x1f1g
2
3(x1g2 − x2)

∈ mP
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10.

tr((4f1g
3
3 − g3

3x1)(x1 + f1)2 + x3(x3 + f3)2 − 4f1g
2
3((x1 + f1)(x3 + f3))

= −x3
1g

3
3 + 4x2

1f1g
3
3 − x1f

2
1 g

3
3 + 4f 3

1 g
3
3 − 4x1x3f1g

2
3 − 4f 2

1 f3g
2
3 + x3

3 + x3f
2
3

= −x3
1g

3
3 + 4x2

1f1g
3
3 − x1f

2
1 g

3
3 + 4f 3

1 g
3
3 − 4x1x3f1g

2
3 − 4f 3

1 g
3
3 + x3

3 + x3f
2
1 g

2
3

= x3
3 − x3

1g
3
3 + 4x2

1f1g
3
3 − 4x1x3f1g

2
3 − x1f

2
1 g

3
3 + x3f

2
1 g

2
3

= (x2
3 + x3x1g3 + x2

1g
2
3)(x3 − x1g3) + 4x1f1g

2
3(x1g3 − x3)− f 2

1 g
2
3(x1g3 − x3)

∈ mP

11.

tr(g2g3(x1 + f1)2 + (x2 + f2)(x3 + f3)− g2(x1 + f1)(x3 + f3)

−g3(x1 + f1)(x2 + f2))

= x2
1g2g3 + f 2

1 g2g3 − x1x3g2 − f1f3g2 − x1x2g3 − f1f2g3 + x2x3 + f2f3

= x2
1g2g3 + f 2

1 g2g3 − x1x3g2 − f 2
1 g3g2 − x1x2g3 − f 2

1 g2g3 + x2x3 + f 2
1 g2g3

= x2
1g2g3 − x1x3g2 − x1x2g3 + x2x3

= x1g2(x1g3 − x3)− x2(x1g3 − x3)

∈ mP
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12.

tr((2f1g2g3 − g2g3x1)(x1 + f1)2 + x1(x2 + f2)(x3 + f3)

−f2(x1 + f1)(x3 + f3)− f3(x1 + f1)(x2 + f2))

= −x3
1g2g3 + 2x2

1f1g2g3 − x1f
2
1 g2g3 + 2f 3

1 g2g3 + x1x2x3

−x1x3f2 − x1x2f3 + x1f2f3 − 2f1f2f3

= −x3
1g2g3 + 2x2

1f1g2g3 − x1f
2
1 g2g3 + 2f 3

1 g2g3 + x1x2x3

−x1x3f1g2 − x1x2f1g3 + x1f
2
1 g2g3 − 2f 3

1 g2g3

= −x3
1g2g3 + x1x2x3 + x2

1f1g2g3 − x1x2f1g3

+x2
1f1g2g3 − x1x3f1g2

Now −x3
1g2g3 + x1x2x3 = −x3

1g3(x1g2 − x2)− x1x2(x1g3 − x3). So that,

tr((2f1g2g3 − g2g3x1)(x1 + f1)2 + x1(x2 + f2)(x3 + f3)

−f2(x1 + f1)(x3 + f3)− f3(x1 + f1)(x2 + f2))

= −x3
1g3(x1g2 − x2)− x1x2(x1g3 − x3) + x1f1g3(x1g2 − x2)

+x1f1g2(x1g3 − x3)

∈ mP
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13.

tr((4f1g
2
2g3 − g2

2g3x1)(x1 + f1)2 + x2(x2 + f2)(x3 + f3)

−f1g
2
2(x1 + f1)(x3 + f3)− 3f1g2g3(x1 + f1)(x3 + f3))

= −x3
1g

2
2g3 + 4x2

1f1g
2
2g3 − x1f

2
1 g

2
2g3 + 4f 3

1 g
2
2g3

−x1x3f1g
2
2 − f 2

1 f3g
2
2 − 3x1x2f1g2g3 − 3f 2

1 f2g2g3

+x2
2x3 + x2f2f3

= −x3
1g

2
2g3 + 4x2

1f1g
2
2g3 − x1f

2
1 g

2
2g3 + 4f 3

1 g
2
2g3

−x1x3f1g
2
2 − f 3

1 g3g
2
2 − 3x1x2f1g2g3 − 3f 3

1 g
2
2g3

+x2
2x3 + x2f

2
1 g2g3

= x2
2x3 − x3

1g
2
2g3 + x2

1f1g
2
2g3 − x1x3f1g

2
2

+3x2
1f1g

2
2g3 − 3x1x2f1g2g3 + x2f

2
1 g2g3 − x1f

2
1 g

2
2g3

Now x2
2x3 − x3

1g
2
2g3 = −x2

1g3g2(x1g2 − x2)− x1x2g3(x1g2 − x2)− x2
2(x1g3 − x3).

So that,

tr((4f1g
2
2g3 − g2

2g3x1)(x1 + f1)2 + x2(x2 + f2)(x3 + f3)

−f1g
2
2(x1 + f1)(x3 + f3)− 3f1g2g3(x1 + f1)(x3 + f3))

= (−x2
1g3g2 − x1x2g3)(x1g2 − x2)− x2

2(x1g3 − x3)

+x1f1g
2
2(x1g3 − x3) + 3x1f1g2g3(x1g2 − x2)

+f 2
1 g2g3(x2 − x1g2)

∈ mP
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14.

tr((4f1g2g
2
3 − g2g

2
3x1)(x1 + f1)2 + x3(x2 + f2)(x3 + f3)

−3f1g2g3(x1 + f1)(x3 + f3)− f1g
2
3((x1 + f1)(x2 + f2))

= −x3
1g2g

2
3 + 4x2

1f1g2g
2
3 − x1f

2
1 g2g

2
3 + 4f 3

1 g2g
2
3

−3x1x3f1g2g3 − 3f 2
1 f3g2g3 − x1x2f1g

2
3

−f 2
1 f2g

2
3 + x2x

2
3 + x3f2f3

= −x3
1g2g

2
3 + 4x2

1f1g2g
2
3 − x1f

2
1 g2g

2
3 + 4f 3

1 g2g
2
3

−3x1x3f1g2g3 − 3f 3
1 g2g

2
3 − x1x2f1g

2
3

−f 3
1 g2g

2
3 + x2x

2
3 + x3f

2
1 g2g3

= x2x
2
3 − x3

1g2g
2
3 + 3x2

1f1g2g
2
3 − 3x1x3f1g2g3

+x2
1f1g2g

2
3 − x1x2f1g

2
3 + x3f

2
1 g2g3 − x1f

2
1 g2g

2
3

Now x2x
2
3 − x3

1g2g
2
3 = −x2

1g2g3(x1g3 − x3)− x1x3g2(x1g3 − x3)− x2
3(x1g2 − x2).

So that,

tr((4f1g2g
2
3 − g2g

2
3x1)(x1 + f1)2 + x3(x2 + f2)(x3 + f3)

−3f1g2g3(x1 + f1)(x3 + f3)− f1g
2
3((x1 + f1)(x2 + f2))

= (−x2
1g2g3 − x1x3g2)(x1g3 − x3)− x2

3(x1g2 − x2)

3x1f1g2g3(x1g3 − x3) + x1f1g
2
3(x1g2 − x2)

+f 2
1 g2g3(x3 − x1g3)

∈ mP
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15.

tr((f3 − g3x1)(x1 + f1)2 + (x1 − f1)(x1 + f1)(x3 + f3))

= −x3
1g3 + x2

1f1g3 − x1f
2
1 g3 + f 3

1 g3 + x2
1x3 − x1x3f1 + x1f1f3 − f 2

1 f3

= −x3
1g3 + x2

1f1g3 − x1f
2
1 g3 + f 3

1 g3 + x2
1x3 − x1x3f1 + x1f

2
1 g3 − f 3

1 g3

= −x3
1g3 + x2

1x3 + x2
1f1g3 − x1x3f1

= −x2
1(x1g3 − x3) + x1f1(x1g3 − x3)

∈ mP

16.

tr((3f1g2g3 − g2g3x1)(x1 + f1)2

+(x2 − f2)((x1 + f1)(x3 + f3)− 2f3(x1 + f1)(x2 + f2))

= −x3
1g2g3 + 3x2

1f1g2g3 − x1f
2
1 g2g3 + 3f 3

1 g2g3 − x1x3f1g2

−f 2
1 f3g2 − 2x1x2f1g3 − 2f 2

1 f2g3 + x1x2x3 + x2f1f3

= −x3
1g2g3 + 3x2

1f1g2g3 − x1f
2
1 g2g3 + 3f 3

1 g2g3 − x1x3f1g2

−f 3
1 g3g2 − 2x1x2f1g3 − 2f 3

1 g2g3 + x1x2x3 + x2f
2
1 g3

= −x3
1g2g3 + x1x2x3 + x2

1f1g2g3 − x1x3f1g2

+2x2
1f1g2g3 − 2x1x2f1g3 + x2f

2
1 g3 − x1f

2
1 g2g3

Now −x3
1g2g3 + x1x2x3 = −x3

1g3(x1g2 − x2)− x1x2(x1g3 − x3). So that,

tr((3f1g2g3 − g2g3x1)(x1 + f1)2

+(x2 − f2)((x1 + f1)(x3 + f3)− 2f3(x1 + f1)(x2 + f2))

= −x3
1g3(x1g2 − x2)− x1x2(x1g3 − x3) + x1f1g2(x1g3 − x3)

+2x1f1g3(x1g2 − x2) + f 2
1 g3(x2 − x1g2)

∈ mP
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17.

tr((3f1g
2
3 − g2

3x1)(x1 + f1)2 + (x3 − 3f3)(x1 + f1)(x3 + f3))

= −x3
1g

2
3 + 3x2

1f1g
2
3 − x1f

2
1 g

2
3 + 3f 3

1 g
2
3 − 3x1x3f1g3 − 3f 2

1 f3g3 + x1x
2
3 + x3f1f3

= −x3
1g

2
3 + 3x2

1f1g
2
3 − x1f

2
1 g

2
3 + 3f 3

1 g
2
3 − 3x1x3f1g3 − 3f 3

1 g
2
3 + x1x

2
3 + x3f

2
1 g3

= −x3
1g

2
3 + x1x

2
3 + 3x2

1f1g
2
3 − 3x1x3f1g3 + x3f

2
1 g3 − x1f

2
1 g

2
3

= −x1(x1g3 + x3)(x1g3 − x3) + 3x1f1g3(x1g3 − x3) + f 2
1 g3(x3 − x1g3)

∈ mP

18.

tr((f1g2 − g2x1)(x1 + f1)2 + (x1 − f1)(x1 + f1)(x2 + f2))

= −x3
1g2 + x2

1f1g2 − x1f
2
1 g2 + f 3

1 g2 + x2
1x2 − x1x2f1 + x1f1f2 − f 2

1 f2

= −x3
1g2 + x2

1f1g2 − x1f
2
1 g2 + f 3

1 g2 + x2
1x2 − x1x2f1 + x1f

2
1 g2 − f 3

1 g2

= −x3
1g2 + x2

1x2 + x2
1f1g2 − x1x2f1

= −x2
1(x1g2 − x2) + x1f1(x1g2 − x2)

∈ mP

19.

tr((3f1g
2
2 − g2

2x1)(x1 + f1)2 + (x2 − 3f2)(x1 + f1)(x2 + f2))

= −x3
1g

2
2 + 3x2

1f1g
2
2 − x1f

2
1 g

2
2 + 3f 3

1 g
2
2 − 3x1x2f1g2 − 3f 2

1 f2g2 + x1x
2
2 + x2f1f2

= −x3
1g

2
2 + 3x2

1f1g
2
2 − x1f

2
1 g

2
2 + 3f 3

1 g
2
2 − 3x1x2f1g2 − 3f 3

1 g
2
2 + x1x

2
2 + x2f

2
1 g2

= −x3
1g

2
2 + x1x

2
2 + 3x2

1f1g
2
2 − 3x1x2f1g2 + x2f

2
1 g2 − x1f

2
1 g

2
2

= −x1(x1g2 + x2)(x1g2 − x2) + 3x1f1g2(x1g2 − x2) + f 2
1 g2(x2 − x1g2)

∈ mP
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20.

tr((3f1g2g3 − g2g3x1)(x1 + f1)2 − 2f2((x1 + f1)(x3 + f3)

+(x3 − f3)((x1 + f1)(x2 + f2))

= −x3
1g2g3 + 3x2

1f1g2g3 − x1f
2
1 g2g3 + 3f 3

1 g2g3 − 2x1x3f1g2

−2f 2
1 f3g2 − x1x2f1g3 − f 2

1 f2g3 + x1x2x3 + x3f1f2

= −x3
1g2g3 + 3x2

1f1g2g3 − x1f
2
1 g2g3 + 3f 3

1 g2g3 − 2x1x3f1g2

−2f 3
1 g3g2 − x1x2f1g3 − f 3

1 g2g3 + x1x2x3 + x3f
2
1 g2

= −x3
1g2g3 + x1x2x3 + 2x2

1f1g2g3 − 2x1x3f1g2

+x2
1f1g2g3 − x1x2f1g3 + x3f

2
1 g2 − x1f

2
1 g2g3

Now −x3
1g2g3 + x1x2x3 = −x3

1g3(x1g2 − x2)− x1x2(x1g3 − x3). So that,

tr((3f1g2g3 − g2g3x1)(x1 + f1)2 − 2f2((x1 + f1)(x3 + f3)

+(x3 − f3)((x1 + f1)(x2 + f2))

= −x3
1g3(x1g2 − x2)− x1x2(x1g3 − x3) + 2x1f1g2(x1g3 − x3)

+x1f1g3(x1g2 − x2) + f 2
1 g2(x3 − x1g3)

∈ mP

Finally, we need to show that the generators of (Q2
1∩Q2

2)∩S arising by applying the

trace map to Q2
1Q

2
2 also lie in mP . We have that Q2

1Q
2
2 = {(xi − fi)(xj − fj)(xi′ +

fi′ )(xj′ + fj′ ) : i, i
′
, j, j

′
= 1, 2, 3}.

We have that
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tr((xi − fi)(xj − fj)(xi′ + fi′ )(xj′ + fj′ ))

= xixi′xjxj′ + fifi′xjxj′ + xixi′fjfj′ − fixi′fjxj′

−fixi′xjfj′ − xifi′fjxj′ − xifi′xjfj′ + fifi′fjfj′

= xixi′xjxj′ − fixi′fjxj′ + fifi′xjxj′ − xifi′fjxj′

+xixi′fjfj′ − fixi′xjfj′ − xifi′xjfj′ + fifi′fjfj′

= xi′xj′ (xixj − fifj) + fifi′xjxj′ − xifi′fjxj′

+xixi′fjfj′ − fixi′xjfj′ − fi′fj′ (xixj − fifj)

= xi′xj′ (xixj − fifj) + fifi′xjxj′ − xixi′xjxj′ + xixi′xjxj′ − xifi′fjxj′

+xixi′fjfj′ − xixi′xjxj′ + xixi′xjxj′ − fixi′xjfj′ − fi′fj′ (xixj − fifj

= xi′xj′ (xixj − fifj) + xjxj′ (fifi′ − xixi′ ) + xixj′ (xi′xj − fi′fj)

+xixi′ (fjfj′ − xjxj′ ) + xi′xj(xixj′ − fifj′ )− fi′fj′ (xixj − fifj)

∈ mP

Note, fi′fj′ are is a multiple of t2 and hence in m as fi′ , fj′ are odd power series.

Thus, every generator of (Q2
1 ∩Q2

2)∩S is in mP , showing (Q2
1 ∩Q2

2)∩S ⊆ mP as

promised.

3.1.6 Computing generators of Q2
1 ∩Q2

2 (general case)

We extend the methods of section 3.1.4 to compute the generators of Q2
1 ∩Q2

2 for

any number m of generators of Q1. In this case, we seek relations on

E = (4x1f1, ..., 4xmfm, 2x1f2 + 2x2f1, ..., 2x1fm + 2xmf1, 2x2f3 + 2x3f2, ...,

2x2fm + 2xmf2, ..., 2xm−1fm + 2xmfm−1)
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over R/Q2
1. Denote a typical relation by the vector

(α1, ..., αm, α12, ..., α1m, α23, ..., α2m, ..., αm−1,m).

As before, we can express every element of R/Q2
1 as a k[[t]]-linear combination of

x1, ..., xm. We associate the matrix M of coefficients in k[[t]] with the set E as we

did in the case when m = 3. Corresponding to each element in E , we will have

m + 1 columns of coefficients. Now |E| = m + m(m−1)
2

= m(m+1)
2

. So we have

that m(m+1)(m+1)
2

columns in M . Performing column operations as before, we can

show that M has rank equal to the number of rows, which is m + 1, giving rise to

m(m+1)2

2
− (m+ 1) = (m−1)(m+1)(m+2)

2
relations. We indicate these relations below.

1. The m− 1 relations with α1 = g2
i , αi = 1, α1i = −2gi, where 1 < i ≤ m.

2. The m− 1 relations with α1 = gi(f1 − x1), α1i = x1 − f1, where 1 < i ≤ m.

3. The (m−1)(m−2) relations with α1 = gigj(3f1−x1), α1i = xj−fj, α1j = −2fi,

where 1 < i 6= j < m.

4. The (m − 1)(m − 2)/2 relations with α1 = gigj(2f1 − x1), α1i = −fj, α1j =

−fi, αij = x1, where 1 < i 6= j < m.

5. The (m − 1)(m − 2)/2 relations with α1 = gigj, α1i = −gj, α1j = −gi, αij = 1,

where 1 < i 6= j < m.

6. The (m − 1)(m − 2) relations with α1 = g2
i gj(4f1 − x1), α1i = −3f1gigj, α1j =

−f1g
2
i , αij = xi, where 1 < i 6= j < m.

7. The m− 1 relations with α1 = g2
i (3f1 − x1), α1i = xi − 3fi, where 1 < i ≤ m.

8. The m− 1 relations with α1 = gi(2f1 − x1) + xi, α1i = −2f1, where 1 < i ≤ m.
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9. The m − 1 relations with α1 = g3
i (4f1 − x1), αi = xi, α1i = −4f1g

2
i , where

1 < i ≤ m.

10. The m− 1 relations with α1 = g2
i (2f1 − x1), αi = x1, α1i = −2fi, where 1 < i ≤

m.

11. The (m−1)(m−2) relations with α1 = g2
i gj(4f1−x1), αi = xj, α1i = −2f1gigj, α1j =

−2f1g
2
i , where 1 < i 6= j < m.

12. The (m− 1)(m− 2)(m− 3)/2 relations with

α1 = gigjgk(2f1 − x1), αij = xk, αki = −f1gj, αkj = −f1gi where 1 < k < i < j ≤ n

α1 = gigjgk(2f1 − x1), αij = xk, αik = −f1gj, αkj = −f1gi where 1 < i < k < j ≤ n

α1 = gigjgk(2f1 − x1), αij = xk, αik = −f1gj, αjk = −f1gi where 1 < i < j < k ≤ n

.

So we have accounted for all the 6(m− 1) + 4(m− 1)(m− 2) + (m−1)(m−2)(m−3)
2

=

(m−1)(m+1)(m+2)
2

relations.

The corresponding generators of Q2
1 ∩Q2

2 are as follows.

1. The m − 1 generators g2
i (x1 + f1)2 + (xi + fi)

2 − 2gi(x1 + f1)(xi + fi), where

1 < i ≤ m.

2. The m− 1 generators gi(f1 − x1)(x1 + f1)2 + (x1 − f1)(x1 + f1)(xi + fi), where

1 < i ≤ m.

3. The (m− 1)(m− 2) generators gigj(3f1−x1)(x1 + f1)2 + (xj − fj)(x1 + f1)(xi +

fi) +−2fi(x1 + f1)(xj + fj), where 1 < i 6= j < m.

4. The (m−1)(m−2)/2 generators gigj(2f1−x1)(x1 +f1)2−fj(x1 +f1)(xi+fi)−

fi(x1 + f1)(xj + fj) + x1(xi + fi)(xj + fj), where 1 < i 6= j < m.

5. The (m− 1)(m− 2)/2 generators gigj(x1 + f1)2 − gj(x1 + f1)(xi + fi)− gi(x1 +

f1)(xj + fj) + (xi + fi)(xj + fj), where 1 < i 6= j < m.
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6. The (m− 1)(m− 2) generators g2
i gj(4f1 − x1)(x1 + f1)2 − 3f1gigj(x1 + f1)(xi +

fi)− f1g
2
i (x1 + f1)(xj + fj) + xi(xi + fi)(xj + fj), where 1 < i 6= j < m.

7. The m− 1 generators g2
i (3f1−x1)(x1 + f1)2 + (xi− 3fi)(x1 + f1)(xi + fi), where

1 < i ≤ m.

8. The m− 1 generators (gi(2f1−x1) +xi)(x1 + f1)2− 2f1(x1 + f1)(xi + fi), where

1 < i ≤ m.

9. The m−1 generators g3
i (4f1−x1)(x1 +f1)2 +xi(xi+fi)

2−4f1g
2
i (x1 +f1)(xi+fi),

where 1 < i ≤ m.

10. The m− 1 generators g2
i (2f −x1)(x1 + f1)2 +x1(xi + fi)

2− 2fi(x1 + f1)(xi + fi),

where 1 < i ≤ m.

11. The (m−1)(m−2) generators g2
i gj(4f1−x1)(x1+f1)2+xj(xi+fi)

2−2f1gigj(x1+

f1)(xi + fi)− 2f1g
2
i (x1 + f1)(xj + fj), where 1 < i 6= j < m.

12. The (m − 1)(m − 2)(m − 3)/2 generators gigjgk(2f1 − x1)(x1 + f1)2 + xk(xi +

fi)(xj + fj)− f1gj(xk + fk)(xi + fi)− f1gj(xk + fk)(xj + fj).

3.1.7 (Q2
1 ∩Q2

2) ∩ S ⊆ mP (general case)

As in the special case of three generators, we apply the trace map to each of the

generators of Q2
1∩Q2

2 above along with the generators of Q2
1Q

2
2 to get the generators

for (Q2
1 ∩ Q2

2) ∩ S and show that each of these generators lies in mP . Since the

computations are essentially identical to the special case of three generators discussed

earlier, we relegate these computations to the appendix. This completes the proof

that P (2) ⊆ mP in the general case.
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3.2 Some computational results using Macaulay2

In this section we verify a few specific cases of the Eisenbud-Mazur conjecture

using the computational algebra package Macaulay2.

We consider prime ideals in polynomial rings over Q (since Macaulay2 allows

direct computations in such rings). We will describe these prime ideals as kernels of

certain maps to another polynomial ring. Let R be a polynomial ring over Q, let

m be the homogeneous maximal ideal of R and let P be a prime ideal in R. The

symbolic square of P , P (2) is computed by computing a primary decomposition of

P 2 and then finding the P -primary ideal. Then we use a Macaulay2 subroutine for

checking whether P (2) ⊆ mP . We first describe an illustrative Macaulay2 code below

with a polynomial ring in 3 variables. Statements followed by –- are explanatory

comments and are not part of the code.
R=QQ[x1 ,x2 ,x3] -- Polynomial ring over the rationals in 3 variables.

M=ideal(x1 ,x2,x3) -- Homogeneous maximal ideal in A.

S=QQ[t] -- Target ring.

(a,b,c,d)=(5,7,9,11)

f=map(S,R,{t^a,t^b,t^c+t^d}) -- Homomorphism R->S given by x1->t^a,x2->t^b,x3->t^c+t^d.

P=kernel f -- Prime ideal for which the Eisenbud -Mazur conjecture is to be verified.

Q=primaryDecomposition P^2 -- Set of primary ideals in a primary decomposition of P^2.

m=#Q -- Number of elements in the primary decomposition of P^2.

i=0; while i<m do (
if P== radical Q#i then PS2=Q#i;
i=i+1;)

-- Loop to determine the symbolic square of P, assigned to the variable PS2.

conj=isSubset(PS2 ,M*P) -- Assigns ’true ’ to ’conj ’ if the symbolic square is contained in M*P.

The Eisenbud-Mazur conjecture holds in the given instance if the boolean variable

“conj” has value “true”. We illustrate below the cases for which the program was used.

The Eisenbud-Mazur conjecture was verified to be true in all cases.

1. The conjecture was verified in the following case for 5 ≤ n ≤ 16: R =

Q[x1, x2, x3], S = Q[t], f : R → S such that f(x1) = tn, f(x2) = tn+1, f(x3) =



89

tn+2 + tn+3.

2. The conjecture was verified in the following case for 5 ≤ n ≤ 51, n odd: R =

Q[x1, x2, x3], S = Q[t], f : R → S such that f(x1) = tn, f(x2) = tn+2, f(x3) =

tn+4 + tn+6.

3. The conjecture was verified in the following case for 3 ≤ n ≤ 20: R =

Q[x1, x2, x3], S = Q[t], f : R → S such that f(x1) = tn, f(x2) = tn+2, f(x3) =

tn−2 + tn+1.

4. The conjecture was verified in the following case for 3 ≤ n ≤ 20: R =

Q[x1, x2, x3], S = Q[t], f : R → S such that f(x1) = tn, f(x2) = tn+2, f(x3) =

tn−2 + tn+7.

5. The conjecture was verified in the following case for 3 ≤ n ≤ 20: R =

Q[x1, x2, x3], S = Q[t], f : R → S such that f(x1) = tn, f(x2) = tn+2, f(x3) =

tn−2 + t2n+7.

6. The conjecture was verified in the following case for 3 ≤ n ≤ 20: R =

Q[x1, x2, x3], S = Q[t], f : R → S such that f(x1) = tn, f(x2) = tn+2, f(x3) =

tn−2 + t3n+1.

7. The conjecture was verified in the following case for 3 ≤ n ≤ 20: R =

Q[x1, x2, x3], S = Q[t], f : R → S such that f(x1) = tn, f(x2) = tn+2, f(x3) =

tn−2 + t3n+7.

3.3 An alternative version of the Eisenbud-Mazur conjecture

In the introduction we discussed another result of Eisenbud and Mazur about the

existence of non-trivial evolutions. We repeat it here for convenience.
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Theorem 3.3.1. [EM97] There exists a reduced local C-algebra T of finite type

whose localization at the origin has a non-trivial evolution if and only if there exists

a polynomial f ∈ R = C[[x1, ..., xn]] without constant term such that f /∈ mI, where

m = (x1, ..., xn)R, I =
√

( ∂f
∂x1
, ..., ∂f

∂xn
)R.

This theorem motivates the following version of the Eisenbud-Mazur conjecture.

Conjecture 3.3.2. Let R = C[[x1, ..., xn]], m = (x1, ..., xn)R. If f ∈ m, then,

f ∈ mI, where I =
√

( ∂f
∂x1
, ..., ∂f

∂xn
)R.

The conjecture is true if f is regular, for in this case I = R. It is also true if f has

an isolated singularity (for in this case f ∈ m2 and I = m) or if f is quasihomogeneous

(by Euler’s formula, f ∈ mI). Eisenbud and Mazur show that the conjecture holds

when the singular locus of f is a curve. More generally the conjecture is shown to

hold when the embedding dimension of the reduced singular locus of f is less than

4. In case of embedding dimension 4, the conjecture has been shown to hold if the

reduced singular locus of f is Gorenstein or licci [EM97].

We show that the conjecture holds for a family of polynomials.

Proposition 3.3.3. Let R = k[[x1, ..., xn]] be a ring of formal power series over

a field k (or alternately let R = k[x1, ..., xn] be a polynomial ring over k). Let

f = xa1
1 x

b2
2 + xa2

2 x
b3
3 + ... + x

an−1

n−1 x
bn
n + xann x

b1
1 . Then, if (a1...an + (−1)n−1b1...bn) is

invertible in k, f ∈ mI, where m = (x1, ..., xn)R and I = ( ∂f
∂x1
, ..., ∂f

∂xn
)R.

Proof. Denote ∂f
∂xi

by fi. Then fi = bix
ai−1

i−1 x
bi−1
i + aix

ai−1
i x

bi+1

i+1 for 1 ≤ i ≤ n, where

we define xn+1 := x1, an+1 := a1, bn+1 := b1 and x0 := xn, a0 := an, b0 := bn for

brevity.
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Then we have that

(a1...an + (−1)n−1b1...bn)xa1
1 x

b2
2 = a2...anx1f1 − b1a2...an−1xnfn+

b1a2...an−2bn−1xn−1fn−1 − ...+ (−1)n−1b1b3...bnx2f2.

Then, if (a1...an + (−1)n−1b1...bn) is invertible in k, we have xa1
1 x

b2
2 ∈ mI. Expressing

other terms similarly, we get that xaii x
bi+1

i+1 ∈ mJ for 1 ≤ i ≤ n. Hence, f ∈ mI.



CHAPTER 4

Uniform bounds on symbolic powers of prime ideals

In this section we consider the question of uniform bounds on the growth symbolic

powers of prime ideals.

An important stepping stone in proofs of the results in [Swa00] and [HKV09] is to

show that, under the corresponding assumptions on the local ring (R,m), there exists

a positive integer h (uniform in the latter case), such that for every prime ideal P of

R, P (hn) ⊆ mn. We shall prove that for a Noetherian complete local domain (R,m)

there exists a function β : Z>0 → Z>0 (depending on the ring but independent of

any prime ideal in the ring), such that for any prime ideal P in the ring, we have

that P (β(n)) ⊆ mn for all positive integers n. The main ingredient in the proof is the

strong approximation theorem, which first appeared in [Art69] (without this name)

and was later generalized first by Popescu and Pfister [PP75] and then again by

Popescu [Pop86].

Another case in which we are able to get a uniform bound on the growth of

symbolic powers is the following: suppose that R ⊆ S is a module-finite extension

of domains and R is normal while S is regular, equicharacteristic. Then, under mild

conditions on R, S, there exists a positive integer c such that for any prime ideal P

in R we have that P (cn) ⊆ P n for all positive integers n.

92
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4.1 Strong approximation

In the paper [Art69] where Artin proved his famous approximation theorem, the

following stronger theorem was also proven.

Theorem 4.1.1. [Art69] Let n,N, d, c be non-negative integers. Let k be a field

and let F = (f1, ..., fm) be polynomials in R = k[x1, ..., xn, y1, ..., yN ]. Let d be an

upper bound for the degrees of all the polynomials in F . Then there is a non-negative

integer valued function β(n,N, d, c) with the following property: given polynomials

y = (y1, ..., yN) ∈ k[x1, ..., xn] such that

F (x1, ..., xn, y) ≡ 0 mod (x1, ..., xn)βR

there are elements z = (z1, ..., zN) ∈ k[x1, ..., xn]∼ (where ∼ denotes the henselization

at the homogeneous maximal ideal) solving the system of equations

F = 0

and such that zi ≡ yi mod (x1, ..., xn)cR.

This result later was generalized by Pfister and Popescu [PP75]. We first make

the following definition used in their article.

Definition 4.1.2. Let R be a Noetherian ring and let I be an ideal in R. Then

the pair (R, I) is said to satisfy the strong approximation property if the following

condition holds:

For every system of polynomials F over R there exists a function βF : Z>0 → Z>0

such that for every positive integer c and for every system of elements y of R such

that F (y) ≡ 0 mod Iβ(c), there exists a system of elements of z in R such that

F (z) = 0 and z ≡ y mod Ic.
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Now we can state the result of Pfister and Popescu. We will call βF the Artin

function for the system of polynomials F for the pair (R, I).

Theorem 4.1.3. [PP75] If (R,m) is a Noetherian complete local ring, then, the pair

(R,m) satisfies the strong approximation property.

Popescu obtained a further generalization (corollary 4.5, [Pop86]) stated in the

following theorem.

Theorem 4.1.4. [Pop86] Let (R,m) be an excellent Henselian local ring. Then the

pair (R,m) satisfies the strong approximation property.

We use the strong approximation property to obtain a uniform bound for symbolic

powers of prime ideals in certain Noetherian rings.

We make another definition.

Definition 4.1.5. Let (R,m) be a Noetherian local ring. Let d(R) = dimR/m(m/m2)

(the embedding dimension of R). For a Noetherian ring A, not necessarily local,

define δ(A) = max{d(AP ) : P a prime ideal in A}.

The following proposition due to Hochster (proposition 3.8, [Hoc71]) illustrates

some properties of δ.

Proposition 4.1.6. [Hoc71] Let A be a Noetherian ring. If B is a residue class ring

or localization of A, then, δ(B) ≤ δ(A). If B is a regular local ring, δ(B) = dim(B).

If B is an extension of A generated by r elements, then, δ(B) ≤ δ(A)+r and equality

holds if B = A[x1, ..., xr], where x1, ..., xr are indeterminates over A.

From the above proposition it immediately follows that if R is a ring essentially

of finite type over a homomorphic image of a regular local ring, then, δ(R) <∞.

We quote another result due to Hochster (proposition 3.10, [Hoc71]), which will

be needed for the proof of the subsequent theorem.
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Theorem 4.1.7. [Hoc71] Let R be a normal Noetherian domain such that δ(R) <∞.

Let K = Frac(R) and L be a finite Galois extension field of K. Let S be the integral

closure of R in L. Then there exists s ∈ Z>0 such that for each prime ideal Q of S

and each n ∈ Z>0, a ∈ Q(n) ∩R =⇒ as ∈ (Q ∩R)(n).

Theorem 4.1.8. Let (R,m) be an excellent Henselian regular local ring of dimension

d. Let K = Frac(R) and let L be a finite Galois extension field of K. Let S be the

integral closure of R in L. Then there exists a function ν : Z>0 → Z>0, such that for

any prime ideal Q in S, we have that Q(ν(c)) ⊆ mcS for all positive integers c.

Proof. Let P = Q ∩ R, which is a prime ideal. There are a finite number of prime

ideals of S that lie over P say Q1, ..., Qr with Q1 = Q. The Galois group G of L/K

acts transitively on this set of prime ideals (proposition VII.2.1, page 340, [Lan02]).

Suppose that a ∈ Q(N)\{0}. If G = {g1, ..., gm}, the norm function N : S → R

acts on s ∈ S as follows: N (s) = g1(s) · ... ·gm(s). Then N (a) ∈ Q(N)∩R. Since R is

a regular local ring, it is a unique factorization domain and hence normal (corollary

2.2.20, page 70, [BH93]). Further, since R is a regular local ring, δ(R) = d < ∞.

Then, by theorem 4.1.7, there exists a positive integer s (independent of Q) such

that N (a)s ∈ P (N).

Now, since R is a regular local ring, given an ideal I of R, we have that In+d−1 ⊆ In

by a version of the Briançon-Skoda theorem (theorem 2.1, [LT81]). In particular,

mn+d−1 ⊆ mn for all positive integers n. Further, since R is a regular local ring, for

every prime ideal p we have that p(n) ⊆ mn (page 9, [Hoc71]).

Since R is a excellent, Henselian, local ring, the pair (R,m) satisfies the strong

approximation property by theorem 4.1.4. Let βF be the Artin function for the

pair (R,m) for a system of polynomials F . Set N = s(βF (c) + d − 1) for some

positive integer c. We have that P (N) = P (s(βF (c)+d−1)) ⊆ msβF (c)+s(d−1). So N (a)s ∈
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msβF (c)+s(d−1). Now, if bl ∈ I l for some ideal I, then, b satisfies the monic equation

xl − bl = 0 and is thus integral over I. Thus, N (a) ∈ mβF (c)+d−1. Then, by the

Briançon-Skoda theorem quoted in the preceding paragraph, we get that N (a) ∈

mβF (c)+d−1 ⊆ mβF (c).

Now S is a finitely generated R-module (corollary V.4.1, page 265, [ZS75]). Let

α1,...,αt be a set of generators for S as an R-module. Suppose that a = r1α1+...+rtαt

for some r1, ..., rt ∈ R. Then gi(a) = r1gi(α1) + ...+ rtgi(αt) for i = 1, ...,m. Now we

can write that gi(αj) = s1,i,jα1 + ...+ st,i,jαt for 1 ≤ i ≤ m, 1 ≤ j ≤ t and sk,i,j ∈ R

for 1 ≤ i ≤ m, 1 ≤ j, k ≤ t. Further, since αjαk are elements in S for 1 ≤ j, k ≤ t we

may express each of these products as R-linear combinations of α1,...,αt. Using the

expressions for gi(αj) and repeatedly using the expressions for αjαk, we can express

N (a) = g1(a) · ... · gm(a) = F1α1 + ... + Ftαt, where F1, ..., Ft are polynomials in

r1, ..., rt with coefficients in R (the coefficients of F1, ..., Ft are functions of sk,i,j and

the coefficients of α1, ..., αt in the linear expressions for αjαk). By the preceding

paragraph, N (a) ∈ mβF (c). Set F = {F1, ..., Ft} and denote βF by β. Therefore,

F1α1 + ...+ Ftαt ∈ mβ(c) ⊆ mβ(c)S.

So we must have, F1, ..., Ft ∈ mβ(c)S. Since R is a regular local ring, all powers of the

maximal ideal are integrally closed in R (section 1, page 142, [HRW05]). Then, since

F1, ..., Ft ∈ R, we have that F1, ..., Ft ∈ mβ(c)S ∩ R ⊆ mβ(c)S ∩ R = mβ(c) = mβ(c)

(where the first equality follows from proposition 1.6.1, page 16, [HS06]).

We shall now show that a ∈ mcS. We consider two cases: (1) r1, ..., rt ∈ mc

and (2) rj /∈ mc for some j ∈ {1, ..., t}. In case (1), a = r1α1 + ... + rtαt ∈ mcS.

Now consider case (2) and suppose that rj /∈ mc for some j ∈ {1, ..., t}. Then, since

Fj(r1, ..., rt) ≡ 0 mod mβ(c) for 1 ≤ j ≤ t, by the strong approximation property

for the pair (R,m) (theorem 4.1.4), there exists a set of elements, say, s1, ..., st ∈ R
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such that Fj(s1, ..., st) = 0 for 1 ≤ j ≤ t and sk ≡ rk mod mc. Since N (a) =

F1α1 + ...+Ftαt, we get that N (s1α1 + ...+stαt) = 0. Set b = s1α1 + ...+stαt. Then,

since N (b) is the product of conjugates of b and S is a domain, N (b) = 0 if and only

if b = 0. So b = 0. Now a ≡ b mod mcS, so a ∈ mcS. This proves the claim.

Finally, let ν(c) = ds(β(c)+d−1). Note that the system of polynomials F1, ..., Ft

depends only on the coefficients in the expressions gi(αj) for 1 ≤ i ≤ m, 1 ≤ j ≤ t

and the coefficients in the expressions for αjαj for 1 ≤ j, k ≤ t. Fixing the choice

of these expressions, the function β is independent of any prime ideal in S (note

that d, s only depend on R). Then, since a ∈ Q(ν(c)) =⇒ a ∈ mcS, we have that

Q(ν(c)) ⊆ mcS.

Corollary 4.1.9. Let (R,m) be a complete Noetherian local domain. Then there

exists a function η : Z>0 → Z>0, such that for any prime ideal P in R, we have that

P (η(c)) ⊆ mc for all positive integers c.

Proof. Let dim(R) = d. IfR is equicharacteristic, then, R is a module-finite extension

of the formal power series ring k[[x1, ..., xd]]„ where k is a field. In mixed characteristic

R is a module-finite extension of V [[x1, ..., xd−1]], where V is a complete Noetherian

discrete valuation domain (theorem 4.3.3, page 61, [HS06]). In the former case set

T = k[[x1, ..., xd]] and in the latter case set T = V [[x1, ..., xd−1]]. Let K = Frac(T )

and L = Frac(R).

Since R is a module-finite over T , L/K is a finite extension. If L/K is a separable

field extension1, then, it can be extended to a finite, Galois extension (for example

we may take the normal closure of L/K) (theorem 1.6.13, page 69, [Lev08]). Say

K ⊆ L ⊆M , where M is a finite, Galois extension field of K. Let S be the integral

closure of T inM . Then, by theorem 4.1.8, there exists a function ν : Z>0 → Z>0 such
1This will necessarily be the case in equal characteristic zero and mixed characteristic.
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that for any prime ideal Q in S we have that Q(ν(c)) ⊆McS for all positive integers

c, where M = (x1, ..., xd)T . Note that since T ⊆ R is a module-finite extension,

it is integral and hence R ⊆ S (lemma 2.1.9, proposition 2.1.10, page 26, [HS06]).

Thus, R ⊆ S is an integral extension (corollary 2.1.12, page 27, [HS06]). Let P be

any prime ideal in R. Since R ⊆ S is integral there exists a prime ideal p in S such

that p ∩ R = P (theorem 5.10, page 62, [AM94]). Then P (ν(c)) ⊆ p(ν(c)) ⊆ McS.

Thus, P (ν(c)) ⊆ McS ∩ R. Now M ⊆ m (theorem 4.3.3, page 61, [HS06]). So

P (ν(c)) ⊆ mcS∩R. Further, S is finitely generated as an R-module since S is module-

finite over T (corollary V.4.1, page 265, [ZS75]) and T ⊆ R. Thus, by the Artin-Rees

lemma, there exists a positive integer a such that mcS ∩R = mc−a(maS ∩R) ⊆ mc−a

for all positive integers c ≥ a. Set η(c) = ν(c+ a). Then P (η(c)) ⊆ mc.

Suppose that L/K is not a separable field extension. Then K,L must have prime

characteristic, say p and R is a complete local ring in equal characteristic p. Then

there exists an F -finite, local ring (RΓ,mΓ) faithfully flat over R such thatmRΓ = mΓ.

Further, since R is module-finite over T = k[[x1, ..., xd]], RΓ is module-finite over

kΓ[[x1, ..., xd]]. Set T̃ = kΓ[[x1, ..., xd]]
2. Let yi = x

1
pe

i for 1 ≤ i ≤ d, where e is a

positive integer. Set R′ = RΓ[y1, ..., yd] and T
′

= k
′
[[y1, ..., yd]], where k

′
= (kΓ)

1
pe .

Then R
′ is module-finite over T ′ for some e � 0 (proof of theorem 4.3, page 23,

[Hoc75]). Fix one such e. Then, if we let K ′ = Frac(T ′) and L′ = Frac(R′), then,

L
′
/K

′ is a finite, separable field extension. This can be extended to a Galois field

extension as before. Say K
′ ⊆ L

′ ⊆ M
′ , where M ′ is a finite, Galois extension

field of K ′ . Let S ′ be the integral closure of T ′ in M
′ . Then, by theorem 4.1.8,

there exists a function ν : Z>0 → Z>0 such that for any prime ideal Q in S
′ we

have that Q(ν(c)) ⊆M
′c
S
′ for all positive integers c, where M

′
= (y1, ..., yd)T

′ . Now
2For a discussion of the construction and properties of RΓ, consult section 6.11 in [Hoc94].
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M
′dpe ⊆ M, where M = (x1, ..., xd)T̃ . Then Q(ν(dpec)) ⊆ McS

′ . Let P be a prime

in RΓ. Then PR′ is prime in R
′ . Since S ′ is the integral closure of T ′ in M

′ and

R
′ is module-finite (hence, integral) over T ′ , the extension R′ ⊆ S

′ is also integral.

Consequently, there exists a prime ideal QP in S ′ such that PR′ = QP ∩ R
′ . Then

P(ν(dpec)) ⊆ (PR′)(ν(dpec)) ⊆ Q
(ν(dpec))
P ⊆ McS

′ . Thus, P(ν(dpec) ⊆ McS
′ ∩ RΓ. Now,

since kΓ is F -finite, T̃ is F -finite (example 2.1, [BMS08]). Then T ′ is module-finite

over T̃ . Further, S ′ is module-finite over T ′ (corollary V.4.1, page 265, [ZS75]). Thus,

S
′ is module-finite over T̃ . Finally, T̃ ⊆ RΓ and hence S ′ is module-finite over RΓ.

Now P(ν(dpec)) ⊆ McS
′ ∩ RΓ = mc

ΓS
′ ∩ R, where mΓ is the maximal ideal in RΓ.

By the Artin-Rees lemma, there exists a positive integer b such that mc
ΓS
′ ∩ RΓ =

mc−b
Γ (mb

ΓS
′ ∩ R) ⊆ mc−b

Γ for all positive integers c ≥ b. Thus, P(ν(dpec)) ⊆ mc−b
Γ . Set

η(c) = ν(dpe(c + b)). Then P(η(c)) ⊆ mc
Γ. Finally, given a prime ideal P in R, there

exists a prime ideal, say PΓ, lying over P in RΓ (proposition B.1.1, page 399, [HS06]).

Then P (η(c)) ⊆ P
(η(c))
Γ ⊆ mc

Γ = mcRΓ. Thus, P (ηΓ(c)) ⊆ mcRΓ ∩ R. Then, since RΓ is

faithfully flat over R, mcRΓ ∩R = mc (theorem 4.74.(2), page 150, [Lam98]). Hence,

P (η(c)) ⊆ mc.

A modification of the argument in the proof of theorem 4.1.8 shows the failure

of the strong approximation property in excellent, Henselian, regular local rings in

general (hence, in particular, for complete regular local rings). We explore this in

the next theorem.

In [Pop86] Popescu asks the following question: Let R be a Noetherian ring and

I an ideal such that R is complete with respect to the I-adic topology. Does the pair

(R, I) necessarily satisfy the strong approximation property? A counterexample is

shown in [Spi94]. We present the following theorem in the same spirit.
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Theorem 4.1.10. Let (R,m) be an excellent Henselian regular local ring. Let P be

a prime ideal of R such that P 6= m. Then the pair (R,P ) does not satisfy the strong

approximation property.

Proof. Let K = Frac(R) and let L be a finite non-trivial Galois extension of K. Let

G be the Galois group of L/K. Let S be the integral closure of R in L. Suppose that

Q1, ..., Qr are the set of distinct prime ideals of S lying over P . Since R is a regular

local ring, it is a unique factorization domain, hence, normal (corollary 2.2.20, page

70, [BH93]). So G acts transitively on the set {Q1, ..., Qr} (proposition VII.2.1, page

340, [Lan02]).

We may choose a ∈ Q
(N)
1 \ ∪{Q2, ..., Qn}. Such an element exists because by

the prime avoidance theorem if Q(N)
1 ⊆ ∪{Q2, ..., Qn}, then, Q(N)

1 ⊆ Qi for some

i ∈ {2, ..., n}. Then QN
1 ⊆ Qi and taking radicals we get that Q1 ⊆ Qi. Since

Q1, Qi both lie over P , by the lying over theorem, we get that Q1 = Qi, which is a

contradiction. If G = {g1, ..., gm}, the norm function N : S → R acts on s ∈ S as

follows: N (s) = g1(s) · ... · gm(s). Then N (a) ∈ Q(N)
1 ∩R. Since R is a regular local

ring, it is a unique factorization domain and hence normal (corollary 2.2.20, page 70,

[BH93]). Further, since R is a regular local ring, δ(R) = d <∞. Then, by theorem

4.1.7, there exists a positive integer s such that N (a)s ∈ P (N).

Now the suppose that the pair (R,P ) does satisfy the strong approximation prop-

erty with the Artin function βF for a system of polynomials F . Set N = s(βF (c)+d−

1) for some positive integer c. We have that P (N) = P (s(βF (c)+d−1)) ⊆ msβF (c)+s(d−1)

(where the containment follows from the fact that P (N) ⊆ mN as R is a regular local

ring). So N (a)s ∈ msβF (c)+s(d−1). Now, if bl ∈ I l for some ideal I, then, b satisfies

the monic equation xl− bl = 0 and is thus integral over I. Thus, N (a) ∈ P βF (c)+d−1.

Now S is a finitely generated R-module (corollary V.4.1, page 264, [ZS75]). Let



101

α1,...,αt be a set of generators for S as an R-module. Suppose that a = r1α1+...+rtαt

for some r1, ..., rt ∈ R. Then gi(a) = r1gi(α1) + ... + rtgi(αt) for i = 1, ...,m. Thus,

we can write that gi(αj) = s1,i,jα1 + ... + st,i,jαt for 1 ≤ i ≤ m, 1 ≤ j ≤ t and

sk,i,j ∈ R for 1 ≤ i ≤ m, 1 ≤ j, k ≤ t. Further, since αjαk are elements in S for

1 ≤ j, k ≤ t, we may express each of these products as an R-linear combination of

α1,...,αt. Using the expressions for gi(αj) and repeatedly using the expressions for

αjαk, we can express N (a) = g1(a) · ... · gm(a) = F1α1 + ... + Ftαt, where F1, ..., Ft

are polynomials in r1, ..., rt with coefficients in R (the coefficients of F1, ..., Ft are

functions of sk,i,j and the coefficients of α1, ..., αt in the linear expressions for αjαk).

By the preceding paragraph, N (a) ∈ P βF (c)+d−1. Set F = {F1, ..., Ft} and denote βF

by β. So F1α1 + ... + Ftαt ∈ P β(c)+d−1 ⊆ P β(c)+d−1S. So we must have, F1, ..., Ft ∈

P β(c)+d−1S. Then, since F1, ..., Ft ∈ R, we have that

F1, ..., Ft ∈ P β(c)+d−1S ∩R ⊆ P β(c)+d−1S ∩R = P β(c)+d−1 = P β(c)+d−1

(where the first containment follows from persistence of integral closure and the

first equality follows from proposition 1.6.1, page 16, [HS06]). Further, since R is a

regular local ring, given an ideal I of R, we have that In+d−1 ⊆ In by a version of

the Briançon-Skoda theorem (theorem 2.1, [LT81]). In particular, P n+d−1 ⊆ P n for

all positive integers n. So F1, ..., Ft ∈ P β(c).

Then we claim that a ∈ P cS. We consider two cases: (1) r1, ..., rt ∈ P c and (2)

rj /∈ P c for some j ∈ {1, ..., t}. In case (1), a = r1α1 + ... + rtαt ∈ P cS. Now

consider case (2) and suppose that rj /∈ P c for some j ∈ {1, ..., t}. Then, since

Fj(r1, ..., rt) ≡ 0 mod P β(c) for 1 ≤ j ≤ t, by the strong approximation property

for the pair (R,P ) (theorem 4.1.4), there exists a set of elements, say, s1, ..., st ∈ R

such that Fj(s1, ..., st) = 0 for 1 ≤ j ≤ t and sk ≡ rk mod P c. Since N (a) =

F1α1 + ...+Ftαt, we get that N (s1α1 + ...+stαt) = 0. Set b = s1α1 + ...+stαt. Then,
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since N (b) is the product of conjugates of b and S is a domain, N (b) = 0 if and only

if b = 0. So b = 0. Now a ≡ b mod P cS, so a ∈ P cS. This proves the claim.

However, this contradicts the choice of a since P cS ⊆ Q1∩...∩Qr and by the choice

of a, a /∈ ∪{Q2, ..., Qr}. So the pair (R,P ) cannot satisfy the strong approximation

property.

4.2 Uniform bounds for an isolated singularity

We are able to obtain a linear bound for the growth of contractions of symbolic

powers of prime ideals from certain integral extensions of an isolated singularity. We

will need a couple of results from literature before we can state this proposition.

Huneke-Katz-Validashti obtain a linear bound for the growth of symbolic powers

of prime ideals in an isolated singularity (corollary 3.10, [HKV09]).

Theorem 4.2.1. [HKV09] Let (R,m) be an equicharacteristic local domain such that

R is an isolated singularity. Assume that R is either essentially of finite type over a

field of characteristic zero or R has positive characteristic, is F-finite and analytically

irreducible. Then there exists a positive integer h ≥ 1 with the following property:

for every prime ideal P of R such that P 6= m, P (hn) ⊆ P n for all positive integers

n.

Note 4.2.2. Note that we can disregard the condition P 6= m in theorem 4.2.1 since

m(hn) = mhn ⊆ mn for all positive integers n.

We will also need a uniform Briançon-Skoda theorem due to Huneke (theorem

4.13, [Hun92]).

Theorem 4.2.3. [Hun92] Let R be a Noetherian reduced ring. Suppose that R

satisfies one of the following:
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1. R is essentially of finite type over an excellent Noetherian local ring.

2. R is characteristic p and F -finite.

3. R is essentially of finite type over Z.

Then there exists a positive integer k such that for all ideals I of R, In ⊆ In−k for

all positive integers n ≥ k.

We can now state and prove our result.

Proposition 4.2.4. Let (R,m) be an equicharacteristic local domain such that R

is an isolated singularity. Assume that R is either essentially of finite type over a

field of characteristic zero or R has positive characteristic, is F-finite and analytically

irreducible. Let K = Frac(R) and L be a finite Galois extension field of K. Suppose

that S is the integral closure of R in L. Then there exist positive integers r, k such

that for any prime ideal Q of S we have that Q(rn) ∩R ⊆ (Q∩R)n−k for all positive

integers n ≥ k.

Proof. Suppose that a ∈ Q(N) ∩ R. Then, by theorem4.1.7, there exists a positive

integer s independent of Q such that as ∈ P (N), where P = Q∩R. Set N = hsn for

some positive integer n, where h is as in theorem 4.2.1. Then P (N) = P (hsn) ⊆ P sn

(where the containment follows from theorem 4.2.1 and note 4.2.2). So as ∈ P sn.

Now, if bl ∈ I l for some ideal I, then, b satisfies the monic equation xl − bl = 0

and is thus integral over I. Thus, a ∈ P n. Finally, since R satisfies the hypothesis

of theorem 4.2.3, there exists a positive integer, say k such that for all ideals I of

R In ⊆ In−k. So a ∈ P n ⊆ P n−k. Thus, Q(hsn) ∩ R ⊆ (Q ∩ R)n−k for all positive

integers n ≥ k. Setting r = hs, we get that Q(rn) ∩ R ⊆ (Q ∩ R)n−k for all positive

integers n ≥ k.



104

Corollary 4.2.5. Let (R,m) be an equicharacteristic local domain such that R is

an isolated singularity. Assume that R is either essentially of finite type over a field

of characteristic zero or R has positive characteristic, is F-finite and analytically

irreducible. Let K = Frac(R) and L be a finite Galois extension field of K. Suppose

that S is the integral closure of R in L. Then there exists a positive integer c such

that for any prime ideal Q of S, we have that Q(cn) ∩ R ⊆ (Q ∩ R)n for all positive

integers n.

Proof. By proposition 4.2.4, there exist positive integers r, k such that for any prime

ideal Q of S, we have that Q(rn) ∩ R ⊆ (Q ∩ R)n−k all positive integers n. Thus,

Q(r(n+k)) ∩ R ⊆ (Q ∩ R)n. Since nk ≥ k, we have that Q(r(n+nk)) ⊆ Q(hs(n+k)). Set

c = r(k + 1) to get Q(cn) ∩R ⊆ (Q ∩R)n.

4.3 Uniform bounds for normal subrings of equicharacteristic, regular
rings

In the previous sections, we obtained uniform bounds for symbolic powers of

prime ideals in integral extensions of certain rings using the uniform bounds for

symbolic powers of prime ideals in the base ring. In this section, we explore the

other direction. We obtain bounds for symbolic powers of prime ideals in normal

subrings of equicharacteristic, regular rings using the bounds in the overring. We

first need a couple of lemmas.

Lemma 4.3.1. Let R ⊆ S be an integral extension of domains. Let P be a prime

ideal in R. Let J = {s ∈ S : sn+p1s
n−1+...+pn = 0 for some n and some pi ∈ P , 1 ≤

i ≤ n} (i.e. J is the set of elements of S that satisfy a monic polynomial with non-

leading coefficients in P ). Then J is a radical ideal of S and in fact,
√
PS = J .

Proof. Let u ∈ J and v ∈ S. Then u satisfies a monic polynomial with non-leading
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coefficients in P . Say, un + p1u
n−1 + ... + pn = 0 with pi ∈ P for 1 ≤ i ≤ n. Also,

since S is integral over R, v satisfies a monic polynomial with coefficients in R. Say,

vn+r1v
n−1 + ...+rm = 0 with rj ∈ R for 1 ≤ j ≤ m. Set f(x) = xn+p1x

n−1 + ...+pn

and g(x) = xn + r1x
n−1 + ...+ rm. Then f(x) is the characteristic polynomial of the

n× n matrix U ∈ Rn×n given by

U =



−p1 −p2 . . . −pn−1 −pn

1 0 . . . 0 0

0 1 0 0

. . . . .

. . . . .

. . . . .

0 0 . . . 1 0


and g(x) is the characteristic polynomial of the m×m matrix V ∈ Rm×m given by

V =



−r1 −r2 . . . −rn−1 −rm

1 0 . . . 0 0

0 1 0 0

. . . . .

. . . . .

. . . . .

0 0 . . . 1 0



.

Then u is an eigenvalue for U and v is an eigenvalue for V . So uv is an eigenvalue

for U ⊗R V . For if µ, ν are eigenvectors corresponding to u and v respectively, then,

(U ⊗R V )(µ⊗R ν) = Uµ⊗R V ν = uµ⊗R vν = uv(µ⊗R ν).

Then U ⊗R V is as follows.
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U ⊗R V =



p1r1 p1r2 . . . p1rm p2r1 . . . p2rm . . pnr1 . . . pnrm
−p1 0 . . . 0 −p2 0 . . . −pn 0
0 −p1 0 . . . 0 −p2 . . . −pn 0
. . . . . . .
. . . . . . .
. . . . . . .
0 . . . 0 −p1 0 . . . 0 −p2 0 . . . −pn
−r1 −r2 . . . −rm
1 0 . . . 0
0 1 0
. . . .
. . . .
. . . .
0 0 . . . 0

−r1 −r2 . . . −rm
1 0 . . 0
0 1 0
. . . .
. . . .
. . .
0 0 . . . 0

−r1 −r2 . . . −rm 0 . . . 0
1 0 . . 0 0 . . . 0
0 1 0 . .
. . . . . .
. . . . . .
. . .
0 0 . . . 0 0 . . . 0


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So uv is the root of the characteristic polynomial (say h(x)) of U ⊗R V . Thus,

h(x) is the determinant of M = xImn − U ⊗R V (where Imn is the identity matrix

of size mn). Expanding along the first row of M we observe the coefficient of every

term of the characteristic polynomial arising from the product of the entries (1, i)

of M for i > 1 with the corresponding minors is an R-linear combination of pjrk

and hence lies in P . We need to account for the product of the (1, 1) entry of M

with the corresponding minor. To compute the (1, 1) minor we can expand along

the second row and observe that the contribution of the product of the (1, 1) entry

with the corresponding minor is the leading monic term xmn and lower degree terms

with coefficients in P . So uv is the root of a monic polynomial with non-leading

coefficients in P . Thus, the set J is closed under multiplication by elements of S.

Now suppose that u, v ∈ J . Then considering P as a subring of S (without

identity), we see that u, v are integral over P . So P [u, v] is a finitely generated P -

module. Hence, P [u + v] is contained in a finitely generated P module and thus,

u+ v ∈ J . Thus, J is closed under addition3.

Finally, if u ∈ J and un + p1u
n−1 + ... + pn = 0 with pi ∈ P for 1 ≤ i ≤ n,

then, multiplying this equation by (−1)n, we get that (−u)n + (−p1)(−u)n−1 + ...+

(−1)npn = 0, which is a monic equation for −u with non-leading coefficients in P . So

J is an ideal of S. Further, if um ∈ J for some m, we have that (um)n + p1(um)n−1 +

...+ pn = 0, which may be rewritten as umn + p1u
m(n−1) + ...+ pn = 0. So u ∈ J , and

thus, J is a radical ideal. Clearly any element in P satisfies a monic linear polynomial

with the non-leading coefficient in P , so P ⊆ J and thus, PS ⊆ J and since J is

radical, we have that
√
PS ⊆ J . Conversely, if u ∈ J and un + p1u

n−1 + ...+ pn = 0

3Alternately, we may prove that J is closed under addition as follows: suppose that u, v ∈ J , then, u, v satisfy
monic polynomials with coefficients in P . So u, v are eigenvalues of matrices U ∈ Rn×n and V ∈ Rm×m as before
with their first rows consisting of entries in P . Then u + v is the eigenvalue of N = U ⊗R In + Im ⊗R V , where
Im, In are identity matrices of size m,n respectively. Then u+ v is a root of M = det(xImn −N). Expanding M as
before we get the desired result.
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with pi ∈ P for 1 ≤ i ≤ n, then, un = −p1u
n−1 − ... − pn ∈ PS. So un ∈ PS and

hence, u ∈
√
PS. Thus, J =

√
PS.

Lemma 4.3.2. Let R be a ring and I, J be ideals of R such that there exists a positive

integer n such that for any element r ∈ I, we have that rn ∈ J . If n! is invertible in

R, then, In ⊆ J .

Proof. Any element of In is a finite sum of products of n elements of I. So it suffices

to prove that for any elements r1, ..., rn ∈ I, we have that Πn
i=1ri ∈ J . Now, by the

multinomial theorem,

(r1 + ...+ rn)n = Σk1+...+kn=n(
n!

k1!...kn!
)Πn

i=1r
ki
i

Then we can write that n!Πn
i=1ri = (r1 + ...+ rn)n−Σ1≤i≤n(r1 + ...+ ri−1 + ri + ...+

rn)n + Σ1≤i 6=j≤n(r1 + ...ri−1 + ri+1 + ...rj−1 + rj+1... + rn)n − ... + Σ1≤i≤n(−1)n−1rni .

Now every term on the right hand side of the preceding equation lies in J since the

nth power of every element of I lies in J . So n!Πn
i=1ri ∈ J . Assuming, n! is invertible

in R, we get that Πn
i=1ri ∈ J . Thus, In ⊆ J .

Proposition 4.3.3. Let R ⊆ S be a module-finite extension of domains. Let L =

Frac(S) and let K = Frac(R). Then L/K is a finite extension and let δ = [L : K].

Let P be any prime ideal in R. Then (
√
PS)δ ⊆ PS.

Proof. The arguments in this proof mimic those in proposition 3.10, [Hoc71]. Con-

sider J = {s ∈ S : sn + p1s
n−1 + ...+ pt = 0 for some n and some pi ∈ P , 1 ≤ i ≤ t}.

By lemma 4.3.1, J =
√
PS. If s ∈ S is any element, its minimal monic polynomial

over K, say fmin(x), has all its coefficients in R (theorem 2.1.17, page 29, [HS06]).

Further, if s ∈
√
PS it satisfies a monic polynomial with non-leading coefficients

in P since J =
√
PS. Then fmin(x)|f(x), and consequently, all the non-leading
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coefficients of fmin(x) must be in P (lemma 8.31, page 111, [Pes96]). Suppose

that fmin(x) = xl + p1x
l−1 + ... + pl. Then sl + p1s

l−1 + ... + pl = 0 and thus,

sl = −p1s
l−1 − ... − pl ∈ PS. Since δ = [L : K], the degree of the minimal monic

polynomial of any element of L over K is at most δ. In particular, l ≤ δ. So sδ ∈ PS.

Thus,
√
PS is an ideal such that for every element s ∈

√
PS, we have that

sδ ∈ PS. Then, by lemma 4.3.2, (
√
PS)δ ⊆ PS.

Theorem 4.3.4. Let R ⊆ S be an extension of domains such that S is finitely gener-

ated over R by r elements. Assume that R is normal and S is regular, equicharacteris-

tic, dimension d <∞. Assume that r! is invertible in S. Then there exists a positive

integer h such that for any prime ideal P of R, we have that P (hn) ⊆ (P n−d+1S)∩R

and P (hn) ⊆ P n for all positive integers n.

Proof. Let P be a prime ideal in R and let Q1, ..., Qm be the prime ideals of S lying

over P .

We claim that Q1, ..., Qm is the set of minimal primes of PS. We have that

P ⊆ Qi since Qi lies over P and hence, PS ⊆ Qi. If Q is a prime ideal of R such

that PS ⊆ Q ( Qi, then, P ⊆ PS ∩ R ⊆ Q ∩ R ⊆ Qi ∩ R = P . So we must have

equality throughout and thus, Q ∩ R = P . So by the lying over theorem, we have

that Q = Qi. So Q1, ..., Qm are minimal over PS. Conversely, if Q′ is any minimal

prime ideal of PS, then, since P ⊆ Q
′ , Q′ ∩R = P

′ is a prime ideal in R containing

P . Then, by the going down theorem, there exists a prime ideal Q in S such that

Q ⊆ Q
′ and Q ∩ R = P . However, this contradicts the minimality of Q′ as a prime

ideal containing PS since P ⊆ PS ⊆ Q ⊆ Q
′ . So the set of minimal prime ideals of

PS is precisely {Q1, ..., Qm}. In particular,
√
PS = Q1 ∩ ... ∩Qm.

Now for any prime ideal of p of S with height h, we have that p(hn) ⊆ pn for all

positive integers n (theorem 2.1, [HH07]). In particular, we have that p(dn) ⊆ pn, and
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thus, Q(dn)
i ⊆ Qn

i for 1 ≤ i ≤ m. Suppose that u ∈ P (dn) for some positive integer

n. Then there exists w ∈ R \ P such that wu ∈ P dn. Therefore, w ∈ S \ Qi for if

w ∈ Qi then, w ∈ Qi ∩ R = P , which contradicts the choice of w. Hence, wu ∈ Qdn
i

for 1 ≤ i ≤ m. Thus, u ∈ Q(dn)
i . Then u ∈ Q(dn)

1 ∩ ... ∩ Q(dn)
m ⊆ Qn

1 ∩ ... ∩ Qn
m. So

um ∈ Qn
1 ...Q

n
m. Since S is module-finite over R, the number of prime ideals of S lying

over a prime ideal of P is at most the number of generators of S as an R-module,

viz., r. In particular, m ≤ r. Consequently, ur ∈ Qn
1 ...Q

n
m. Now

Qn
1 ...Q

n
m = (Q1..Qm)n ⊆ (Q1 ∩ ... ∩Qm)n = (

√
PS)n.

Thus, ur ∈ (
√
PS)n.

Thus, if u ∈ P (dm), then, ur ∈ (
√
PS)m for every positive integer m. Replacing

m by r2n, we get that u ∈ P (dr2n) implies that ur ∈ (
√
PS)r

2n. Let L = Frac(S) and

let K = Frac(R). Now, since R ⊆ S is a module finite extension with S generated

by r elements as an R-module, the extension L/K is finite and [L : K] ≤ r. It

follows from proposition 4.3.3 that (
√
PS)r

2n ⊆ (PS)rn. So ur ∈ (PS)rn. Thus,

u satisfies the monic equation xr − ur = 0 over (PS)n. Hence, u ∈ (PS)n. Now

(PS)n ⊆ (PS)n−d+1 for all n ≥ d (theorem 2.1, [LT81]). Thus, u ∈ (PS)n−d+1. Also,

since u ∈ R, we have that u ∈ P n−d+1S ∩R. So P (dr2n) ⊆ P n−d+1S ∩R. Set h = dr2

to get P (hn) ⊆ P n−d+1 ∩R.

Finally, u ∈ (PS)n ∩R = P nS ∩R = P n by (proposition 1.6.1, page 15, [HS06]).

Hence, P (dr2n) ⊆ P n, i.e., P (hn) ⊆ P n.

Corollary 4.3.5. Under the hypothesis of theorem 4.3.4, if R further satisfies the

hypothesis of theorem 4.2.3, then, there exists a positive integer c, such that for any

prime ideal P of R, we have that P (cn) ⊆ P n for all positive integers n.

Proof. By theorem 4.3.4, there exists a positive integer h, such that for any prime
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ideal P of R, we have that P (hn) ⊆ P n. If R further satisfies the hypothesis of theorem

4.2.3, then, there exists a positive integer k independent of P such that P n ⊆ P n−k

for all positive integers n ≥ k. Thus, P (hn) ⊆ P n−k. Hence, P (h(n+k)) ⊆ P n for

all positive integers n. Since h, k ≥ 1, we have that nhk ≥ hk. Consequently,

P (hn+hnk) ⊆ P (hn+hk) ⊆ P n. Setting c = h(k + 1), we get that P (cn) ⊆ P n for all

positive integers n.

We end this section with a couple of results on uniform bounds in certain integral

extensions of normal domains.

Proposition 4.3.6. Let R be a normal Noetherian domain. Let K = Frac(R) and

L be a finite Galois extension field of K. Let S be the integral closure of R in

L. Then there exists a positive integer δ such that if P is a prime ideal in R with

a unique prime ideal, say Q, of S lying over P , then, Q(nδ) ⊆ P nSP ∩ S (where

SP = (R \ P )−1S) for all positive integers n.

Proof. In this set-up, S is a finitely generated R-module (Corollary V.4.1, page 265,

[ZS75]). Further, L = Frac(S) (proof of theorem V.7, page 264, [ZS75]) and L/K is

a finite extension. Let [L : K] = δ Then, by proposition 4.3.3, (
√
PS)δ ⊆ PS.

We show that Q =
√
PS. Suppose that q is a minimal prime of PS. Then

q ∩R = p and since q ⊇ PS, p ⊇ P . Then, by the going down theorem, there exists

a prime ideal Q in S such that q ⊇ Q and Q ∩ R = P . Since Q is the only prime

ideal lying over P , we have that Q = Q. However, since q is a minimal prime of PS

and Q ⊇ P and hence Q ⊇ PS, we must have, q = Q. Thus, Q is the only minimal

prime of PS and hence, Q =
√
PS.

Thus, we have that Qδ ⊆ PS.

Let R′ = RP , P
′

= PRP , W = R \ P , S ′ = W−1S, Q′ = QS
′ . We claim that S ′
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is a local ring with maximal ideal Q′ . For Q′ ∩ R′ = W−1(Q ∩ R) = W−1P = P
′ .

Hence, Q′ is maximal (corollary 5.8, page 61, [AM94]). Further, m 6= Q
′ is a maximal

ideal in S ′ , which implies that m ∩ R′ is maximal (corollary 5.8, page 61, [AM94]),

so that m ∩R′ = P
′ . Then m ∩ S 6= Q (corollary 3.11.iv, page 41, [AM94]), and

(m ∩ S) ∩R = m ∩R = (m ∩R′) ∩R = P
′ ∩R = P.

However, this contradicts the hypothesis that there is only one prime ideal of S lying

over R. This proves the claim.

Let a ∈ Q(nδ) for some positive integer n. Then there exists an element w ∈ S \Q

such that wa ∈ Qnδ ⊆ P nS. Then wa ∈ P nSP ∩ S. Now Q
′

= QS
′

= W−1Q =

W−1(
√
PS) =

√
W−1(PS) =

√
P ′S ′ . Further, P nSP = P

′nS
′ , so that

√
P nSP =

√
P ′nS ′ =

√
P ′S ′ = Q

′ . Since
√
P nSP = Q

′ is maximal in S ′ , P nSP is Q′-primary

(proposition 4.2, page 51, [AM94]) and hence, P nSP ∩ S is Q-primary (proposition

4.8.ii, page 53, [AM94]). Hence, a ∈ P nSP ∩ S. Thus, Q(nδ) ⊆ P nSP ∩ S.

Proposition 4.3.7. Let R be a normal Noetherian domain. Let K = Frac(R) and

L be a finite Galois extension field of K. Let S be the integral closure of R in L.

Let G be the Galois group of L/K. Let Q be a prime ideal in S and let P = Q ∩R.

Let H be the subgroup of G that stabilizes Q. Let Q1, ..., Qt be the set prime ideals

in S lying over P with Q = Q1. Let LH be the subfield of L consisting of elements

of L fixed by every element in H. Let SH be the integral closure of R in LH . Then

there exists a positive integer δ independent of Q such that Q(nδ) ⊆ P n
HSPH ∩S, where

PH = Q∩SH and SPH = (SH \PH)−1S. Further, P (n)
H is generated by those elements

P
(n)
H that do not lie in any of Q2 ∩ SH , ..., Qt ∩ SH .

Proof. The extension L/LH is Galois with Galois group H. We also have Frac(SH) =

LH (proof of theorem V.7, page 264, [ZS75]). Since H acts transitively on the set
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of prime ideals in S lying over PH ((proposition VII.2.1, page 340, [Lan02]) and H

stabilizes Q, Q is the only prime ideal in S lying over PH . Also, S is the integral

closure of SH in L, since every element of L integral over SH is integral over R and

hence lies in S by transitivity of integral dependence. Conversely every element of S is

integral over R and hence over SH . Then, by proposition 4.3.6, there exists a positive

integer δ such that for every positive integer n we have that Q(nδ) ⊆ P n
HSPH ∩ S (in

fact from the proof of proposition 4.3.6 it follows that δ = [L : LH ]).

Now let J be the ideal generated by those elements P (n)
H that do not lie in any

of Q2 ∩ SH , ..., Qt ∩ SH . Then P (n)
H ⊆ J ∪ (∪ti=2(Qi ∩ SH). Therefore, by the prime

avoidance lemma, either P (n)
H ⊆ J or P (n)

H ⊆ Qi ∩ SH for some i ∈ {2, ..., t}. The

latter case cannot be true, for then, taking radicals we get that PH ⊆ Qi∩SH . Then,

since Q,Qi lie over P , we have that

Q ∩R = (Q ∩ SH) ∩R = PH ∩R = P = Qi ∩R = (Qi ∩ SH) ∩R.

Then, since SH is integral over S and PH , Qi ∩ SH lie over the same prime with the

former contained in the latter, by the lying over theorem, PH = Qi ∩ SH . Hence,

Q,Qi lie over the same prime ideal in SH . This is a contradiction, since the Galois

group of L/LH is H and hence H acts transitively on the set of prime ideals lying

over any prime ideal in S. However, by hypothesis, H stabilizes Q. Hence, we must

have that P (n)
H ⊆ J , and since J ⊆ P

(n)
H , by definition, we get that P (n)

H = J .



CHAPTER 5

Results on general contractions of powers of ideals

In this chapter we examine a few questions on more general contractions of powers

of ideals in a ring from an overring. Given an extension of Noetherian rings R ⊆ S,

and an ideal I in S, we would like to understand the growth behavior of In ∩ R as

n varies over positive integers. In particular, we would like to study when the ring

⊕∞i=0(In ∩ R) is Noetherian. We obtain some results for the case when S = R[x],

where x is an indeterminate over R. We consider the following question: if I is an

ideal in R[x], when is it true that In ∩ R = (I ∩ R)n? We show that this is false

in general if R is polynomial ring over a field in more than 1 indeterminate. We

also show that the rings ⊕∞i=0(In ∩ R) are Noetherian for certain kinds of ideals I

generated by one binomial and several monomials in polynomial rings R in several

indeterminates over a field.

5.1 Contractions of powers of ideals versus powers of contractions of
ideals

Question 5.1.1. Let R be a Noetherian ring and x an indeterminate over R. If I

is an ideal in R[x], when is it true that In ∩R = (I ∩R)n for all positive integers n?

We can find counterexamples to question 5.1.1 in all polynomial ringsK[x1, ..., xn],

where n > 1 and K is a field of characteristic zero. For example, if R = K[x, a, b],

114
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S = K[a, b], where K is a field of characteristic 0 and I = (x2 +a, ax, bx), then, it can

be shown that I2∩R = (a2b, a3)S and I∩R = (a2, ab)S. Then a3 ∈ (I2∩R)\(I∩R)2.

We prove a generalization of this example in the following proposition.

Proposition 5.1.2. Let R = K[x, y, y1, ..., yd], S = K[y, y1, ..., yd], where K is a field

and char(K) = 0. Let I = (xk+y, yx, µ1x, ..., µmx, η1, ..., ηt)R, where µ1, ..., µm, η1, ..., ηt

are monomials in S and k is a positive integer. Let Jn = In ∩ S. Then

Jn = (((y k
√
y, µ1

k
√
y, ..., µm k

√
y, η1, ..., ηt)

nS[ k
√
y]) ∩ S) ∩ ((y, η1, ..., ηt)

nS).

Further, Jn is generated by monomials of the form yu+duke−i1−...−imµi11 ...µimm η
u1
1 ...η

ut
t ,

where i1, ..., im, u, u1, ..., ut are non-negative integers such that 0 ≤ i1 + ...+ im ≤
⌈
u
k

⌉
and u+ u1 + ...+ ut = n.

Proof. We first show that Jn is a monomial ideal. Consider a Zd+2
≥0 grading on R,

where deg(x) = (1, 0, ..., 0), deg(y) = (k, 0, ..., 0) and

deg(yi) = (0, ..., 0, k︸︷︷︸
(i+2)th position

, 0, ..., 0).

Then all monomials are homogeneous and so is xk + y (of degree (k, 0, ..., 0)). Thus,

I is a homogeneous ideal in R with respect to this grading. So the ideals In are

also homogeneous for all positive integers n. Consider the induced grading on S.

Then the ideals Jn are also homogeneous. However, the induced grading on S is the

standard multigrading on S and under this grading the only homogeneous elements

are monomials and hence the only homogeneous ideals are monomial. So Jn is

monomial for all positive integers n.

We now show that each of the purported generators of Jn is actually an element of

Jn. We may write that (y, η1, ..., ηt)
nS = ({yuηu1

1 ...η
ut
t : u+ u1 + ...+ ut = n})R. Fix

non-negative integers u, u1, ..., ut such that u+u1 + ...+ut = n and let β = ηu1
1 ...η

ut
t .
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Fix a positive integer n and non-negative integers i1, ..., im such that 0 ≤ i1+...+im ≤⌈
u
k

⌉
. Let η =

⌈
u
k

⌉
− i1 − ...− im. Finally, let η + u = α.

We have that

yαµi11 ...µ
im
m β = (xk + y)αµi11 ...µ

im
m β

−xkd
u
ke−uΣα−1

i=0

(
α

i

)
(yx)i(µ1x)i1 ...(µmx)im(xk+1)α−i−d

u
keβ.

Note that (xk +y)α ∈ Iα = Iη+u and η =
⌈
u
k

⌉
− i1− ...− im ≥ 0 as i1 + ...+ im ≤

⌈
u
k

⌉
.

Also, β ∈ Iu1+...+ut . Hence, (xk + y)ηµi11 ...µ
im
m β ∈ Iη+u+u1+...+ut = Iη+n ⊆ In.

Also, xk+1 = x(xk + y) − (yx) ∈ I. So (yx)i(µ1x)i1 ...(µmx)im(xk+1)α−i−d
u
keβ ∈

I i+i1+...+im+(η+u−i−duke)+u1+...+ut = Iu+u1+...+ut = In. So the right hand side of the

above equation lies in In. So yαµi11 ...µimm β ∈ In ∩ S = Jn.

Let J ′n = (((y k
√
y, µ1

k
√
y, ..., µm k

√
y, η1, ..., ηt)

nS[ k
√
y])∩S)∩ ((y, η1, ..., ηt)

nS). Note

that each ideal in this intersection is a specialization of In (to x = k
√
y and to x = 0).

Consequently, Jn ⊆ J
′
n. Now any monomial in J

′
n is a multiple of a monomial in

S[ k
√
y] of the form

(y k
√
y)j(µ1

k
√
y)j1 ...(µm k

√
y)jmηv1

1 ...η
vt
t

where j1, ..., jm, v1, ..., vt are non-negative integers such that j+j1 + ...+jm+v1 + ...+

vt = n and j+
⌈
j+j1+...+jm

k

⌉
+v1 + ...+vt ≥ n. Let v = j+ j1 + ...+ jm. Then we have

that v+v1+...+vt = n and j+
⌈
v
k

⌉
+v1+...+vt ≥ n. Equivalently, j+

⌈
v
k

⌉
+n−v ≥ n

or v−j ≤
⌈
v
k

⌉
, i.e., j1 + ...+jm ≤

⌈
v
k

⌉
. The exponent of y in such a typical monomial

is j+
⌈
j+j1+...+jm

k

⌉
= n− (v1 + ...+ vt)− (j1 + ...+ jm) +

⌈
v
k

⌉
= v− j1− ...− jm +

⌈
v
k

⌉
.

In other words, every monomial in J ′n is a multiple of a monomial of the form

yv+d vke−j1−...−jmµj11 ...µjmm ηv1
1 ...η

vt
t

where j1, ..., jm, v1, ..., vt are non-negative integers such that j1 + ... + jm ≤
⌈
v
k

⌉
and

v + v1 + ... + vt = n. Now, by the preceding paragraph, each of these monomials
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is in Jn. So we have that J ′n = Jn. This completes the proof of the proof of the

proposition.

We now prove another proposition about the behavior of ideals in polynomial

rings under elimination of variables.

Proposition 5.1.3. Let R = k[x1, ..., xm, y1, ..., yn] be a polynomial ring over a field

k. Let f1, ..., ft be monomials in R such that f1, ..., ft is a regular sequence (equiv-

alently, any indeterminate x1, ..., xm, y1, ..., yn divides at most one of f1, ..., ft). Let

A = k[f1, ..., ft] ⊆ R. Let S = k[y1, ..., yn]. We may assume, without loss of general-

ity, f1, ..., fj /∈ S and fj+1, ..., ft ∈ S for some j ∈ {1, ..., t}. Let T = k[fj+1, ..., ft].

Let I be an ideal in A. Then IR ∩ S = (IR ∩ T )S.

Proof. Consider the lexicographic monomial order on R, denoted ≤, where yn < ... <

y1 < xm < ... < x1 and impose the induced order on R,A, T . Let I = (g1, ..., gd) be

an ideal in A such that g1, ..., gd is a Gröbner basis for I.

We claim that g1, ..., gd is a Gröbner basis for IR. Let inR(f) denote the initial

term of an element f in a ring R with respect to a given monomial order. The set of

monomials in A is a subset of monomials in R since f1, ..., ft are monomials. Since

the monomial ordering on A is induced from R, we have that inA(g) = inR(g) for

all g ∈ A. In particular, inA(gi) = inR(gi) for 1 ≤ i ≤ d. Further, since f1, ..., ft is

a regular sequence of monomials in R, gcdA(µ, ν) = gcdR(µ, ν) for any monomials

µ, ν ∈ A. Let ∆A
ij = gcdA(inA(gi), inA(gj)) and ∆R

ij = gcdR(inR(gi), inR(gj)). Then

we have that ∆A
ij = ∆R

ij for 1 ≤ i, j ≤ d. Let Gij =
in(gj)

∆ij
gi − in(gi)

∆ij
gj, where

∆ij = ∆A
ij = ∆R

ij for 1 ≤ i, j ≤ d and in(gi) = inA(gi) = inR(gi) for 1 ≤ i ≤ d. Then,

by the Buchberger criterion, there is a standard expression for Gij with respect to

g1, ..., gd such that the remainder in the standard expression is zero for 1 ≤ i 6= j ≤ d.
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So we may write that

Gij = Σd
k=1qijkgk (*)

where qijk ∈ A and if qijkgk 6= 0, then, inA(qijkgk) ≤ inA(Gij). Then (*) holds in

R and since inA(g) = inR(g) for all g ∈ A, we have that inR(qijkgk) ≤ inR(Gij). So

(*) is a standard expression for Gij in R for 1 ≤ i 6= j ≤ d. Thus, the Gij have

standard expressions with respect to g1, ..., gd with zero remainder in R and hence

by the Buchberger criterion, g1, ..., gd is Gröbner basis for IR.

Now, by the elimination theorem, IR∩S is generated by {g1, ..., gd}∩S. Also, by

elimination theorem, I∩T is generated by {g1, ..., gd}∩T . However, by construction,

{g1, ..., gd}∩S = {g1, ..., gd}∩T . Thus, (I∩T )S = ({g1, ..., gd}∩T )S = ({g1, ..., gd}∩

S)S = IR ∩ S.

Now, since f1, ..., ft is a regular sequence, A ⊆ R is flat (proposition A.73, page

313, [Vas04]). Further, since (f1, ..., ft)R ⊆ (x1, ..., xm, y1, ..., ym)R ( R, A ⊆ R is

faithfully flat. So for any ideal J in A, J = JR ∩ A. Then I ∩ T = (IR ∩ A) ∩

T = IR ∩ T , where the last equality follows from T ⊆ A. Then, by the preceding

paragraph, IR ∩ S = (I ∩ T )S = (IR ∩ T )S.

5.2 Finite generation of certain Rees rings with respect to contracted
ideals

Let R[x] be a polynomial ring in one indeterminate over a ring R. Let I be an ideal

of R. Let Jn = In ∩ R. Then Jn1Jn2 = (In1 ∩ R)(In2 ∩ R) ⊆ In1+n2 ∩ R = Jn1+n2 .

Thus, the set of ideals {Jn}n∈Z≥0
with J0 = R is a filtration. We now raise the

following question.

Question 5.2.1. Let R[x] be the polynomial ring in one indeterminate over a ring

R. Let I be an ideal of R. Let Jn = In ∩R. Is the ring R⊕J1⊕J2⊕ ... Noetherian?
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We show that the answer to question 5.2.1 is yes for the ideals considered in

proposition 5.1.2.

Proposition 5.2.2. Let R = K[x, y, y1, ..., yd], S = K[y, y1, ..., yd], where K is a field

of characteristic 0. Let I = (xk+y, yx, µ1x, ..., µmx, η1, ..., ηt)R, where µ1, ..., µm, η1, ..., ηt

are monomials in S and k is a positive integer. Let Jn = In ∩ S. Then the ring

R⊕ J1 ⊕ J2 ⊕ ... is Noetherian.

Proof. We show that JnkJk = J(n+1)k for all positive integers n. We only need to

show that J(n+1)k ⊆ JnkJk. By proposition 5.1.2,

Jn = ({yu+duke−i1−...−imµi11 ...µimm η
u1
1 ...η

ut
t : i1 + ...+ im ≤

⌈u
k

⌉
, u+ u1 + ...+ ut = n}).

Then

Jnk = ({yv+d vke−j1−...−jmµj11 ...µjmm ηv1
1 ...η

vt
t : j1 + ...+ jm ≤

⌈v
k

⌉
, v+v1 + ...+vt = nk})

and

Jk = ({yw+dwk e−l1−...−lmµl11 ...µlmm η
w1
1 ...ηwtt : l1 + ...+ lm ≤

⌈w
k

⌉
, w+w1 + ...+wt = k}).

So

JnkJk = ({y(v+w)+(d vke+dwk e)−(j1+l1)−...−(jm+lm)µj1+l1
1 ...µjm+lm

m ηv1+w!
1 ...ηvt+wtt :

JnkJk = ({y(v+w)+(d vke+dwk e)−(j1+l1)−...−(jm+lm)µj1+l1
1 ...µjm+lm

m ηv1+w!
1 ...ηvt+wtt :

(j1 + l1) + ...+ (jm + lm) ≤
⌈v
k

⌉
+
⌈w
k

⌉
,

(v + w) + (v1 + w1) + ...+ (vt + wt) = (n+ 1)k}).

So to prove J(n+1)k ⊆ JnkJk we need to show that the monomials yu+dukeηu1
1 ...η

ut
t ,

where u+ u1 + ...+ ut = (n+ 1)k belong to JnkJk. We show this below.



120

First suppose that u = ik, where i ∈ {0, ..., n+1}. Let α = y(i−1)k+d (i−1)k
k eηv1

1 ...η
vt
t =

y(i−1)k+(i−1)ηv1
1 ...η

vt
t , where v1 + ... + vt = nk − (i − 1)k. Then α ∈ Jnk and yk+1 =

yk+d kkeη0
1...η

0
t ∈ Jk. Thus, αyk+1 = yik+iηv1

1 ...η
vt
t ∈ JnkJk. Note (ik) + v1 + ...+ vt =

ik + nk − (i − 1)k = (n + 1)k. Thus, αyk+1 = yu+dukeηu1
1 ...η

ut
t with u = ik, ur = vr

for 1 ≤ r ≤ t and u+ u1 + ...+ ut = (n+ 1)k.

Now suppose that u = ik + j, where i ∈ {0, ..., n} and j ∈ {1, ..., k − 1}. Let

α = yik+d ikk eηv1
1 ...η

vt
t = yik+iηv1

1 ...η
vt
t , where v1 + ... + vt = nk − ik. Then α ∈ Jnk.

Let β = yj+d
j
keηw1

1 ...ηwtt = yj+1ηw1
1 ...ηwtt , where w1 + ... + wt = k − j. Then β ∈ Jk.

Thus, αβ = yu+dukeηu1
1 ...η

ut
t with u = ik + j, ur = vr + wr for 1 ≤ r ≤ t and

u+u1+...+ut = ik+j+(v1+w1)+...+(vt+wt) = ik+j+(v1+...+vt)+(w1+...+wt) =

ik + j + nk − ik + k − j = (n+ 1)k.

This complete the proof of the claim that J(n+1)k = JnkJk for all positive integers

n. By induction on n, we get that Jnk = (Jk)
n for all positive integers n. Then, by

lemma 2.2, [Kur94], R⊕ J1 ⊕ J2 ⊕ ... is Noetherian.
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APPENDIX A

A.1 (Q2
1 ∩Q2

2) ∩ S ⊆ mP (general case) - computations

Here, we illustrate the computations discussed in section 3.1.7.

1.

tr(g2
i (x1 + f1)2 + (xi + fi)

2 − 2gi((x1 + f1)(xi + fi)))

= x2
1g

2
i + f 2

1 g
2
i − 2x1xigi − 2f1f2gi + x2

i + f 2
i

= x2
1g

2
i + f 2

1 g
2
i − 2x1xigi − 2f 2

1 g
2
i + x2

i + f 2
1 g

2
i

= x2
1g

2
i − 2x1xigi + x2

i

= x2
1g

2
i − x1xigi − x1xigi + x2

i

= x1gi(x1gi − xi)− xi(x1gi − xi)

∈ mP
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2.

tr(gi(f1 − x1)(x1 + f1)2 + (x1 − f1)(x1 + f1)(xi + fi))

= −x3
1gi + x2

1f1gi − x1f
2
1 gi + f 3

1 gi + x2
1xi − x1xif1 + x1f1fi − f 2

1 fi

= −x3
1gi + x2

1f1gi − x1f
2
1 gi + f 3

1 gi + x2
1xi − x1xif1 + x1f

2
1 gi − f 3

1 gi

= −x3
1gi + x2

1xi + x2
1f1gi − x1xif1

= −x2
1(x1gi − xi) + x1f1(x1gi − xi)

∈ mP

3.

tr(gigj(3f1 − x1)(x1 + f1)2 − 2fi((x1 + f1)(xj + fj)

+(xj − fj)((x1 + f1)(xi + fi))

= −x3
1gigj + 3x2

1f1gigj − x1f
2
1 gigj + 3f 3

1 gigj − 2x1xjf1gi

−2f 2
1 fjgi − x1xif1gj − f 2

1 figj + x1xixj + xjf1fi

= −x3
1gigj + 3x2

1f1gigj − x1f
2
1 gigj + 3f 3

1 gigj − 2x1xjf1gi

−2f 3
1 gjgi − x1xif1gj − f 3

1 gigj + x1xixj + xjf
2
1 gi

= −x3
1gigj + x1xixj + 2x2

1f1gigj − 2x1xjf1gi

+x2
1f1gigj − x1xif1gj + xjf

2
1 gi − x1f

2
1 gigj

Now, −x3
1gigj + x1xixj = −x3

1gj(x1gi − xi)− x1xi(x1gj − xj). So that,

tr(gigj(3f1 − x1)(x1 + f1)2 − 2fi((x1 + f1)(xj + fj)

+(xj − fj)((x1 + f1)(xi + fi))

= −x3
1gj(x1gi − xi)− x1xi(x1gj − xj) + 2x1f1gi(x1gj − xj)

+x1f1gj(x1gi − xi) + f 2
1 gi(xj − x1gj)

∈ mP
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4.

tr(gigj(2f1 − x1)(x1 + f1)2 + x1(xi + fi)(xj + fj)

−fi(x1 + f1)(xj + fj)− fj(x1 + f1)(xi + fi))

= −x3
1gigj + 2x2

1f1gigj − x1f
2
1 gigj + 2f 3

1 gigj + x1xixj

−x1xjfi − x1xifj + x1fifj − 2f1fifj

= −x3
1gigj + 2x2

1f1gigj − x1f
2
1 gigj + 2f 3

1 gigj + x1xixj

−x1xjf1gi − x1xif1gj + x1f
2
1 gigj − 2f 3

1 gigj

= −x3
1gigj + x1xixj + x2

1f1gigj − x1xif1gj

+x2
1f1gigj − x1xjf1gi

Now, −x3
1gigj + x1xixj = −x3

1gj(x1gi − xi)− x1xi(x1gj − xj). So that,

tr(gigj(2f1 − x1)(x1 + f1)2 + x1(xi + fi)(xj + fj)

−fi(x1 + f1)(xj + fj)− fj(x1 + f1)(xi + fi))

= −x3
1gj(x1gi − xi)− x1xi(x1gj − xj) + x1f1gj(x1gi − xi)

+x1f1gi(x1gj − xj)

∈ mP
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5.

tr(gigj(x1 + f1)2 + (xi + fi)(xj + fj)

−gi(x1 + f1)(xj + fj)− gj(x1 + f1)(xi + fi))

= x2
1gigj + f 2

1 gigj − x1xjgi − f1fjgi − x1xigj − f1figj + xixj + fifj

= x2
1gigj + f 2

1 gigj − x1xjgi − f 2
1 gjgi − x1xigj − f 2

1 g2gj + xixj + f 2
1 gigj

= x2
1gigj − x1xjgi − x1xigj + xixj

= x1gi(x1gj − xj)− xi(x1gj − xj)

∈ mP

6.

tr(g2
i gj(4f1 − x1)(x1 + f1)2 + xi(xi + fi)(xj + fj)

−f1g
2
i (x1 + f1)(xj + fj)− 3f1gigj(x1 + f1)(xj + fj))

= −x3
1g

2
i gj + 4x2

1f1g
2
i gj − x1f

2
1 g

2
i gj + 4f 3

1 g
2
i gj

−x1xjf1g
2
i − f 2

1 fjg
2
i − 3x1xif1gigj − 3f 2

1 figigj

+x2
ixj + xififj

= −x3
1g

2
i gj + 4x2

1f1g
2
i gj − x1f

2
1 g

2
i gj + 4f 3

1 g
2
i gj

−x1xjf1g
2
i − f 3

1 gjg
2
i − 3x1xif1gigj − 3f 3

1 g
2
i gj

+x2
ixj + xif

2
1 gigj

= x2
ixj − x3

1g
2
i gj + x2

1f1g
2
i gj − x1xjf1g

2
i

+3x2
1f1g

2
i gj − 3x1xif1gigj + xif

2
1 gigj − x1f

2
1 g

2
i gj
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Now, x2
ixj − x3

1g
2
i gj = −x2

1gjgi(x1gi− xi)− x1xigj(x1gi− xi)− x2
i (x1gj − xj). So

that,

tr(g2
i gj(4f1 − x1)(x1 + f1)2 + xi(xi + fi)(xj + fj)

−f1g
2
i (x1 + f1)(xj + fj)− 3f1gigj(x1 + f1)(xj + fj))

= (−x2
1gjgi − x1xigj)(x1gi − xi)− x2

i (x1gj − xj)

+x1f1g
2
i (x1gj − xj) + 3x1f1gigj(x1gi − xi)

+f 2
1 gigj(xi − x1gi)

∈ mP

7.

tr(g2
i (3f1 − x1)(x1 + f1)2 + (xi − 3fi)(x1 + f1)(xi + fi))

= −x3
1g

2
i + 3x2

1f1g
2
i − x1f

2
1 g

2
i + 3f 3

1 g
2
i − 3x1xif1gi − 3f 2

1 figi + x1x
2
i + xif1fi

= −x3
1g

2
i + 3x2

1f1g
2
i − x1f

2
1 g

2
i + 3f 3

1 g
2
i − 3x1xif1gi − 3f 3

1 g
2
i + x1x

2
i + xif

2
1 gi

= −x3
1g

2
i + x1x

2
i + 3x2

1f1g
2
i − 3x1xif1gi + xif

2
1 gi − x1f

2
1 g

2
i

= −x1(x1gi + xi)(x1gi − xi) + 3x1f1gi(x1gi − xi) + f 2
1 gi(xi − x1gi)

∈ mP

8.

tr((gi(2f1 − x1) + xi)(x1 + f1)2 − 2f1((x1 + f1)(xi + fi)))

= −x3
1gi + x2

1xi − 2x2
1f1gi + 2x2

1fi − x1f
2
1 gi − xif 2

1 + 2x1f1fi

= −x3
1gi + x2

1xi − 2x2
1f1gi + 2x2

1f1gi − x1f
2
1 gi − xif 2

1 + 2x1f
2
1 gi

= −x2
1(gix1 − xi) + f 2

1 (gix1 − xi)

∈ mP
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9.

tr(g3
i (4f1 − x1)(x1 + f1)2 + xi(xi + fi)

2 − 4f1g
2
i (x1 + f1)(xi + fi))

= −x3
1g

3
i + 4x2

1f1g
3
i − x1f

2
1 g

3
i + 4f 3

1 g
3
i − 4x1xif1g

2
i − 4f 2

1 fig
2
i + x3

i + xif
2
i

= −x3
1g

3
i + 4x2

1f1g
3
i − x1f

2
1 g

3
i + 4f 3

1 g
3
i − 4x1xif1g

2
i − 4f 3

1 g
3
i + x3

i + xif
2
1 g

2
i

= x3
i − x3

1g
3
i − x1f

2
1 g

3
i + xif

2
1 g

2
i + 4x2

1f1g
3
i − 4x1xif1g

2
i

= (xi − x1gi)(x
2
i + x1xigi + x2

1g
2
i )− f 2

1 g
2
i (x1gi − xi) + 4x1f1g

2
i (x1gi − xi)

∈ mP

10.

tr(g2
i (2f − x1)(x1 + f1)2 + x1(xi + fi)

2 − 2fi((x1 + f1)(xi + fi)))

= −x3
1g

2
i − x1f

2
1 g

2
i + 2x2

1figi + 2f 2
1 figi + x1x

2
i − 2x1xifi + x1f

2
i − 2f1f

2
i

= −x3
1g

2
i − x1f

2
1 g

2
i + 2x2

1f1g
2
i + 2f 3

1 g
2
i + x1x

2
i − 2x1xif1gi + x1f

2
1 g

2
i − 2f 3

1 g
2
i

= −x3
1g

2
i + x1x

2
i − 2x1xif1gi + 2x2

1f1g
2
i

= −x1(x1gi + xi)(x1gi − xi)− 2x1f1gi(xi − x1gi)

∈ mP



128

11.

tr(g2
i gj(4f1 − x1)(x1 + f1)2 + xj(xi + fi)

2

−2f1g
2
i (x1 + f1)(xj + fj)− 2f1gigj(x1 + f1)(xi + fi))

= −x3
1g

2
i gj + 4x2

1f1g
2
i gj − x1f

2
1 g

2
i gj

+4f 3
1 g

2
i gj − 2x1xjf1g

2
i − 2f 2

1 fjg
2
i − 2x1xif1gigj

−2f 2
1 figigj + x2

ixj + xjf
2
i

= −x3
1g

2
i gj + 4x2

1f1g
2
i gj − x1f

2
1 g

2
i gj

+4f 3
1 g

2
i gj − 2x1xjf1g

2
i − 2f 3

1 gjg
2
i − 2x1xif1gigj

−2f 3
1 g

2
i gj + x2

ixj + xjf
2
1 g

2
i

= −x3
1g

2
i gj + x2

ixj − x1f
2
1 g

2
i gj + xjf

2
1 g

2
i

+2x2
1f1g

2
i gj − 2x1xjf1g

2
i + 2x2

1f1g
2
i gj − 2x1xif1gigj

Now, −x3
1g

2
i gj + x2

ixj = −x2
1gigj(x1gi − xi)− x1xigj(x1gi − xi)− x2

i (x1gj − xj).

So that,

tr(g2
i gj(4f1 − x1)(x1 + f1)2 + xj(xi + fi)

2

−2f1g
2
i (x1 + f1)(xj + fj)− 2f1gigj(x1 + f1)(xi + fi))

= −x2
1gigj(x1gi − xi)− x1xigj(x1gi − xi)− x2

i (x1gj − xj)

−f 2
1 g

2
i (x1gj − xj) + 2x1f1g

2
i (x1gj − xj)

+2x1f1gigj(x1gi − xi)

∈ mP
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12.

tr(gigjgk(2f1 − x1)(x1 + f1)2 + xk(xi + fi)(xj + fj)

−f1gj(xk + fk)(xi + fi)− f1gj(xk + fk)(xj + fj))

= −x3
1gigjgk + 2x2

1f1g1gjgk − x1f
2
1 gigjgk + 2f 3

1 gigjgk

+xixjxk − fixjxk − fjxixk + fifjxk − 2fifjfk

= −x3
1gigjgk + 2x2

1f1g1gjgk − x1f
2
1 gigjgk + 2f 3

1 gigjgk

+xixjxk − f1gixjxk − f1gjxixk + f 2
1 gigjxk − 2f 3

1 gigjgk

= −x3
1gigjgk + xixjxk − x1f

2
1 gigjgk + f 2

1 gigjxk

+x2
1f1g1gjgk − f1gixjxk + x2

1f1g1gjgk − f1gjxixk

Now, −x3
1gigjgk+xixjxk = −x2

1gigj(x1gk−xk)−x1xkgi(x1gj−xj)−xjxk(x1gi−

xi). Also, x2
1f1g1gjgk − f1gixjxk = f1gigjx1(x1gk − xk) + f1gixk(x1gj − xj).

Finally, x2
1f1g1gjgk − f1gjxixk = f1gigjx1(x1gk − xk) + f1gjxk(x1gi − xi). So

that,

tr(gigjgk(2f1 − x1)(x1 + f1)2 + xk(xi + fi)(xj + fj)

−f1gj(xk + fk)(xi + fi)− f1gj(xk + fk)(xj + fj))

= −x2
1gigj(x1gk − xk)− x1xkgi(x1gj − xj)− xjxk(x1gi − xi)

−f 2
1 gigj(x1gk − xk) + f1gigjx1(x1gk − xk) + f1gixk(x1gj − xj)

+f1gigjx1(x1gk − xk) + f1gjxk(x1gi − xi)

∈ mP

Lastly, we need to show the generators of (Q2
1∩Q2

2)∩S arising by applying the trace

map to Q2
1Q

2
2 also lie in mP . We have, Q2

1Q
2
2 = {(xi−fi)(xj−fj)(xi′ +fi′ )(xj′ +fj′ ) :

i, i
′
, j, j

′ ∈ {1, ...,m}}.
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We have,

tr((xi − fi)(xj − fj)(xi′ + fi′ )(xj′ + fj′ ))

= xixi′xjxj′ + fifi′xjxj′ + xixi′fjfj′ − fixi′fjxj′

−fixi′xjfj′ − xifi′fjxj′ − xifi′xjfj′ + fifi′fjfj′

= xixi′xjxj′ − fixi′fjxj′ + fifi′xjxj′ − xifi′fjxj′

+xixi′fjfj′ − fixi′xjfj′ − xifi′xjfj′ + fifi′fjfj′

= xi′xj′ (xixj − fifj) + fifi′xjxj′ − xifi′fjxj′

+xixi′fjfj′ − fixi′xjfj′ − fi′fj′ (xixj − fifj)

= xi′xj′ (xixj − fifj) + fifi′xjxj′ − xixi′xjxj′ + xixi′xjxj′ − xifi′fjxj′

+xixi′fjfj′ − xixi′xjxj′ + xixi′xjxj′ − fixi′xjfj′ − fi′fj′ (xixj − fifj

= xi′xj′ (xixj − fifj) + xjxj′ (fifi′ − xixi′ ) + xixj′ (xi′xj − fi′fj)

+xixi′ (fjfj′ − xjxj′ ) + xi′xj(xixj′ − fifj′ )− fi′fj′ (xixj − fifj)

∈ mP

Thus, every generator of (Q2
1 ∩ Q2

2) ∩ S is in mP , showing (Q2
1 ∩ Q2

2) ∩ S ⊆ mP

as before. So we have shown, using corollary 3.1.6 that under hypothesis (*), P (2) ⊆

mP .
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