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[1] The influence of adiabatic energization and deenergization effects, caused by particle drift in
radial distance, on ring current growth rates and loss lifetimes is investigated. Growth and loss rates
from simulation results of four storms (5 June 1991, 15 May 1997, 19 October 1998, and 25
September 1998) are examined and compared against the y component of the solar wind electric
field (Ey,sw). Energy change rates with and without the inclusion of adiabatic energy changes are
considered to isolate the influence of this mechanism in governing changes of ring current strength.
It is found that the influence of adiabatic drift effects on the energy change rates is very large when
energization and deenergization are considered separately as gain and loss mechanisms, often about
an order of magnitude larger than all other source or loss terms combined. This is true not only
during storm times, when the open drift path configuration of the hot ions dominates the physics of
the ring current, but also during quiet times, when the small oscillation in L of the closed trajectories
creates a large source and loss of energy each drift orbit. However, the net energy change from
adiabatic drift is often smaller than other source and loss processes, especially during quiet times.
Energization from adiabatic drift dominates ring current growth only during portions of the main
phase of storms. Furthermore, the net-adiabatic energization is often positive, because some
particles are lost in the inner magnetosphere before they can adiabatically deenergize. It is shown
that the inclusion of only this net-adiabatic drift effect in the total source rate or loss lifetime
(depending on the sign of the net-adiabatic energization) best matches the observed source and loss
values from empirical Dst predictor methods (that is, for consistency, these values should be
compared between the calculation methods). While adiabatic deenergization dominates the loss
timescales for all Ey,sw values, there is a characteristic decrease in the loss lifetime for higher Ey,sw,
seen computationally and observationally. It is shown that these shorter loss lifetimes at higher Ey,sw

are caused primarily by enhanced dayside flow out. The simulation results show that, on average,
flow out is a larger energy loss term than charge exchange (the next biggest loss term for the ring
current) for all Ey,sw values. INDEX TERMS: 2778 Magnetospheric Physics: Ring current; 2788
Magnetospheric Physics: Storms and substorms; 2753 Magnetospheric Physics: Numerical
modeling; 2730 Magnetospheric Physics: Magnetosphere—inner

1. Introduction

[2] The ring current is not symmetric during the main phase of
geomagnetic storms but, rather, is highly asymmetric in local time
with peak intensity near dusk/midnight. This has been shown
both observationally [e.g., Greenspan and Hamilton, 2000; Jor-
gensen et al., 2001; Burch et al., 2001; Pollock et al., 2001;
Mitchell et al., 2001; Reeves and Spence, 2001] as well as
computationally [e.g., Kozyra et al., 1998; Liemohn et al.,
1999, 2001; Jordanova et al., 1999; Ebihara and Ejiri, 2000;
Kozyra et al., 2002]. Because of this, adiabatic energy gain and
loss due to radial motion in the inner magnetosphere (that is,
drift-induced changes in L shell) should not be considered a
negligible term in the energy balance of the ring current. This

factor was previously considered only as part of the rapid source
term [e.g., Lyons and Williams, 1980; Lee et al., 1983] but was
thought to be insignificant as a loss process because it was
believed the particles were rapidly trapped into Earth-orbiting
trajectories. Any cross-L drift of the captured population was
thought to average to zero. However, because most of the hot ions
(energies greater than about 1 keV, the major carriers of the
energy and thus the current) are on open drift paths [e.g., Chen et
al., 1994], making only one pass through the inner magneto-
sphere, this term can play a large role in the total strength of the
ring current. All of this has implications for the magnitude and
time variability of Dst*, the component of the average ground-
based magnetic perturbation from near-Earth current systems
(mainly the ring current [e.g., Gonzalez et al., 1994]).
[3] In this report, the significance of the adiabatic energy gain

and loss due to radial drift is considered by examining results from
the ion transport model of Liemohn et al. [2001] and Kozyra et al.
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[2002]. These results are then compared with the solar wind
dependencies of various Dst* predictor methods.

2. Approach

[4] This study uses results from a kinetic ring current model that
solves the gyration and bounce-averaged Boltzmann equation
inside of geosynchronous orbit [Fok et al., 1993; Jordanova et
al., 1996; Liemohn et al., 2001],
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for the hot-ion distribution function f of a given ring current
species ( f is related to f * by a conversion to conservative
variables, f * = fR0
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p
). The independent variables in (1)

are time t, geocentric position in the magnetic equatorial plane R?
(R0, j), kinetic energy E, and the cosine of the equatorial pitch
angle m0 (= cos a0). On the right-hand side of (1), energy decay
and pitch angle scattering due to Coulomb collisions with the
thermal electrons and ions in the magnetosphere stochastically
rearrange the velocity space distribution, while charge exchange
and atmospheric loss attenuate it according to the timescales for
these processes. The Heaviside function in the final term limits its
application to the loss cone. Multiple species calculations (as are
usually performed) are, at present, linear additions of the results
from separate runs for each particle type.
[5] Using second-order accurate numerical schemes (see Fok et

al. [1993] and Jordanova et al. [1996] for a complete description of
the numerical scheme), the hot-ion phase-space distribution is
determined, yielding a detailed description of the ring current ion
population throughout near-Earth space. The numerical grid is
composed of about 500 spatial cells (1.75 < R0 < 6.75 RE, 0 < j
< 2p) and roughly 3000 velocity space cells (10 eV < E < 400 keV,
0 < m0 < 1), so f is calculated at 1.5 million phase space points every
time step (typically 20 s). The plasma source is through the outer
simulation boundary, specified by measured ion fluxes from the
magnetospheric plasma analyzer (MPA) [Bame et al., 1993] and the
synchronous orbit particle analyzer [Belian et al., 1992], each flown
on several satellites at geosynchronous orbit. The energy range of
these two instruments covers that of the simulation. For the
calculations presented in section 3, the geomagnetic field is
assumed to be a static dipole and the convection electric field is
specified by a modified McIlwain [1986] description driven by the
cross-polar cap potential difference ��PC, with the shielding
parameter specified by the midnight auroral boundary index pro-
duced by the Air Force Research Laboratory. See Liemohn et al.
[2001] for further details of the model configuration and solution
technique. Using solar wind data, solar and geomagnetic activity
indices, and geosynchronous orbit plasma data, quantitative results
are found for specific magnetic storm events.
[6] Substorm injections are not explicitly included, but changes

in ��PC and nightside geosynchronous ion flux as a result of
substorm-related activity are both part of the calculations [e.g.,
DeForest and McIlwain, 1971; Chen et al., 1993; Birn et al.,
1997]. Certainly both elements, numerous substorms and sustained
enhanced convection, are required for the development of a large
ring current [Gonzalez et al., 1994]. In the results presented in
section 3, substorm effects are assumed to be included in the
simulation boundary conditions.

[7] For this analysis, simulation results for four magnetic storms
will be examined: 5 June 1991, 15 May 1997, 19 October 1998,
and 25 September 1998. All four storms were driven by interplan-
etary coronal mass ejections (ICMEs), but the specific solar wind
conditions were quite different between the events. Kozyra et al.
[2002] (for the June 1991 storm) and Liemohn et al. [2001] (for the
others) showed that the model accurately reproduced the observed
features of the ion distributions. Figure 1 is a reproduction of the
theory-data comparison of Dst* during the storm intervals. The
observed Dst* values are calculated from the Kyoto hourly Dst
index by correcting for magnetopause currents and the diamagnetic
influence of Earth [Kozyra et al., 1998], while the model results
use the Dessler-Parker-Sckopke (DPS) relation to equate the
globally averaged magnetic perturbation to the total energy of
the ring current [Dessler and Parker, 1959; Sckopke, 1966;
Carovillano and Siscoe, 1973]. Figure 1 shows that Dst* is
accurately reproduced for three of the four storms, with an under-

Figure 1. Observed (solid curves) and modeled (dotted curves)
Dst* values for the four storms included in the analysis: (a) 5 June
1991, (b) 15 May 1997, (c) 19 October 1998, and (d) 25 September
1998.
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estimation in the intensity of the May 1997 storm. The shape of the
Dst* profile for this storm is similar between the observed and
modeled values, so the magnitude difference does not invalidate
the simulation results. In section 3 the ion source and loss rate
results from these storm time ring current calculations will be
examined to determine the significance of adiabatic drift-induced
energization in the energy budget of the inner magnetosphere.

3. Results

[8] For conciseness, only the 25 September 1998 storm is
considered in detail. The other storms exhibit a very similar trend
seen during this event. Results from all four storms are then
included in a comparison of the energy input and output rates
versus the solar wind motional electric field Ey,sw. Results from all
of the storms are also used in a final examination of the influence
of the chosen convection electric field description in the inner
magnetosphere.

3.1. Case Study: The September 1998 Storm

[9] Results for the interval of 24–26 September 1998 are
presented in Figure 2. Figure 2a shows the Dst* values (modeled
and observed) again for timing reference. This storm has a rapid
drop in Dst* early on the 25th followed by a classic two-phase
decay signature. The early recovery phase lasted roughly 12 hours,
with the late recovery phase starting in the final hours of the 25th
and extending throughout the next day. The storm was large, with
an observed Dst* minimum of �194 nT.
[10] One of the essential drivers of inner magnetospheric

dynamics is the convection electric field, which has been closely
related to Ey,sw [cf. Reiff et al., 1981; Weimer, 1995]. The y
component of the solar wind electric field is shown in Figure 2b.
It is obtained simply by multiplying the bulk speed of the solar
wind with the z component of the interplanetary magnetic field
(IMF). The ionospheric cross-polar cap potential difference ��PC

is shown in Figure 2c. It is calculated by deconvolving high-
latitude magnetometer data with the assimilative mapping of
ionospheric electrodynamics (AMIE) technique [Richmond and
Kamide, 1988] and taking the maximum minus the minimum
values of the resulting potential pattern. The IMF is southward
for positive values of Ey,sw, so these periods have strong coupling
between the solar wind and magnetosphere/ionosphere system.
This is reflected in the increase of ��PC during such intervals.
However, the coupling is not one-to-one, as other processes also
control the ionospheric potential drop (such as ionospheric con-
ductivity and field-aligned current intensity). There appears to be
two roughly equal intervals of strong Ey,sw, the first associated with
the sheath and the second with the magnetic cloud. The main phase
only occurs during the first interval, while the recovery occurs
during the passage of the second interval. Dst* increases are not
expected during intervals of large positive Ey,sw [cf. Burton et al.,
1975; Akasofu, 1981; O’Brien and McPherron, 2000]. For this
storm the second interval of strong Ey,sw was ineffective because of
a major substorm that was triggered by the slight northward turning
of the IMF at the sheath-cloud interface (J. U. Kozyra et al.,
manuscript in preparation, 2001). This substorm essentially emp-
tied the tail, and although convection remained strong throughout
the cloud passage, there was no plasma to move into the near-Earth
region. Therefore Dst* recovered during this period as the high-
density plasma from the sheath passage was replaced by low-
density plasma.

Figure 2. (opposite) Time series of various ring current
quantities during the September 1998 magnetic storm. Shown are
(a) modeled and observed Dst*, (b) solar wind motional electric
field, (c) ionospheric cross–polar cap potential difference, (d)
energy input rate, (e) energy output rate, (f ) net energy change rate,
and (g) loss lifetime. Figures 2d–2g show a comparison of these
quantities with the adiabatic drift energization and deenergization
included separately in the input and output rates, respectively
(black curve labeled ‘‘sep-adiabatic’’), with only the net influence
included in either the source or the loss term, as appropriate (red
curve labeled ‘‘net-adiabatic’’), and without the adiabatic influence
included (blue curve labeled ‘‘no-adiabatic’’). See color version of
this figure at back of this issue.
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[11] Figures 2d–2g show energy gain and loss rates for this
time interval. There are two sources of ion energy in the calcu-
lations, inflow through the outer boundary of the simulation
domain and adiabatic energization inside of the domain. All of
the energy input rate values include the nightside particle inflow.
The difference between the three energy input curves in Figure 2d
is the inclusion of adiabatic energization (black line labeled ‘‘sep-
adiabatic’’), the inclusion of the net-adiabatic energization (gain
minus loss) only when this quantity is positive (red line labeled
‘‘net-adiabatic’’), and the omission of adiabatic energization from
this summation (blue line labeled ‘‘no-adiabatic’’).
[12] There are several loss mechanisms of ion energy in the

calculations. The energy losses from dayside particle outflow
through the simulation boundary, precipitation into the atmosphere,
charge exchange with the geocorona, and energy decay from
Coulomb collisions with the thermal plasma are included in all
three of the energy output curves in Figure 2e. The difference
between the three curves is with the inclusion of all of the adiabatic
deenergization inside the simulation domain (black line, sep-
adiabatic), the net-adiabatic energization (gain minus loss) only
when this quantity is negative (red line, net-adiabatic), and the
omission of adiabatic deenergization from this summation (blue
line, no-adiabatic).
[13] The entire energy range of the simulation is included in

these calculations (10 eV to 400 keV), and it is assumed that this
range covers all of the ring current ion energy. Because Dst* has
been shown to be directly proportional to total energy of the ring
current (through the DPS relation), energy input and output rates
are chosen for this display. Particle flow rates are susceptible to
bias due the energy-dependent nature of the ring current source and
loss mechanisms. Energy change rates, however, should reflect the
true proportion of changes in ring current strength due to the
processes considered.
[14] It is seen that in Figures 2d and 2e (energy input and

output, respectively), the net-adiabatic curve is just slightly higher
than the no-adiabatic curve, while the sep-adiabatic curve is
nearly an order of magnitude higher than these values. This is
true not only during the storm but also before and after it,
although the total input and output rates are an order of
magnitude lower at these quiet times compared with the peak
of the disturbance. The quiet time adiabatic drift values are from
the small oscillations in L shell in the ions’ trajectories around
Earth. These plots show that the constant energization and
deenergization is actually much greater than the loss rate of the
symmetric ring current. The energy input and output rates are
very well correlated with ��PC (Figure 2c) and also with Dst*
(Figure 2a) and Ey,sw (Figure 2b). The correlation with ��PC is
expected because this is the driver used in the convection electric
field formulation in the simulation runs. The correlation with
Ey,sw is expected because of this electric field is the energy source
for the ionospheric electric potential. The correlation with Dst* is
expected because more ring current energy means more particles
drifting through the inner magnetosphere.
[15] Figure 2f shows the total energy rate of change (input

minus output from Figures 2d and 2e) during the storm interval. It
is seen that the energy gain from adiabatic drift is larger than the
loss (note that there is no sep-adiabatic curve for this plot). During
the main phase of the storm (compare timing with Figure 2a), the
net energy gain from adiabatic drift provides 60% of the energy
gain responsible for the growth of the ring current (difference
between the red and blue curves). This is similar to the finding of
Lyons and Williams [1980], who claimed that the storm time ring
current buildup inside of 4 RE could be accounted for by adiabatic
energization. However, instead of this buildup simply the being
inward displacement of the preexisting symmetric ring current
from farther out, the ions are actually flowing through the inner
magnetosphere [cf. Liemohn et al., 2001; Kozyra et al., 2002].
Therefore it is more similar to the findings of Lee et al. [1982,

1983] and Chen et al. [1993, 1994], who found that adiabatic
energization was the dominant source term for the low-energy ring
current ions. Chen et al. [1994] found storm time ion phase space
density enhancements for E 
 30–160 keV for L 
 2.5–4
primarily caused by convective access of the near-Earth plasma
sheet to the inner magnetosphere. Higher-energy ions (E > 160
keV) are injected into this region only during long-duration storms
(>6 hour main phase) through radial diffusion. This is very similar
to the results of the present simulations, in which the near-Earth
ring current is dominated by ions of E < 160 keV [cf. Liemohn et
al., 2001; Kozyra et al., 2002]. In the present simulations, radial
diffusion is only included through the stochastic variations in the
electric field, which can cause drift shell migration for the higher-
energy ions. This is, in fact, the source of the diffusion para-
meterized by the radial diffusion coefficient DLL in the Chen et al.
[1993, 1994] simulations, although they used a larger amplitude
variation (on the order of the mean field) in the calculation of
DLL.
[16] During the recovery phase the influence of adiabatic drift

on the net energy gain is still almost always positive. During the
late recovery phase, the influence of adiabatic cross-L drift is
essentially zero. The preference toward gain is because the losses
within the inner magnetosphere attenuate the ring current
strength as the particles move from the nightside to the dayside,
making adiabatic gains larger than adiabatic losses. That is, the
energization experienced on the nightside by the inwardly drift-
ing particles is not balanced by a comparable loss on the
dayside. Two mechanisms are responsible for the energy loss:
(1) Particles are lost in the inner magnetosphere and never make
it to (or through) the dayside region (via charge exchange or
atmospheric precipitation), and (2) energy decay from Coulomb
collisions decreases the kinetic energy of any ion that makes it
completely through the inner magnetosphere. The former is by
far the more significant effect, with charge exchange accounting
for most of this loss [cf. Jordanova et al., 1998; Liemohn et al.,
1999].
[17] Figure 2g shows e-folding lifetimes of Dst*, found by

dividing the modeled Dst* profile in Figure 2a by the energy
output profiles in Figure 2e. That is, if there were no further energy
input, then Dst* would exponentially decay back toward zero with
one of these timescales. It is seen that the loss lifetime is usually
below 5 hours (even below 1 hour near the Dst* minimum) when
the adiabatic losses on the dayside are included in the definition of
energy output. With only the net influence (when the total adiabatic
drift energization is negative) or without adiabatic effects included
in this definition, the loss lifetime reaches 5 hours only during the
peak of the storm and is otherwise between 10 and 25 hours. As
seen Figure 2e, it clear that the dayside deenergization of the hot
ions is the dominant loss term throughout this interval, but this loss
term is completely (or at least mostly) canceled by adiabatic
energization on the nightside.
[18] Figure 2g shows an interesting phenomenon not seen in the

earlier plots. The loss lifetime before the storm without adiabatic
effects included is less than 10 hours, substantially less than the
lifetime during the late recovery phase of the storm. This is because
the symmetric ring current is relatively weak at this time, consist-
ing mainly of high-energy protons that have a very long charge
exchange loss lifetime (many days). This allows the flow of plasma
sheet ions farther out to dominate the energy output rate and thus
the loss lifetime. The prestorm convection is driven by a ��PC

averaging 70 kV, which is strong enough to drive some ions
through the inner magnetosphere. The main source and loss at this
time is actually flow through the simulation boundaries rather than
decay of the ion distribution in the inner magnetosphere. The
timescale of this flow-through is partially reflected in this total loss
lifetime, but the flow-through timescale is in fact faster than the
total loss lifetime because of the presence of a 50-nT preexisting
ring current. However, the calculated loss timescale shown in
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Figure 2g does not translate into a Dst* decay rate because of a
nearly identical inflow rate through the nightside boundary.

3.2. Relation to Solar Wind Electric Field

[19] As stated earlier, the driver of this adiabatic drift influ-
ence is the convection electric field. Because this field is closely
related to Ey,sw, it is useful to compare these source and loss
rates with this quantity. While AMIE-derived ��PC values are
available for the four storms being examined, Ey,sw will be used
for this comparison because of its use in previous studies that
quantify ring current energization [cf. Burton et al., 1975;
Akasofu, 1981; O’Brien and McPherron, 2000]. Figure 3 shows
this comparison for the energy input rate for all four storms
(each symbol represents a 10-min average during a 3-day
interval encompassing the storm). The three panels correspond
to the three curves in Figure 2d. Also shown in each panel are
the source functions from the Burton et al. [1975] and O’Brien
and McPherron [2000] predictor methods. These two were
chosen because they have simple relationships between Ey,sw

and their energy source and loss rates. While there is significant
scatter in the model results, a few conclusions can be drawn
from them. It is seen in Figure 3 that the simulation results that
include the net-adiabatic sources (when positive) best match the
empirically derived source functions of the Dst predictor meth-
ods. The simulation result values are noticeably higher than the
predictor method values when all of the adiabatic energy source
is included in the definition of Q, and they are noticeably lower

when none of this energy source is counted. Another feature of
Figure 3 is that there is no systematic difference in the values
between the storms, supporting the premise that the results are
true for ICME-driven storms in general (and perhaps even more
broadly applicable). Note that because only four storms are
being considered, curve fits through the simulation results have
not been calculated.
[20] A similar scatterplot for the loss lifetimes as a function of

Ey,sw is shown in Figure 4 (again, each symbol is a 10-min
average). The empirically derived t functions from the Burton et
al. [1975] and O’Brien and McPherron [2000] predictor methods
are shown for comparison. As seen in Figure 4a (values which
include the dayside adiabatic deenergization term), all of the storms
have many loss lifetime values of less than 1 hour for both positive
and negative Ey,sw. These small t values at large negative Ey,sw

appear during the recovery phase of the storms when the IMF
swings northward. The total energy of the ring current is still
substantial, and so the trickle of dayside outflow, combined with
the small L shell oscillation of the trapped ions, gives rise to a very
small loss lifetime.
[21] As in Figure 3, the timescales calculated with the net-

adiabatic influence (when negative) has the best fit to the empirical
values. However, because of the smallness of the net-adiabatic loss
compared with the other loss processes (for reasons stated in
section 3.1), Figures 4b and 4c are very similar.
[22] In addition, as with the source rates in Figure 3, the

t values are similar for all four storms. The only storm with a
slightly different trend is the May 1997 storm, with a number of
points near Ey,sw = 0 with very large t values (reaching 25 hours in
Figure 4a and exceeding 80 hours in Figures 4b and 4c). These
points occur before the storm commencement when both the
symmetric ring current and the gradually flowing partial ring

Figure 3. Ring current energy source rate versus solar wind
electric field for (a) adiabatic gains included, (b) net-adiabatic gain
included (when positive), and (c) no-adiabatic gains included. The
solid and dotted curves are the source term functions for the
O’Brien and McPherron [2000] and the Burton et al. [1975]
predictor methods, respectively. The symbols are 10-min averages
of simulation results for the four storms as indicated.

Figure 4. Like Figure 3 except for the loss lifetime instead of the
source rate.
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current are very weak. These timescales reflect the high-energy H+

charge exchange decay lifetime, the dominant species, and loss
process during this time interval.
[23] A question to be addressed in relation to Figure 4 is what

physical processes are causing the smaller loss lifetimes at higher
Ey,sw. The difference between Figures 4a and 4b indicates that
adiabatic deenergization is a dominant loss mechanism regardless
of Ey,sw, but there is certainly a trend in Figures 4b and 4c that
suggest a correlation between high Ey,sw and small loss lifetime,
as was found empirically by O’Brien and McPherron [2000]. As
a physical interpretation of their findings, O’Brien and McPher-
ron [2000] explained this Ey,sw control of loss as a result of
enhanced charge exchange due to the compression of the ring
current during periods of enhanced Ey,sw. However, they assumed
the ring current only exists on closed drift paths. Because it is
largely on open drift paths during magnetic storms (a partial ring
current), flow of ions out the dayside magnetopause can also be a
major loss process. The physical description behind their func-
tional form for the loss lifetime dependence on Ey,sw (using the
trapping boundary location as a connection between loss and
Ey,sw) is still correct, however, because flow-out intensity is also
directly proportional to the trapping boundary. In fact, flow out
should be even more correlated with Ey,sw than charge exchange,
because a sudden drop in Ey,sw will instantaneously cut off flow
out, but the compressed ring current will not immediately expand
(that is, there will be a period of high charge exchange loss
during low Ey,sw values).
[24] The modeling results of the present study can elucidate

the issue of which loss process (flow out or charge exchange) is
dominant during high Ey,sw. Figure 5 shows the magnitude of the

flow-out energy losses (Figure 5a) and charge exchange energy
losses (Figure 5b) to Ey,sw for the four storms. It can be clearly
seen that at large Ey,sw values, flow out is the dominant loss
process of these two. It can also be seen, however, that flow out
is equal to or greater than charge exchange when Ey,sw is near
zero or even negative. This is a peculiar result, as one would
expect charge exchange to dominate at these slow-convection
times.
[25] The reason for flow-out dominance for Ey,sw � 0 has

already been mentioned in the discussion of Figure 2g. That is,
the convection strength does not go to zero when Ey,sw goes to
zero, and therefore open drift paths through the inner magneto-
sphere exist at all times. This convection is a significant source and
loss of hot ions compared with the slow charge exchange process.
To elucidate this comparison, Figure 5c shows the ratio of the
energy loss rate from flow out to that from charge exchange as a
function of Ey,sw for the four storms. Qualitatively, it appears the
ratio is usually >1, especially for positive Ey,sw. Quantitatively, the
average ratio is 2.2 for all Ey,sw values, 2.6 for Ey,sw > 0, and 1.6 for
Ey,sw< 0. That this ratio averages to <1 even for negative solar
wind electric field values indicates that dayside flow out is a bigger
loss process for inner magnetosphere hot-ion energy than charge
exchange, even before storms and during their late recovery
phases. However, this does not translate directly into a flow-out-
loss control of the decay rate of Dst*, because there is also a source
of ion energy during such times. Figure 3c shows energy source
rates from 0 to 16 nT/h for near-zero or negative Ey,sw, and Figure
3b (net adiabatic energization included) ranges from 0 to 25 nT/h
energy input. This is comparable to the energy loss rates from flow
out (0–14 nT/h) and charge exchange (0–12 nT/h) for this range.
Without doing a full trajectory analysis for all of phase space
during all of the low Ey,sw times, it is difficult to determine which
of these loss processes actually accounts for the loss lifetime of
Dst* during such times. Even though the convection electric field
is small when Ey,sw is negative, its chaotic variability (along with
the differential drift periods across the ring current ion energy
range) results in ions being continually captured onto trapped drift
paths and lost onto open drift paths. Thus there is no clear one-to-
one relationship between the ions injected into the inner magneto-

Figure 5. Nonadiabatic losses versus solar wind electric field for
the four storms: (a) energy loss from dayside flow out, (b) energy
loss from charge exchange collisions, and (c) the ratio of the two.
In Figure 5c a dashed line is drawn at unity for reference.

Figure 6. Ratios of the (a) source rate and (b) loss lifetime from
the simulations using the modified McIlwain [1986] electric field
to those using the Volland-Stern electric field for the four storms. A
dashed line is drawn at unity for reference.
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sphere on the nightside and through which loss process such ions
will eventually exit near-Earth space.

3.3. Dependence on Convection Electric Field Description

[26] All of the results so far have shown the source and loss
rates using a modified McIlwain [1986] convection electric field.
Because of the strong influence of this field description on the
dynamics of the storm time ring current, it is useful to compare
these results against those using a different convection model.
Figure 6 shows such a comparison, again for all 4 storms, showing
the ratio of the results using the modified McIlwain field to those
using the Volland-Stern field. Liemohn et al. [2001] gives a
description of the similarities and differences between these
electric field models. The quantities used in these plots are the
net source rates and loss lifetimes including the net-adiabatic
changes. While there is considerable spread in the source rate ratio
(Figure 6a), the average value is 1.01, extremely close to unity.
This means the two field descriptions deliver roughly the same
amount of energy to the inner magnetosphere. However, for
considering only those values with Ey,sw � 5 mV/m, this average
value drops to 0.84. This difference results from the fact that
neither field description has a simple strength dependence on Ey,sw

and that the Volland-Stern model has a slightly higher convection
strength than the modified McIlwain field at these times.
[27] The loss rate ratio (Figure 6b) shows a skew in the ratio to

values greater than unity for all Ey,sw values, with an average ratio
of 1.39. This means that the Volland-Stern model has systemati-
cally smaller loss lifetimes, regardless of convection strength. This
is a result of the morphology of the flow pattern of hot ions in the
inner magnetosphere. Figure 7 shows ion drift paths for typical
high activity values for these convection descriptions. The trajec-
tories are drawn for particles with 3 keV of energy at geosynchro-
nous orbit, which is near (a bit below) the average ion temperature
at this altitude. It can be seen that the modified McIlwain field
wraps the trajectories around the dayside magnetosphere more than
the Volland-Stern field does. This dependence on the flow pattern
of hot ions through the inner magnetosphere makes the choice of
the convection electric field a critical element in ring current
modeling.
[28] Korth et al. [2002] recently demonstrated the lack of

predictability for the inner magnetospheric electric field. In
attempting to tomographically invert the hydrogen geocoronal
densities from compilations of MPA data, they discovered that
none of the electric field models (including analytical and empiri-
cal descriptions) could produce a realistic density distribution
inside of L 
 4. While many factors contribute to this inability
to perform a viable inversion, discrepancies between the electric
field descriptions and the true electric field contribute (at least to
some degree) to the error. In spite of the findings of Korth et al.
[2002], the model used in the present study reproduces the

observations of the events. Therefore the results presented in
section 3 are thought to be an accurate representation of the storm
time ring current strength and its growth and decay via various
processes.

4. Conclusions

[29] It was shown that the adiabatic energy gain and loss due
to drift across L-shell is large compared with other source and
loss processes, even during geomagnetically very quiet times.
During active periods the open drift path configuration of the hot-
ion motion dominates the physics of the ring current, and thus it
is not surprising that adiabatic drift across L shells significantly
contributes to the total energy changes. During these times this
effect dominates because of the small oscillations in L (caused by
the convection electric field) in the ions drift motion around
Earth. When energization and deenergization are counted sepa-
rately as gain and loss terms, they dominate all other processes
combined. However, they often balance each other, and so the
net-adiabatic drift influence is usually not the dominant energy
change process. The net influence of the adiabatic energy changes
is skewed heavily toward energy gains, because some particles
are lost in the inner magnetosphere before they adiabatically
deenergize. Only during portions of the main phase of storms
does this adiabatic energization dominate other processes,
accounting for more than half of the total energization of the
ring current but having a negligible contribution to the ring
current decay. The source rates and loss lifetimes with only the
net-adiabatic influence included (in one or the other, as appro-
priate) produce the best fit with the corresponding functions
found by several Dst predictor methods. In addition, it was
shown that the prestorm loss lifetime could be quite low or very
high, depending on the strengths of the existing symmetric and
partial ring currents.
[30] Inclusion of the adiabatic effects yields source and loss

rates significantly different from the observationally based func-
tions of the Dst predictor methods (Figures 3a and 4a). One
explanation for this discrepancy is that the adiabatic influence is
fast, less than an hour timescale, and the resolution of the Dst index
is 1 hour, so it is hard to isolate this as an influence. Moreover, the
empirically derived source and loss values are obtained in order to
best reproduce the Dst index. They are not trying to resolve each
physical mechanism and term that contributes to these values,
merely the overall rates according to their data analysis method.
The conclusion is that for consistent comparison between the
source and loss rates from Dst predictor methods and those
calculated from kinetic transport model results, one should include
only the net-adiabatic drift influence (in addition to other source
and loss effects).
[31] It was also shown that energy loss due to flow out is larger

than that due to charge exchange. This is true especially for large
positive values of Ey,sw, but it is also true for small and even
negative Ey,sw values. However, this cannot be directly related to a
statement about which of these processes dominates the empiri-
cally derived decay timescales for these Ey,sw values [e.g., O’Brien
and McPherron, 2000], because such timescales are calculated
assuming no energy input below some threshold Ey,sw value
(typically +0.5 mV/m). As shown in these computational results
of the storm time ring current, for negative values of Ey,sw, there is
(on average) a nonzero energy source and a loss lifetime smaller
than that assumed in Dst predictor methods. This is because the
primary driver of the convection pattern used in the ring current
simulations, ��PC, does not go to zero when Ey,sw goes to zero.
Therefore open drift paths exist at all times, and flow out can be
(and often is) larger than charge exchange losses in the inner
magnetosphere. The exact specification of when this occurs,
however, depends on the relative strengths of the preexisting ring
current and near-Earth plasma sheet. Resolution of this issue

Figure 7. Drift trajectory patterns in the inner magnetosphere for
ions with 3 keV at geosynchronous orbit (0.0278 keV/nT) for
typical high-activity parameters for (a) the modified McIlwain field
and (b) the Volland-Stern field.
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regarding Dst prediction when Ey,sw is negative requires further
examination.
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Figure 2. Time series of various ring current quantities during the September 1998 magnetic storm. Shown are (a)
modeled and observed Dst*, (b) solar wind motional electric field, (c) ionospheric cross–polar cap potential
difference, (d) energy input rate, (e) energy output rate, (f ) net energy change rate, and (g) loss lifetime. Figures 2d–
2g show a comparison of these quantities with the adiabatic drift energization and deenergization included separately
in the input and output rates, respectively (black curve labeled ‘‘sep-adiabatic’’), with only the net influence included
in either the source or the loss term, as appropriate (red curve labeled ‘‘net-adiabatic’’), and without the adiabatic
influence included (blue curve labeled ‘‘no-adiabatic’’).
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