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[1] We present the results of model calculations, using our new, four-species, spherical
MHD model. Our results are compared with the relevant and limited available data.
The resulting comparisons help us to increase our understanding of the interaction
processes between the solar wind and the Martian atmosphere/ionosphere. This new
model with a spherical grid structure allowed us to use small (�10 km) radial grid spacing
in the ionospheric region. We found that the calculated bow shock positions agree
reasonably well with the observed values. The calculated results vary with interplanetary
magnetic field orientation, solar cycle conditions, and subsolar location. We found that our
calculated ion densities, with parameters corresponding to solar cycle minimum
conditions, reproduced the Viking 1 observed ion densities well. The calculated solar cycle
maximum densities, above �140 km, are also consistent with the appropriate Mars Global
Surveyor radio occultation electron densities. Both the calculated solar cycle maximum
and solar cycle minimum total transterminator and escape fluxes are significantly smaller
than our previously published values. This decrease is due to the improved temperature
values used for the recombination rates in this new model, which in turn results in lower
ion densities and lower fluxes. INDEX TERMS: 2780 Magnetospheric Physics: Solar wind

interactions with unmagnetized bodies; 6026 Planetology: Comets and Small Bodies: Ionospheres—
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1. Introduction

[2] The purpose of this paper is to present the results of
model calculations using our new, four-species, high radial
resolution MHD model and to compare these results with
the relevant and limited data available. Such comparisons
are a powerful tool in providing help to elucidate the
physical processes controlling the interaction of the solar
wind with Mars.
[3] Studies of the interaction of the solar wind with

Mars and Venus, using MHD approaches, date back more
than a decade [e.g., Steinolfson and Cable, 1993; Sauer et
al., 1994; DeZeeuw et al., 1996; Tanaka and Murawski,
1997; Bauske et al., 1998; Kallio et al., 1998; Sauer et al.,
1998; Liu et al., 1999; Ma et al., 2002; Harnett and
Winglee, 2003]. Over the years our group has been
working on this problem and adopted the ‘‘incremental
improvement’’ approach. We started out with single-
species, axisymmetric assumptions, and in our last paper
we presented results from a three-species, three-dimensional
(3-D) model of the solar wind interaction with Mars,

including the effects of the crustal magnetic field and
mass loading [Ma et al., 2002]. That model used adaptive,
Cartesian coordinates, but still the minimum grid size was
limited to about 50 km. The purpose of this paper is to
present the results from our latest model calculations. In
this model the grid structure was changed to a spherical
one, which allows an altitude resolution of about 10 km in
the ionosphere, which is comparable to the neutral gas and
thus the ionization scale heights. This much-improved
altitude resolution means that within the limitations of
the MHD approximations, the model results provide
meaningful ionospheric parameters and a better resolution
in the rest of the interaction region.

2. Model Description

[4] We use the ideal MHD equations in our model. More
specifically, the results to be presented here are based on our
latest model, which uses four continuity, one momentum,
one magnetic induction, and one energy equation. The
specific, normalized equations solved are

@W

@t
þ r � Ff gT ¼ Q: ð1Þ
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The state vector W and flux tensor F in equation (1) are
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where e is the total energy density, defined as
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The source term in equation (1) is
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where r1, r2, r3, and r4 are the H+, O2
+, O+, and CO2

+ mass
densities, respectively, S1, S2, S3, S4 and L1, L2, L3, L4 are
the H+, O2

+, O+, and CO2
+ mass production and loss rates,

respectively, p is the total thermal pressure of the plasma,
u is the velocity of the plasma, n is the ion neutral
collision frequency (taken to be 4 � 10
10 {[O] + [CO2] +
[H]} s
1), To is the temperature of the newly produced

ions, which is assumed to be the same as the temperature
of local neutral atmosphere, g is the ratio of specific heats
(and taken to be 5/3), and the other symbols have their
usual definition. The last term in equation (5) is a
‘‘physics-based ad hoc’’ term and it acts to keep the
temperatures close to the observed values in the iono-
sphere. An analogous cooling term was used by Tanaka
and Murawski [1997] in their MHD model to for Venus, in
order to keep the ionospheric temperatures ‘‘reasonable.’’
In equation (5), Tp is plasma temperature, and n1, n2, n3
are the number densities of neutral component, CO2, O,
and H, respectively.
[5] The system of equations solved considers only a

single momentum equation and thus calculates only one
velocity. This is certainly a simplifying approximation, but
we believe it still leads to meaningful results because the
transition from proton-dominated to oxygen-dominated
regions is rapid, and in the ionosphere where the O+ and
O2
+ densities are comparable, the ion velocities are expected

to be about the same.
[6] The chemical reactions that we used in this four-ion

model are listed in Table 1. A number of reaction rates are
temperature-dependent. In order to evaluate these rates, we
assumed that the electron and ion temperatures are approx-
imately equal and given by Tp/2.
[7] We approximated the optical depth effect by includ-

ing a cosine factor for the different solar zenith angles and
by assuming average absorption coefficients of 2.6 �
10
17 and 1.5 � 10
17 cm2 for CO2 and O, respectively
[Schunk and Nagy, 2000]. On the nightside, the solar flux
was assumed to be 1.0 � 10
5 times the unattenuated
solar radiation in order to avoid zeros. The neutral densi-
ties used in the calculations for solar maximum and solar
minimum conditions are shown in Figure 1 and Figure 2,
respectively. For solar minimum condition the CO2 density
values were based on the Viking neutral mass spectrometer
data [Nier and McElroy, 1977] and the thermal oxygen
values were based on the retarding potential analyzer
(RPA) observations from Viking [Hanson et al., 1977].
The hydrogen densities used were those from Fox [2003]
and the hot oxygen densities came from the calculations of
Kim et al. [1998]. The CO2 and thermal oxygen densities,
for solar cycle maximum, were from the model calcula-
tions of Bougher et al. [2000]; these model results were
constrained by the Mariner 6–7 observations. The neutral
gas temperatures were taken to be consistent with the
Mariner 6–7 observations for solar maximum and the

Table 1. List of Chemical Reactions and Rates Considered in the Model

Reaction Rate Coefficient References

CO2 + hn ! CO2
+ + e 7.30 � 10
7 s
1 (solar max) Schunk and Nagy [2000]

2.47 � 10
7 s
1 (solar min)
O + hn ! O+ + e 2.73 � 10
7 s
1 (solar max) Schunk and Nagy [2000]

8.89 � 10
8 s
1 (solar min)
H + hn ! H+ + e 8.59 � 10
8 s
1 (solar max) J. Fox (private communication, 2004)

5.58 � 10
8 s
1 (solar min)
CO2

+ + O ! O2
+ + CO 1.64 � 10
10 cm
3s
1 Schunk and Nagy [2000]

CO2
+ + O ! O+ + CO2 9.60 � 10
11 cm
3s
1 Schunk and Nagy [2000]

O+ + CO2 ! O2
+ + CO 1.1 � 10
9 (800/Ti)0.39 cm
3s
1 Fox and Sung [2001]

O+ + H ! H+ + O 6.4 � 10
10 cm
3s
1 Schunk and Nagy [2000]
H+ + O ! O+ + H 5.08 � 10
10 cm
3s
1 Fox and Sung [2001]
O2
+ + e ! O + O 7.38 � 10
8 (1200/Te)0.56 cm
3s
1 Schunk and Nagy [2000]

CO2
+ + e ! CO + O 3.10 � 10
7(300/Te)0.5 cm
3s
1 Schunk and Nagy [2000]
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Viking results [Nier and McElroy, 1977] for solar mini-
mum conditions.
[8] We used the 60 degree harmonic expansion for the

crustal magnetic field, developed by Arkani-Hamed [2001],
to describe the observed fields at Mars [Acuna et al., 1998].
We also ran a case corresponding to no crustal fields, for
solar minimum conditions, to evaluate the effect of the
crustal sources.

3. Numerical Method

[9] A modified version of the BATS-R-US (Block Adapt-
ive Tree Solar Wind Roe-Type Upwind Scheme) has been
used to solve the four-species MHD equations described
above. The BATS-R-US solution method is a highly scal-
able, massively parallel, block-adaptive mesh refinement
(block-AMR) algorithm developed for space physics appli-
cations that makes use of recent algorithmic advances in
high-resolution upwind schemes. This family of numerical
schemes can be applied for solving the hyperbolic systems
of conservation laws (among them being the MHD system
of equations), ensuring the high quality of the results, on
one hand, and stability as well as the absence of spurious
oscillations near sharp gradients, like shock waves, on the
other hand. Details of the approach have been described
elsewhere [Powell et al., 1999].
[10] Since we last presented results from a multispecies

MHD model [Ma et al., 2002], our model underwent a
number of improvements. The major change involved
switching from a Cartesian to a spherical grid system in
order to obtain much better altitude resolution, especially in
the ionospheric regions (note we did not go to a spherical
coordinate system but used a spherical grid structure). The
grid is uniformly spaced, throughout each block, with
respect to the natural logarithm of the radial distance, r,
and the other two spherical coordinates Q and F. Each
block contains 8� 4� 4 cells. The cells were used as control
volumes, confined by the planar faces, each of the faces being
the middle perpendicular to the section connecting the
adjacent grid meshes. It is easy to show that the control

volumes were shaped as sections of pyramids and all the
geometric characteristics of the control volumes, such as the
volume Vi and face area vectors Sij, can be calculated using
elementary geometric considerations. The control volumes
are constructed such that all faces between them are planar,
the vector Sij magnitude is nothing but the planar face area,
and Sij is directed from the ith grid mesh to the neighboring
jth mesh. The integral formulation of equation (1), being
applied to a control volume Vi, is

@Wi

@t
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X
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� �
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¼ Qi; ð6Þ

where the sum is over the faces of the given control volume.
Equation (6) allows the hydrodynamical flux through an
arbitrarily oriented face to be obtained:
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[11] Both equations (1) and (6) thus have the same vector
structure because the dot product of two vectors (e.g., S � u
or r � u) is a scalar. The resulting system of equations and
all the physical vectors S, u, B can be thus taken in an
arbitrarily chosen Cartesian frame of reference. Logarithmic
spherical (curvilinear) coordinates are used only to define
the grid mesh positions, and thus the solver did not need to
be changed.
[12] The x axis of our coordinate system points from Mars

toward the Sun, z axis is perpendicular to the x axis and
parallel to the projection of the North Pole on a plane

Figure 1. Density profiles of the neutral species adopted
for solar cycle maximum conditions.

Figure 2. Density profiles of the neutral species adopted
for solar cycle minimum conditions.
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perpendicular to the x axis, and y axis completes the right-
hand system. A computational domain which is defined
by 
24 RM  X  8 RM, 
16 RM  Y, Z  16 RM, where
RM = 3396 km is the radius of Mars, was used in the
calculations and the inner boundary was taken to be 100 km
above the Martian surface. The nonuniform, spherical grid
structure allowed a radial resolution that varied from 10 km
at the lower boundary to 630 km at the outer boundary. The
resolution with respect to the natural logarithm of the radial
distance increased once, by a factor of two, at about 930 km
altitude. At the same place, the angular resolution also
increased from 1.875� to 3.75�. The O2

+, O+, and CO2
+

densities at the inner boundary were taken to be the
photochemical equilibrium value. A reflective boundary
was used for u; this boundary condition for u results in
near zero velocities at the inner boundary, as expected. The
plasma temperature (sum of the electron and ion temper-
atures) at the inner boundary was assumed to be two times
the corresponding neutral temperature and the pressure was
set accordingly. The upstream solar wind ion and electron
temperatures were set to be 5 � 104 and 3 � 105 �K,
respectively. The interplanetary magnetic field (IMF) was
assumed to be a Parker spiral in the X-Y plane with an
angle of 56 degrees and a magnitude of 3 nT (except for
Case 2, where the IMF has only a By component). The solar

wind velocity and density were selected to be 400 km s
1

and 4 cm
3, respectively, for all the simulated cases.
Detailed parameters for each run are listed in Table 2.
For most of the cases we chose the subsolar location at
180 west longitude and 0 north latitude, while in Case 4 the
subsolar location was taken to be at 99.4 west longitude and
25.3 north latitude, in order to closely approximate the
Viking conditions.

4. Simulation Results and Discussion

[13] The calculated magnetic field and velocity results for
Case 1 in the X-Y and X-Z planes are shown in Figures 3
and 4, respectively. The white lines in the magnetic field
plots show the field lines, and the white arrows in the
velocity plot indicate the direction but not the magnitude of
the velocity vectors. The general nature of these results is,
as expected, very similar to the results obtained previously
by our Cartesian model; the main differences are in the
details obtained in the ionospheric regions. The flow pattern
is upward and toward the terminator on the dayside, while
on the nightside the flow is partially downward, helping to
maintain the nightside ionosphere, as well as outward
through the tail, contributing to the escape flux. The bow
shock is clearly visible in both the velocity and magnetic

Table 2. Related Parameters of Selected Cases and the Calculated Subsolar Bow Shock Locationa

Solar Cycle
Crustal
Sources

Interplanetary
Magnetic Field

Subsolar
Position

Subsolar Bow
Shock, RM

Averaged
Terminator Bow

Shock, RM

Subsolar
Magnetic Pileup
Boundary, RM

Case 1 Maximum Included 3 nT Parker spiral 180�W 0�N 1.58 2.68 1.24
Case 2 Maximum Included By = 3 nT 180�W 0�N 1.59 2.73 1.24
Case 3 Minimum Included 3 nT Parker spiral 180�W 0�N 1.54 2.58 1.22
Case 4 Minimum Included 3 nT Parker spiral 99.4�W 25.3�N 1.43 2.44 1.13
Case 5 Minimum Not included 3 nT Parker spiral N/A 1.39 2.33 1.11

aObserved subsolar bow shock location: (1.64 ± 0.08) RM [Vignes et al., 2000], terminator bow shock location: (2.62 ± 0.33) RM [Vignes et al., 2002],
and subsolar magnetic pileup boundary location: (1.29 ± 0.04) RM [Vignes et al., 2000].

Figure 3. The calculated magnetic field and velocity in the equatorial plane for case 1. The color plots
show the magnitudes; the white lines marked with arrows indicate the vector direction of the magnetic
field and the arrows show the direction (not the magnitude) of the velocity. The dashed line represents the
mean bow shock and the dash-dot line is the mean MPB locations from Vignes et al. [2000].
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field results. The calculated positions agree quite well with
the average Mars Global Surveyor (MGS) results (shown by
a dashed line) [Vignes et al., 2000]. The results presented
here clearly show the draping of the interplanetary magnetic
field, a magnetic pileup region (see also Figure 4), and the
presence of minimagnetospheres. These features are well-
known characteristics of the plasma environment of Mars
[cf. Nagy et al., 2004]. In the contour plot of the magnetic
field in Figure 3 the shock position on the dawnside is
closer than that at the duskside. This is consistent with MGS
observations [Vignes et al., 2002], which showed that the
quasi-parallel shocks are closer to the planet than the quasi-
perpendicular shocks. At the dawnside, quasi-parallel
shocks dominate, while at the duskside quasi-perpendicular
shocks dominate. The subsolar and averaged terminator
bow shock locations for all the cases are given in Table 2.
In the current case the solar wind pressure is 1.06 nPa and
the corresponding subsolar bow shock is located at 1.58 RM.
Change of the IMF orientation from the Parker spiral to
purely y direction (Case 2) only results in a slight outward
movement of the subsolar bow shock location and about 2%
difference in the average terminator bow shock locations.
Vignes et al. [2002] found that the mean bow shock position
is independent of the solar cycle. Our results show that at
solar cycle minimum conditions (Case 3) the bow shock
moved inward toward the planet by �3–4%, which is much
smaller than the standard deviation of the observed bow
shock location.
[14] Figure 5 shows various pressures plotted along the

Sun-Mars line for Case 1. PSW is the dynamic pressure of
the solar wind; PT(sw) is the thermal pressure of the solar
wind; PT(ion) represents the ionosphere thermal pressure;
PB0 is the magnetic pressure associated with the crustal field
and PB is the total magnetic pressure. The small circles
indicate the positions of radial grid points. The bow shock
can be seen clearly in both the solar wind dynamic pressure
and the thermal pressure curves. The transition from a solar

wind thermal pressure to magnetic pressure dominated
region takes place at around 1.24 RM, which is about the
distance that MGS puts the average magnetic pileup bound-
ary (MPB) location at the subsolar line [Vignes et al., 2000].
The total pressure starts to increase significantly until very
close to the inner boundary. The pressure gradient is mainly
balanced by the magnetic tension force in the region near
X = 1.1 RM. A strong magnetic field permeates the
ionosphere; this field is mainly composed of an induced,
and mainly y-directed, magnetic field, instead of the crustal
magnetic field. The subsolar location of this MPB-like
feature is relatively constant and is only effected signifi-

Figure 4. The calculated magnetic field and velocity in the meridianal plane for case 1. The color plots
show the magnitudes; the white lines marked with arrows indicate the vector direction of the magnetic
field and the arrows show the direction (not the magnitude) of the velocity. The dashed line represents the
mean bow shock and the dash-dot line is the mean MPB locations from Vignes et al. [2000].

Figure 5. Pressure profiles along Sun-Mars line on the
dayside for case 1. PSW is the dynamic pressure of the solar
wind; PT(sw) is the thermal pressure of the solar wind;
PT(ion) represents the ionosphere thermal pressure; PB0 is
the magnetic pressure associated with the crustal field and
PB is the total magnetic pressure. The small circles indicate
the positions of radial grid points.
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cantly by the local crustal magnetic field, as can be seen
from Table 2. A sharp transition from solar wind ion to
planetary ion domination takes place at a subsolar distance
of �1.15 RM.
[15] Figure 6 shows the calculated solar cycle maximum

(Case 1) ion densities for the subsolar 0�, 45�N, and 45�S
locations and electron density for 71.8�N. The ion densities
vary at the different locations. The ion densities extended to
high altitudes in the presence of strong crustal fields (45�S).
Ion density observations are only available for solar cycle
minimum conditions (see Figure 8). However, the MGS
radio occultation observations do provide electron density
profiles, although only at high latitudes and large solar
zenith angles. We selected one representative observation
(Lat.: 85.4; SZA: 71.77) and compare it with the calculated
values in the bottom right of Figure 6 (note a change in the
altitude scale in this figure). The estimated Mars 10.7 cm
flux corresponding to this observation was about 230
(D. Mitchell, private communication, 2004). The agreement
between the model results and observation is very good
above �140 km. The disagreement at the low altitudes, we
believe, is due mainly to our optical depth approximations,
especially the use of a simple cosine factor, at this high
zenith angle.
[16] The ideal MHD equations used in the current model

are not well suited to calculate the proper plasma temper-
atures in the ionosphere because the main energy transport
mechanism, thermal conduction, is not included. However,
these temperatures are important because they have an
important role in determining the density distributions.
Therefore as mentioned earlier, we added a somewhat ‘‘ad
hoc’’ cooling term to arrive at reasonable temperatures,
consistent with the observed values. It needs to be noted

that the calculated values are pressures and thus the derived
temperatures are coupled to the calculated densities. Figure 7
shows these calculated plasma temperatures for three lat-
itudes in the X-Z plane (thus two solar zenith angles) and
along the Viking 1 trajectory. These plasma (electron plus
ion) temperatures are in the same general range as the
observed values (shown by solid squares in the figure) in
the relevant altitude range [Hanson et al., 1977; Hanson and
Mantas, 1988].
[17] In Figure 8 we plot the solar cycle minimum densi-

ties calculated for the Viking 1 conditions (Case 4). Here
again we plotted results from the subsolar 0�, 45�N and

Figure 6. The calculated solar cycle maximum density profiles for case 1 along radial lines for different
latitudes in the X-Z plane. The bottom right panel compares an observed Mars Global Surveyor electron
density profile (red line) and one-sigma uncertainties (in dashed blue) with the calculated values (green
line) at the same solar zenith angle (note the change in altitude scale).

Figure 7. The calculated temperatures along radial lines of
constant solar zenith angle (SZA) for case 4.
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45�S locations. The bottom right plot shows the results
along the Viking 1 trajectory. The measured ion densities
from the RPA [Hanson et al., 1977] are also shown in the
plots. The agreement between the observed and calculated
densities is very good (note that the solar zenith angle
corresponding to the Viking 1 measurements was 37–44�
and thus the cosine approximation in the optical depth
calculations was a reasonably good one). Here we should
also mention that we ran a case for solar cycle minimum
conditions with no crustal magnetic field (Case 5). The
major difference in the ionospheric results was that above
about 250 km the ion densities are significantly higher in
the presence of crustal fields than without such fields.
[18] It has been well established that the transition from

chemical equilibrium conditions to transport control takes
place near 200 km. In the chemically controlled region above
the peak, the plasma density decreases with a scale height,
which corresponds to approximately twice that of the major
ionizable neutrals [cf. Schunk and Nagy, 2000]. The Viking
observations [Nier and McElroy, 1977] estimated the exo-
spheric, solar cycle minimum, neutral gas temperature to be
about 185 K, giving CO2 and O scale heights of about 10.4
and 28.5 km, respectively. The measured Viking CO2

+ and
O2
+ scale heights were about 23 and 29 km, respectively.

Therefore both the observed and calculated densities are
consistent with chemical control in this region.
[19] There have been numerous discussions and interpre-

tations about the observed small-scale heights above 200 km
in the region no longer controlled by chemistry. Recently,
it has been argued that the presence of horizontal magnetic
fields inhibits vertical transport in this region, resulting
in the observed scale heights [e.g., Krymskii et al., 2002].
However, Dwivedi and Mahajan [2003] have used Pioneer
Venus observations at Venus and suggested that this hori-

zontal magnetic field explanation may not hold at Mars.
These discussions were based on pure diffusive equilibrium
arguments, assuming plasma temperatures constant with
altitude. However, significant temperature gradients are
known to be present in these regions of the ionosphere and
they reduce the ‘‘effective’’ scale height [cf. Schunk and
Nagy, 2000]. The one-dimensional, steady state, vertical
momentum equation can be written as

@p=@r ¼ 
rg
 run: ð8Þ

If we neglect the friction term and use the expression for the
scalar pressure {p = nkT}, equation (8) becomes

kT @n=@rð Þ þ nk @T=@rð Þ ¼ 
nmg: ð9Þ

Now if the temperature gradient is neglected, the ‘‘classi-
cal’’ expression for diffusive equilibrium with the standard
expression for the plasma scale height results. However, if the
temperature gradient is not neglected, the equation becomes

1

n

@n

@r
¼ 
mg

kT

 1

T

@T

@r
: ð10Þ

Equation (10) clearly indicates that the effect of temperature
gradients is to reduce the plasma scale height. We calculated
the role of the (dT/dr)/T term, corresponding to the results
along the Viking 1 trajectory, shown in Figure 8. We find that
this term exceeds the scale height term [mg/kTp] between
�190 and 300 km. Furthermore, we calculated the (dn/dr)/n
using equation (10) and it matches very closely the calculated
values, indicating that, at least at that time, in this limited
altitude and latitude region the effects of the crustal field and
transport were negligible. Chen et al. [1978] used a one-

Figure 8. The calculated solar cycle minimum density profiles for case 4 along radial lines for different
latitudes in the X-Z plane compared with Viking observation.
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dimensional model which coupled the continuity, momentum
and energy equations and assumed no magnetic field. They
found that they needed to assume the presence of a strong
upward flow in order to reproduce the observed ion density
profiles. Shinagawa and Cravens [1989] constructed an
MHD model and used observed plasma temperatures. They
obtained the best agreement with the observed densities,
when they had an induced magnetic field and horizontal
removal of plasma (their Case 5). Finally, Fox [1993]
constructed a one-dimensional ‘‘chemical-diffusive model,’’
in which she also used observed temperatures and concluded
that she needed a significant escape flux to have her model
results match the observed densities. These past studies,
consistent with the current model results, indicate that in
general the small, observed scale heights are the result of
numerous causes, namely temperature gradients, magnetic
fields, and plasma loss due to convective transport.
[20] Figure 9 shows various pressures plotted along the

Sun-Mars line for Case 4. The overall features are similar to
Figure 5, except that the crustal sources at the subsolar line
are much weaker in this case. PB0 is close to zero even near
the inner boundary. Here again the pressure gradient is
mainly balanced by the magnetic tension force in the iono-
spheric region around X = 1.1 RM. As can be seen, the bow
shock location is much closer to Mars, which is also given
in Table 2. Comparison of the bow shock locations between
Case 3 and Case 4 shows that the local crustal source is one
of the factors that could effect the bow shock locations. The
results are also consistent with Figure 1 of Vignes et al.
[2002]. The bow shock locations for Case 5 are even closer
to the planet, similar to Venus.
[21] We find that the transterminator and escape flux

values we obtain with our new model, for both solar cycle
maximum and minimum cases, are significantly different
from our previously published values, as indicated in Table 3.
The main reason for this decrease is that in these current
calculations we did a much better job in estimating the
temperature dependence of the dissociative recombination
rate of O2

+, which led to lower ionospheric densities, and
which in turn lead to a better agreement with the observed
densities. The drop in the calculated densities also led to
lower fluxes. The improved altitude resolution also had an

effect on the calculated fluxes. The plasma responsible for
these fluxes originates mostly in the 250–350 km region,
where transport becomes important and the densities are
still relatively high. Inspection of Figure 8, showing the
solar minimum Case 4, clearly shows that O2

+ is the major
ion in this region. This is consistent with the results
showing that the O2

+ flux exceeds the O+ one. On the other
hand, inspection of Figure 6, showing the solar maximum
Case 1, shows that O+ is the major ion in this region,
resulting in mostly O+ fluxes. Table 3 also indicates that
both IMF orientation and subsolar location have significant
effects on the transterminator and escape fluxes. These
newly calculated escape fluxes are less than the values
estimated from the Phobos measurements, which were
obtained around solar cycle maximum conditions [Lundin
et al., 1989; Rosenbauer et al., 1989]. However, given the
uncertainties associated with the measured values, it seems
that this ionospheric source is still likely to make an
important contribution to the overall escape flux.

5. Summary

[22] We presented the results of model calculations using
our four species, spherical MHD model. This new model
allowed us to use small (�10 km) radial grid spacing in the
ionospheric region. We found that our calculated ion den-
sities, with parameters corresponding to solar cycle mini-
mum conditions, reproduced the Viking 1 observed ion
densities well, as did the solar maximum results compared
with the MGS electron density values above about 140 km.
The observed plasma scale heights, above 200 km, are
likely to be the result of temperature gradients, convective
plasma transport, and magnetic field effects. We also found
that the calculated bow shock positions for most of the cases
considered agree reasonably well with the observed values;
the calculated bow shock locations vary with IMF orienta-
tion, solar cycle conditions, and subsolar location. The

Figure 9. Pressure profiles along Sun-Mars line on the
dayside for case 4 (the variables have the same meanings as
in Figure 5).

Table 3. Calculated Transterminator and Escape Fluxes for Solar

Cycle Minimum and Maximum Conditions for Nominal Solar

Wind Parameters

Terminator Flux, s
1 Escape Flux, s
1

Solar Cycle Maximum (Case 1)
O2
+ 3.4 � 1023 2.2 � 1023

O+ 2.7 � 1024 1.5 � 1024

CO2
+ 4.7 � 1022 3.1 � 1022

Total 3.0 � 1024 1.7 � 1024

Solar Cycle Maximum (Case 2)
O2
+ 7.0 � 1023 3.2 � 1023

O+ 4.2 � 1024 2.5 � 1024

CO2
+ 4.7 � 1022 3.7 � 1022

Total 4.9 � 1024 2.8 � 1024

Solar Cycle Minimum (Case 3)
O2
+ 6.7 � 1023 2.9 � 1023

O+ 5.9 � 1023 2.5 � 1023

CO2
+ 8.2 � 1023 3.1 � 1022

Total 1.2 � 1024 0.5 � 1024

Solar Cycle Minimum (Case 4)
O2
+ 2.5 � 1024 1.4 � 1024

O+ 1.3 � 1024 8.4 � 1023

CO2
+ 2.8 � 1023 1.5 � 1022

Total 3.8 � 1024 2.2 � 1024
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calculated solar cycle minimum and maximum total trans-
terminator and escape fluxes are significantly less than our
previously published values. This decrease is mainly due to
the change in the ionospheric densities, resulting from a
better way of calculating the dissociative recombination
rate, which results in lower densities and fluxes. These
decreased escape fluxes may still play a significant role in
the overall escape from Mars.
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