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The above plots depict snap shots of the dynamic evolution of the system for which only the
cooperative module g;f)(x) is activated. The vehicle not activated by any module applies
velocity maintaining commands through user directed action. The top figure depicts 8
snap shots of the flow ¢(¢, x,u) projected onto the space of constraint X11’3, with the red
dot corresponding to ¢(t, x, u) at the snapshot time and blue dots corresponding to recent
history. The red set depicts the bad set Bﬁlf) as projected onto the space of constraint X§1’3).

The yellow set represents the slice of the restricted capture set Cgf)(uﬂ) corresponding
to the current speed and the green set represents the slice of the restricted capture set
C;},’” (uy) corresponding to the current speed. Plots of the control module evaluation,
inputs applied, and velocities for each vehicle are depicted in the lower plots. . . . . . . .

The above plots depict snap shots of the dynamic evolution of the system for which only
the competitive module g}e’é(x) is activated. The vehicles not activated by any modules
apply velocity maintaining commands through user directed action. The top figure depicts
8 snap shots of the flow ¢(z, x, u) projected onto the space of constraint Xll’z, with the red
dot corresponding to the snapshot time and blue dots corresponding to recent history. The

red set depicts the bad set Bg;; ) as projected onto the space of constraint X 11‘2. The upper

boundary for the slice of the capture set C }é corresponding to the current speed is shown as

a black line. Vehicle 1 never applies any brake control as the module g;lf) never activates,

therefore the flow does not stay on the boundary of the capture set C}e’g. Plots of the control
evaluation, inputs applied, and velocities for each vehicle are depicted in the lower plots.

The above plots depict snap shots of the dynamic evolution of the system for which only
the competitive module g}e’é(x) is activated. The vehicles not activated by any modules
apply velocity maintaining commands through user directed action. The top figure depicts
8 snap shots of the flow ¢(z, x, u) projected onto the space of constraint X 12 with the red
dot corresponding to the snapshot time and blue dots corresponding to recent history. The

red set depicts the bad set Bg;) as projected onto the space of constraint X ]1‘2. The Lower

boundary for the slice of the capture set C}e’é corresponding to the current speed is shown as
a black line. Vehicle 1 never applies any brake control as the module g;lf) never activates,

therefore the flow does not stay on the boundary of the capture set C}e’é. Plots of the control
evaluation, inputs applied, and velocities for each vehicle are depicted in the lower plots.

The above plots depict snap shots of the dynamic evolution of the system for which only
the competitive module gg}f) (x) is activated. The vehicles not activated by any modules
apply velocity maintaining commands through user directed action. The top figure depicts
8 snap shots of the flow ¢(¢, x,u) projected onto the space of constraint X11’3, with the
red dot corresponding to the snapshot time and blue dots corresponding to recent history.

The red set depicts the bad set BSI’;) as projected onto the space of constraint le The
upper boundary for the slice of the capture set Cg;) corresponding to the current speed is
shown as a black line. Vehicle 1 never applies any brake control as the module g%z) never
activates, therefore the flow does not stay on the boundary of the capture set Cg;). Plots
of the control evaluation, inputs applied, and velocties for each vehicle are depicted in the
lower plots. . . . . . . . e e e e

X1

. 114

. 115



3.25

3.26

327

The above plots depict snap shots of the dynamic evolution of the system for which only
the competitive module g;‘;)(x) is activated. The vehicles not activated by any modules
apply velocity maintaining commands through user directed action. The top figure depicts
8 snap shots of the flow ¢(z, x,u) projected onto the space of constraint X11’3, with the
red dot corresponding to the snapshot time and blue dots corresponding to recent history.
The red set depicts the bad set Bg";) as projected onto the space of constraint X11’3. The

upper boundary for the slice of the capture set C;;g) corresponding to the current speed is

shown as a black line. Vehicle 1 never applies any brake control as the module g%) never

activates, therefore the flow does not stay on the boundary of the capture set Cg;). Plots
of the control evaluation, inputs applied, and velocities for each vehicle are depicted in the
lower plots. . . . . . . L

The above plots depict snap shots of the dynamic evolution of the system for which both
the competitive module g;',f)(x) and the cooperative module g;‘f (x) are activated. When
not controlled by a module, the inputs are applied through user defined maintain velocity
commands. The left column of the top figure depicts 4 snap shots of the flow ¢(z, x, u)
projected onto the space of constraint X 51’2), with the red dot corresponding to the snapshot
time and blue dots corresponding to recent history. The right column of the top figure
depicts 4 snap shots of the flow ¢(z, x,u) projected onto the space of constraint X§1’3),
with the red dot corresponding to the snapshot time and blue dots corresponding to recent
history. The red sets depict the bad sets Bj&’z) and ng) as projected onto the relevant

spaces of constraint X 51’2) and X(11’3). In the left column, for the current speed, the yellow

set represents the slice of the restricted capture set CSI’:} )(ug) and the green set represents

the slice of the restricted capture set Cg;)(u ). In the right column, the lower boundary

for the slice of the capture set Cg;) corresponding to the current speed is shown as a black
line. Plots of the control evaluation, inputs applied, and velocities for each vehicle are
depicted in the lower plots. . . . . . . . . . . ..

The above plots depict snap shots of the dynamic evolution of the system for which both
the competitive module gg;)(x) and the cooperative module g%’z) (x) are activated. When
not controlled by a module, the inputs are applied through user defined maintain velocity
commands. The left column of the top figure depicts 4 snap shots of the flow ¢(z, x, u)
projected onto the space of constraint X 51’2), with the red dot corresponding to the snapshot
time and blue dots corresponding to recent history. The right column of the top figure
depicts 4 snap shots of the flow ¢(t, x,u) projected onto the space of constraint X§1’3),
with the red dot corresponding to the snapshot time and blue dots corresponding to recent
history. The red sets depict the bad sets Bﬁ&’z) and Bg; ) as projected onto the relevant
spaces of constraint Xfl’z) and Xﬁl‘”. In the left column, for the current speed, the yellow
set represents the slice of the restricted capture set Cg;)(urﬂ) and the green set represents
the slice of the restricted capture set Cg;)(u ). In the right column, the lower boundary
for the slice of the capture set C;;;) corresponding to the current speed is shown as a black
line. Plots of the control evaluation, inputs applied, and velocities for each vehicle are
depicted inthe lower plots. . . . . . . . . . . . L
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The above plots depict snap shots of the dynamic evolution of the system for which both
the competitive module g§§§>(x) and the cooperative module g;ll'z) (x) are activated. When
not controlled by a module, the inputs are applied through user defined maintain velocity
commands. The left column of the top figure depicts 4 snap shots of the flow ¢(z, x, u)
projected onto the space of constraint X 51’2) , with the red dot corresponding to the snapshot
time and blue dots corresponding to recent history. The right column of the top figure
depicts 4 snap shots of the flow ¢(z, x,u) projected onto the space of constraint Xim),
with the red dot corresponding to the snapshot time and blue dots corresponding to recent
history. The red sets depict the bad sets Bj&’z) and Bg;) as projected onto the relevant

spaces of constraint X 51’2) and X§1’3). In the left column, for the current speed, the yellow

set represents the slice of the restricted capture set Cgf)(u«H) and the green set represents

the slice of the restricted capture set Cg; )(uy). In the right column, the lower boundary

for the slice of the capture set Cglf) corresponding to the current speed is shown as a black
line. Plots of the control evaluation, inputs applied, and velocities for each vehicle are

depicted in the lower plots. . . . . . . . . . . . .

The above plots depict snap shots of the dynamic evolution of the system for which both
the competitive module gg;f) (x) and the cooperative module gﬁ’” (x) are activated. When
not controlled by a module, the inputs are applied through user defined maintain velocity
commands. The left column of the top figure depicts 4 snap shots of the flow ¢(z, x, u)
projected onto the space of constraint X 51’2), with the red dot corresponding to the snapshot
time and blue dots corresponding to recent history. The right column of the top figure
depicts 4 snap shots of the flow ¢(t, x,u) projected onto the space of constraint Xim) ,
with the red dot corresponding to the snapshot time and blue dots corresponding to recent
history. The red sets depict the bad sets Bﬁlf) and Bg]‘; ) as projected onto the relevant

spaces of constraint X il’z) and X }% In the left column, for the current speed, the yellow set

represents the slice of the restricted capture set ngs)(uw) and the green set represents the

slice of the restricted capture set CI(;[;S)

slice of the capture set C1(elé3) corresponding to the current speed is shown as a black line.
Plots of the control evaluation, inputs applied, and velocities for each vehicle are depicted
inthelowerplots. . . . . . . . . . L

(uy). In the right column, the lower boundary for the

(a) Modified Lexus IS 250 vehicles used in the experiments. (b) System components are
highlighted: main computer running the application, DGPS receiver, computer interface
with the CAN bus, and Denso WSU. (c) Top-down view of the test-track . . . . . . .. ..

Shape of the bad set B. (a) L' determines the lower limit of the collision set along vehicle
i path, while U’ determines the upper limit of the collision set along vehicle i path. (b) In
the coordinate system where displacement is along the longitudinal path, the bad set B is
the interval L', H'[ x ]L2, H*[ in the X; space for every value of the speeds of the two
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(a) Block diagram representing the cascade of the powertrain model and the vehicle model.
Here, p denotes longitudinal displacement and v denotes longitudinal speed. The power-
train model (b) takes the inputs u and velocity v to produce engine torque at the wheel f,.
The static map 7 takes the brake pedal percentage input u; to produce brake torque f;,. The
vehicle model takes the brake force f}, and engine force f, as inputs. (b) Powertrain system.
The Engine Control Unit (ECU) is a means of controlling the fuel injection rate and the
gear state g of the transmission. The output signals of the ECU are the fuel injection rate i
and the gear reset R. The second block is the Internal Combustion Engine (ICE), which is
where the fuel combustion takes place based on the fuel injection rate i, and produces an
output torque 7 at the flywheel. The next block is the transmission, which converts torque
at the flywheel 7 to torque at the transmission output 7, as a function of the gear state g.
The drivetrain is the last block, which transfers torque from the gearbox 7, to force at the

(a) A summary of all the experimental data for identifying fzz(xg, ui, d%l) (black solid line)
of vehicle 2. (b) A summary of all the experimental data for identifying fzz(xg, u%l,dz)
(black solid line) of vehicle 2. . . . . . . . . . . .. ..

Software system overview for the local vehicle. In the figure, we let the superscript L de-
note the local vehicle while the superscript R denotes the remote vehicle. The estimator
(delimited by a green box) takes as inputs the UTM time and position information (yY”¥
and tY"M), the vehicle path information P, the local vehicle time ¢~, the local vehicle input
uk, and time/state information of the remote vehicle {x, X, AR}, and provides a set of pos-
sible position/speed configurations for the two-vehicle system * € X. The communication
system (delimited by the blue box) is a module that continuously sends to and receives in-
formation from the remote vehicle. The control system takes as input the state estimate set
X computed locally and information from the control evaluation from the remote vehicle
and returns the control input applied to the vehicle. . . . .. ... ... ... ... ....

Experimental trial used to identify the system dynamics, along with validate the resultant
model. Open-loop simulation is performed using the learning system data. In (a), the ex-
perimental input signals for brake pedal percent, throttle pedal percent and rolling friction
are provided. In (b), experimental output is compared to an open loop simulation using the
identified model. The simulated trajectory is generated by the nominal initial conditions,
and the input signals shownin (a). . . . . . . . . .. .. ..

Experimental data comparing the closed loop Kalman filter, the raw measurements, and
filtered off-line data. The offline data is the measurement data filtered, and is assumed to
betheactual state. . . . . . . . . . ...
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(a) Use case A involves a merging vehicle entering the intersection without first checking oncoming
traffic. The figure shows a top down cartoon of this scenario along with the system configuration
related to the capture set in the position plane X; for a fixed pair of vehicle speeds. (b) Use case
B involves a merging vehicle approaching the intersection while misjudging the speed of oncoming
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An experimental trial for use case A. Here, perfect state information is assumed. (a) Snapshots
showing the configuration of the vehicles at different times. The upper row shows the configuration
of the vehicles (indicated by the cross) in the displacement space along with the capture set slice C
(delimited by the black line) corresponding to the current vehicle speeds. The bad set is the red box.
The solid blue line indicates the trajectory in the displacement space. The portion of this line ahead
of the cross indicates the state prediction. The lower row shows the vehicle positions as they appear
from a top-down view of the experiment. The red area corresponds to the bad set (red box in the
upper row plots). (b) Signals for vehicle 1 are shown in the upper row, while the bottom row shows
signals for vehicle 2. At time 19.7 sec, the state prediction hits the boundary of the capture set and
hence vehicle 1 applies throttle and vehicle 2 applies brake. (c) Distance between state and capture
set shown as a function of time. (d) Entire trajectory forthetest. . . . . . . . . . . ... .. ...

An experimental trial for use case B. Imperfect state information is considered here (8 # 0). The
upper row shows the configuration of the vehicles (indicated by the cross) in the displacement space
along with the capture set slice C (delimited by the black line) corresponding to the current vehicle
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space. The portion of this line ahead of the cross indicates the state prediction set. In this experiment,
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shown in the upper row, while the bottom row shows signals for vehicle 2. At time 47.2 sec, the
state prediction hits the boundary of the capture set and hence vehicle 2 applies throttle and vehicle
1 applies brake. (c) Distance between flow and capture set shown as a function of time. (d) Entire
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CHAPTERI1

Introduction

In this thesis, we address the problem of safety control with applications to vehicle

collision avoidance. The contributions of this thesis are summarized below.

e An explicit representation of the capture set is derived for the two-agent safety control
problem, under the assumption of imperfect state information and disturbance inputs,

with significantly reduced complexity compared with the state of the art.

e A controller rendering the complement of the capture set controlled invariant is con-
structed based on the capture set representation, which can be computed in real-time

using algorithms of linear complexity with respect to state.
e Our algorithms are applied both in simulation and on-board a multi-agent test-bed.

e These safety control algorithms are extended to a three-vehicle roundabout multi-
agent test bed, where formal and experimental results guarantee non-blocking safety

of the system.

e The assumptions needed for the safety algorithms are extended to include full size

vehicle dynamics, communication delay and distributed control implementation.

e The algorithms are implemented on-board a full-size vehicle test-bed at the Toyota

Technical Center, which demonstrates safety of our controller in a real-world setting.



1.1 Problem

The central problem addressed in this thesis is that of safety control for multi-agent sys-
tems. In the control literature, given a subset within the state space, this is traditionally
called the computation of the maximal controlled invariant set for a dynamical system.
This problem has the real-world interpretation of preventing collisions between mechan-
ical agents in a distributed control topology. We look to extend state-of-the-art results to
techniques that allow for implementation on-board real world-vehicles, where modeling

can be imprecise and computation has limitations.

1.2 Motivation

In the United States, vehicular collisions kill on average 116 and injure 7,900 people [75]
per day. In 2009, more than 33,800 people were killed in police-reported motor vehicle
traffic crashes and about 2.2 million people were injured [9]. The estimated economic cost
for all these police-report crashes was $230US billion. The National Safety Council says
the odds of dying from a motor vehicle accident are 1 in 84, the fourth highest odds after
heart disease, cancer, and stroke. The situation in the European Union is similar, with
about 43,000 deaths and 1.8 million people injured per year, for an estimated cost of 160
billion euros [41]. In 2010, the number of fatalities from traffic accidents in Japan was
4,863. The total number of fatal and injury traffic accidents was 725,773. In April 2011,
the Japanese government set the target to reduce fatalities to less than 3,000 by 2015 [8]. In
2009, light vehicle (passenger cars, sport utility vehicles, vans, and pickup trucks) crashes
accounted for 68% of all U.S. motor vehicle fatalities and, of those light vehicle fatalities,
26% were from side impacts [9], suggesting crashes at intersections or on roadways close
to and leading to intersections. In a different study from 1999 and 2000, 22% of all police-

reported fatal accidents involving light vehicles occurred at traffic intersections.



These statistics clearly indicate that crashes at traffic intersections have a major impact
on the total amount of crashes and fatalities in the United States. Furthermore, unlike
other high-percentage crashes, such as road departure (23% of all crashes) and rear end
(28% of all crashes), for which radar and camera-based forward collision systems are now
available, there is currently no established technology to address side-impact collisions at
intersections. Therefore, preventing unintentional stop-sign and red-light violations is one

focus of this project.

1.3 Related Work

There two main domains of research literature we consider, is the control community
concerned with safety control for general nonlinear systems, and the community involved

with Intelligent Transportation Systems (ITS).

1.3.1 Safety Control of Hybrid Systems

In this paper, we consider a class of piecewise continuous systems that evolve on a par-
tial order and propose an explicit solution to the two-agent safety control problem with
imperfect state information.

There has been a wealth of research on safety control for general nonlinear and hybrid
systems assuming perfect state information [71,86,91,92]. In these works, the safety
control problem is elegantly formulated in the context of optimal control and leads to
the Hamilton-Jacobi-Bellman (HJB) equation. This equation implicitly determines the
maximal controlled invariant set and the least restrictive feedback control map. Due to
the complexity of exactly solving the HIB equation, researchers have been investigating
approximated algorithms for computing inner-approximations of the maximal controlled
invariant set [54, 55, 84,92]. Termination of the algorithm that computes the maximal

controlled invariant set is often an issue and work has been focusing on determining special



classes of systems that allow one to prove termination (see [86] and the references therein).
The safety control problem for hybrid systems has also been investigated within a viability
theory approach by a number of researchers (see [22, 43, 44], for example).

The above cited works focus on control problems with full state information and, as a
result, static feedback control maps are designed. When the state of the system is not fully
available for control, the above approaches cannot be applied. The advances in state esti-
mation for hybrid systems of the past few years [10, 23, 24,26, 31, 37, 85, 100] have set the
basis for the development of dynamic feedback (state estimation plus control) for hybrid
systems [34, 35, 102]. In particular, [102] proposes a solution to the control problem with
imperfect state information for rectangular hybrid automata that admit a finite-state ab-
straction. For this case, the problem is shown to have exponential complexity in the size of
the system. This problem is solved by determining the maximal controlled invariant safe
set, that is, the set of all initial information states for which a dynamic control law exists
guaranteeing that the current information state never intersects the set of bad states. Since
the information state is a set, the maximal controlled invariant set is a set of sets, making
its computation even harder than for the static feedback problem. As a consequence, for
general hybrid systems the dynamic feedback problem under safety specifications is pro-
hibitive. Dynamic feedback in a special class of hybrid systems with imperfect discrete
state information is presented in [34], however the problem of computing the maximal
controlled invariant set is not considered. Dynamic control of block triangular order pre-
serving hybrid automata under imperfect continuous state information is considered in
[35] for discrete-time systems, and an algorithm for computing an inner approximation of
the maximal controlled invariant set is proposed. Dynamic feedback for order preserving
systems in continuous time is considered in [36,49]. However, in [36] only a cooperative

game structure is considered and in [49] only a competitive game structure is addressed.



In [99], dynamic feedback is addressed for a class of hybrid automata with imperfect state
information.

Since for general classes of hybrid systems, the dynamic feedback problem is pro-
hibitive, we consider this problem in a restricted class of hybrid systems, which is still
general enough to model application scenarios of interest. In particular, we focus on a
class of hybrid systems whose state and input spaces have a partial ordering and generate
trajectories that preserve this ordering. The problem is posed as an order preserving game
structure, which is an approach that unifies the special cases of cooperative [36] and com-
petitive [49] game structure between two agents in a general framework. By exploiting
the order preserving property of the flow, we obtain an explicit solution for the maximal
controlled invariant set and for a dynamic control map. We show that the static and dy-
namic feedback problems are solved by the same control map, which is computed on the
state in the first case and on a state estimate in the second case. This implies separation
between state estimation and control for the class of systems considered. For safety con-
trol problems generated by a specific conflict topology, this solution can be computed in
discrete-time by linear complexity algorithms, for which we can show termination.

Dynamical systems whose flow preserves an ordering on the state space with respect to
state and input are called monotone control systems [15]. Monotone control systems have
received considerable attention in the dynamical systems and control literature as several
biological processes involving competing or cooperating species are monotone [89]. More
general bio-molecular systems can be modeled as the interconnection of monotone con-
trol systems [16, 17,40]. There are also a large number of engineering applications that
feature agents evolving on partial orders with order preserving dynamics. Multi-robot sys-
tems engaged in target assignment tasks have been shown to evolve according to an order

preserving dynamics on the partial order established on the set of all possible assignments



[37]. Railway control networks feature a number of agents (the trains) that evolve on pre-
defined paths (the railways) unidirectionally according to the Lomonossoff’s model, which
is an order preserving system on the path [58,79]. Transportation networks also feature
vehicles traveling unidirectionally on their paths and lanes, which impose an ordering on
their motion. In air traffic networks, the longitudinal motion of each aircraft along its

prescribed route can also be modeled by an order preserving dynamics [61, 82].

1.3.2 Intelligent Transportation Systems

In 2009, more than 33,800 people were killed in police-reported motor vehicle traffic
crashes and about 2.2 million people were injured [9]. The estimated economic cost for
all these police-report crashes was $230US billion. The situation in the European Union is
similar, with about 43,000 deaths and 1.8 million people injured per year, for an estimated
cost of 160 billion euros [41].In 2009, light vehicle crashes accounted for 68% of all U.S.
motor vehicle fatalities and, of those light vehicle fatalities, 26% were from side impacts
[9], suggesting crashes at intersections or on roadways close to and leading to intersec-
tions. These statistics clearly indicate that crashes at traffic intersections have a major
impact on the total amount of crashes and fatalities in the United States. Furthermore,
unlike other high-percentage crashes, such as road departure and rear end, for which radar
and camera-based forward collision systems are now available, there is currently no estab-
lished technology to address side-impact collisions at intersections. Therefore, preventing
unintentional stop sign and red light violations has been subject of intense research in the
past few years.

Vehicle to vehicle (V2V) and vehicle to infrastructure (V2I) communication have been
among the major technologies leveraged in research focused on preventing collisions at

traffic intersections. In fact, the basic idea is that vehicles could cooperate with each other



and with the surrounding infrastructure sharing information about the environment to im-
prove situational awareness. This would allow a vehicle to predict potential collisions that
a driver may fail to foresee due, for example, to obstructed view or distraction. Based
on this technology, intelligent transportation systems (ITS) for inter-vehicle cooperative
safety continue to be examined world-wide by government and industry consortia, such
as the Crash Avoidance Metrics Partnership (CAMP)[2, 3] and Vehicle Infrastructure In-
tegration Consortium (VIIC)[S, 6] in the U.S., the Car2Car Communications Consortium
in Europe [1], and the Advanced Safety Vehicle project 3 (ASV3) in Japan.

Previous work concerning formal approaches to ITS involved the automated highway
systems (AHS) by the California PATH project in the 90s. The objective of the AHS
project was to develop fully autonomous highway systems, with the goal of decreasing
congestion, increasing safety, and improving fuel efficiency [52, 59, 81,94]. Most of this
work pertaining to safety involved the development of vehicle platooning, where formal
modeling and control solutions were employed based on the computation the largest un-
safe set, drawing from techniques in optimal control and game theory [12—14, 48, 60, 69,
70,91]. Recent work concerning the design of intelligent intersections revolves around
provably safe scheduling algorithms for large numbers of vehicles [62].

The employment of a formal hybrid modeling and control approach has been previ-
ously applied in the development of automated highway systems (AHS) by the California
PATH project in the 90s !. The objective of the AHS project was the employment of fully
autonomous highway systems, mainly based on the concept of platooning, to increase traf-
fic throughput, safety, and fuel efficiency [52, 59, 81, 94]. In the context of platooning, a
number of papers and PATH reports have proposed a formal hybrid modeling and control

approach based on the computation of the safe set of initial conditions (the complement

"http://www.path.berkeley.edu/nahsc/default.htm



of the capture set), on optimal control, and on game theory [12-14,48, 69,70]. By con-
trast to the PATH project, we do not focus on fully autonomous highway systems, but on
partially autonomous traffic intersection systems in which (i) not all vehicles approach-
ing an intersection are assumed to be equipped with the on-board safety system (and thus
they do not necessarily cooperate) and (ii) those vehicles that are equipped with the safety
system are driven by humans, warnings are supplied when needed, and automatic control
is applied only if necessary to prevent a collision. These two constraints are dictated by
the application for a realistic deployment of this technology. From a theoretical stand-
point, the partially autonomous nature of the system results in hybrid dynamical models,
in which the state of the system is not known and thus it is not available to the controller.
This structural feature renders the formal approaches previously investigated in the PATH
project [12—14,48, 69, 70] inapplicable as they assume perfect knowledge of the state of
the system.

Due to the life-critical role of cooperative active safety systemes, it is essential that these
systems are designed so that they are guaranteed to be safe. This “guaranteed” design can
be performed by employing formal methods, which have been investigated for a number of
years both in the computer science and control communities [63, 83,91, 92]. The control of
agents under a safety specification can be addressed by computing the set of states that lead
to an unsafe configuration independently of an input choice, called backward reachable set
or capture set [91]. Then, a feedback is computed that guarantees that the state never enters
such a set [39, 86]. To reduce the computational load, approximate algorithms have been
proposed to compute an over-approximation of the capture set [54, 55, 92]. More recently,
researchers have been tackling computational issues by focusing on restricted classes of
systems (see, for example, [11,45,47,50]).

Most of the cited approaches assume perfect knowledge of the system state. This as-
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Figure 1.1: Example of two adjacent vehicles approaching a four way intersection. The location of potential
collisions is shaded in red.

sumption is not satisfied in our application because of sensor noise and especially com-
munication delays. We require algorithms that account for imperfect knowledge on the
system state while being computationally efficient so that they can be implemented in
real-time. Hence, in this paper, we apply the results of [50], which guarantee safety in the
presence of imperfect state information, produce efficient algorithms suitable for real-time
implementation, and only need a coarse model of the vehicle dynamics. Specifically, we
focus on a two-vehicle collision avoidance scenario at a traffic intersections (Figure 1.1)
and develop a decentralized control algorithm that uses V2V communication to determine
whether automatic control is needed to prevent a collision. Here, we consider preventing
a collision through automatic control by actuating only brake and throttle, but not steer-
ing, and assuming drivers follow nominal paths as established by the driving lanes. In
our intersection collision avoidance (ICA) application, the drivers retain full control of
the vehicle until the system configuration hits the capture set. At this point, a control

action is necessary to prevent a collision, and automatic throttle or brake are applied to
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both vehicles in a coordinated fashion so that one vehicle enters the intersection only after
the other has exited it. After the crash has been prevented, the driver regains control of
brake and throttle. We implemented our algorithms on two Lexus IS 250 test vehicles and
performed a number of experiments with different use cases on a test intersection at the
Toyota Technical Center of Ann Arbor, MI.

The employment of formal methods has been previously applied in the development
of automated highway systems (AHS) by the California PATH project in the 90s. The
objective of the AHS project was to deploy fully autonomous highway systems incorpo-
rating vehicle platoons to increase traffic throughput, safety, and fuel efficiency [52, 81].
In the context of platooning, a number of papers and PATH reports have proposed for-
mal approaches based on the computation of the capture set, on optimal control, and on
game theory [12,70]. Recent work concerning centralized control of autonomous traffic
intersections employs scheduling techniques to determine a possible safe trajectory [62]
or to construct a safe supervisor that overrides the driver when a crash is imminent [30].
Similarly, centralized cooperative vehicle intersection control algorithms to enforce safety
based on optimal control have appeared [66]. Experimental works have also recently ap-
peared on full scale vehicle test-beds on collision avoidance systems at traffic intersections,
which leverage V2V communication. In particular, in [72] a fuzzy controller to manage ve-
hicles crossing an intersection is proposed, however safety guarantees are not provided. In
[73], an on-board vehicle hazard detection that uses V2V is developed to warn the driver
about dangerous situations. However, no automatic control is employed and no formal
safety guarantees are provided. In this paper, we bridge the gap between formal methods
and cooperative collision avoidance systems at traffic intersections by developing/testing
an experimental cooperative collision avoidance system based on formal control theoretic

techniques.