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CHAPTER 1                                                             

INTRODUCTION 

1.1 Motivation and background 

Material handling (MH) is an essential component of manufacturing. Even 

though material handling is generally viewed as a “non-value added” operation, if 

it cannot deliver the right parts at the right time, it often leads to significant 

production losses. It is estimated that the material handling typically accounts for 

over 20% cost in manufacturing systems (Askin & Standridge, 1993; Asef-Vaziri 

& Laporte, 2005). 

The goal of this thesis is to support efficient real time MH decision making 

in automotive manufacturing systems. MH in our thesis deals with delivering 

parts for vehicle assembly. This kind of operation can also be called “part 

delivery”, “part feeding”, or “part replenishment”. 

Traditional part delivery practice in automotive manufacturing has three 

emphases: 1) A planning tool (such as a simulation model) is used to either 

generate the delivery schedule beforehand or level the production sequence to 

balance the handling process based on statistical data (such as average part 

utilization, mean time between failures). 2) The basic dispatching rule is one dolly 

per trip with first-come-first-serve routing policy (FCFS), since only bulk parts are 

discussed in this research, one dolly here indicates one type of part. Multi-dolly 
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trains currently exist, that deliver multiple dollies per trip; however their principal 

dispatching rule is based on a one dolly per trip policy. 3) Drivers are assigned to 

working zones with specific line-side buffers, who will be only respond to part 

replenishment requests within their working zones. This allows tracking of 

responsibilities, and reducing the errors in delivery process. Typically trial and 

error methods are used for zoning formation.  

These three emphases from traditional part delivery system lead to three 

main problems: 1) Due to the usage of historical data, it is difficult to deal with 

dynamic uncertainties such as real time machine failure or starvation. 2) One 

dolly per trip and FCFS policy results in overstaffing, and causes high MH costs. 

3) It would be difficult to assign drivers to form proper working zones, if the 

number of drivers is close to the minimum number to meet the requirements such 

as system throughput and average driver utilization.  

Traditional material handling systems are somewhat like an open loop 

system without control strategies to deal with feedback or disturbance. To 

overcome these problems, we will use multi-dolly MH system to improve the part 

delivery process.  Multi-dolly trains hold the potential to reduce MH costs by 

reducing the number of drivers and the number of delivery trips without 

sacrificing the production throughput.  In order to utilize multi-dolly material 

handling systems properly, three basic questions need to be answered: 1) How 

to develop an efficient model, to estimate the flow of material in the assembly 

system? 2) How to dispatch the drivers to fulfill production requirements with 
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minimum MH efforts? 3) How to properly form working zones with desired system 

performance? These three questions are far more difficult than they appear. 

First, how can we develop an efficient model to estimate the flow of 

material. Let us briefly describe a production system in automotive 

manufacturing. A simple example of a production system is shown in Figure 1-1. 

 

Figure 1-1:  A simple example of a production system 

The rectangles marked with ܯ௜	 represent machines on which jobs are 

processed or assembled. The circles represent in-process buffers where work-in-

process products and parts are held; rectangles marked with ܾ௜௝	represent line-

side buffers, each storing one type of part for assembly. The ellipses represent 

drivers who deliver parts from the central warehouse to the line-side buffers. 

Drivers are only responsible for the part requested within their working zones.  

In a production system in automotive manufacturing, the machines and 

the in-process buffers form the assembly subsystem; and the central warehouse 

with the drivers form the material handling subsystem. These two subsystems 

are connected by the line-side buffers.   
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Accurate analysis of such systems is difficult due to the following 

characteristics: 

1) Randomness and nonlinearity: Unreliable machines and finite buffers can 

cause uncertainties and nonlinearity. 

2) Synchronous dependent machines: Failure of the conveyor or any 

machine within a section will lead to the failure of the whole section. 

3) Coupling system dynamics: The whole system is strongly coupled by the 

buffers with finite capacities. Any perturbations at one section will 

propagate to upstream and downstream sections. Together with (2), any 

local event or state change has a global influence. 

4) Asynchronism among sections: Different sections may have different cycle 

times which will lead to asynchronous behavior between them. 

More generalized assembly system may include re-work operations, which 

will address the production quality issue. According to Driels and Klegka (1991), 

Re-work operations can be classified as terminal re-work (all rework activities are 

concentrated at the end of the production), or distributed re-work (some re-work 

activities will occur after each assembly process), which will further increase the 

system complexity by changing the production sequence and dynamics. Besides, 

quality issue is beyond our research scope. Therefore, we will not consider re-

work operations in the main research, but regard re-work operations as an 

extension to currently investigated production systems in future work. 

Since the production system does not satisfy assumptions of queuing 

networks for processing time or routing probabilities (more details will be 
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discussed in literature review section 1.2), consequently, results from queuing 

network models cannot be used. Even more general models in queuing network 

cannot be applied directly to describe this system to obtain analytical solutions, 

since the time intervals between events or state change do not follow the 

exponential distribution. Furthermore, our sections are asynchronous with 

different cycle times, so they do not follow typical queuing network assumptions. 

With part delivery system, the overall system modeling may become more 

difficult.  

Second, how do we allocate and dispatch drivers with minimum MH 

efforts. This requires the investigation of dispatching and routing policies that are 

suitable for our multi-dolly material handling (MH) systems. MH in an automotive 

production system is important, because inappropriate dispatching schedules of 

drivers may lead to delayed parts delivery, which means certain machines cannot 

receive an adequate supply of parts on time and can lead to starvation. The 

consequence of starvation is immense, the whole section will shut down due to 

the lack of timely parts supply, which costs a large amount of money and leads to 

great loss of productivity. The simplest methods to reduce or avoid starvation are 

to either have a large number of drivers, or a large line side buffers to hold many 

parts. While the disadvantages are obvious, the large number of drivers indicates 

very low utilization and efficiency. Limited space in a general assembly (GA) 

system cannot allow huge line side buffers. Thus, proper dispatching and routing 

policies for multi-dolly material handling systems becomes necessary.  
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For the purpose of online material handling dispatching, we will limit our 

research to a deterministic production sequence, while we assume that our 

machine failure is stochastic. A multi-dolly material handling system with 

deterministic production sequence implies that the daily log (sequence) of each 

machine in the manufacturing facility is known with a determined sequence of 

production. It is a practical assumption, since for mass production we need to 

know the actual production sequence beforehand, which is essential for supply 

chain management as well as production control. So if we can estimate the time 

information from general assembly system, we can then calculate the time for 

replenishment of line side buffers via the MH system. This provides us with the 

ability to optimize dispatching and routing policies.  

From the discussion above, we know that the analysis of driver’s 

dispatching & routing policies is essential in our MH system. To be more specific, 

we need to investigate how the number, type and order of parts carried for a 

specific trip will directly or indirectly influence the productivity and MH cost. 

However, because of system complexity, it is difficult for us to balance the MH 

efforts and GA productivity. Therefore, a systematic approach will be needed to 

evaluate and analyze the impact on the general assembly system by MH with 

different dispatching policies and routing rules. With this model, we will have a 

clear understanding of how to optimize the MH system in automotive 

manufacturing.  

Third, the requests of drivers’ zoning assignment usually come from 

production management consideration of assigning responsibility to specific 
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drivers. In most cases, a driver is only responsible for a few pre-defined parts in 

order to track the delivery responsibility and reduce errors in handling process. It 

means that this driver will respond to certain part requests within his/her working 

zone and ignore others. Thus the problem becomes how to divide all parts into 

subsets (zones) and properly assign all these subsets to corresponding drivers to 

achieve minimum MH efforts. The challenges in solving the drivers’ zoning 

assignment (DZA) problem come from two aspects. 1) The problem has its root 

as a complex combinatorial problem. We have to face huge time, state and event 

spaces for problem solving. Since a typical automotive general assembly system 

with material handling includes several hundred kinds of parts and about a dozen 

drivers, as a result, zoning problems have a large solution space (e.g., the 

number of alternative assignments in a typical system containing 300 parts and 

12 drivers is about 
ଵଶయబబ

ଷ଴଴!
≈1.19×10ଷଵହ) and the number of alternative assignments 

increases exponentially with the number of parts.  2) The complex system 

dynamics and the randomness in the production process make the problem even 

harder since the system throughput cannot be precisely and analytically 

expressed. Thus feasibility checking is essential, but the checking process would 

be time consuming due to the system complexity. Therefore, finding a systematic 

way of assigning grouped parts to corresponding drivers is important. 

 Surprisingly, little literature investigating the drivers’ zoning assignment 

(DZA) problem has been written. Pan et al. (2008) used a meta-heuristic method 

Particle Swam Optimization (PSO) to solve this problem, however, the feasible 

solutions were highly dependent on the initial zoning formation.  No methods 
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other than a trial-and-error approach have been reported to address this problem 

in practice.  

Overall, multi-dolly train systems provide an additional delivery option in a 

production system, which possibly leads to higher efficiency of drivers and lower 

MH costs.  However, by adding this option, the resulting MH system becomes 

more complicated and various problems can arise. In our study, major problems 

are as follows: 

1) Modeling of general assembly system with material handling 

The internal blocking mechanism and asynchronous characteristics make 

it difficult to analytically model the general assembly system with MH. To 

model the general assembly system with MH in terms of timing 

information, accuracy and efficiency become challenging. 

2) Dispatching and routing control of multi-dolly material handling systems 

An optimal dynamic dolly building strategy, including dispatching and 

routing rules, for part delivery needs to be carefully designed to fulfill 

complicated flow of material requests in automotive manufacturing 

systems.   

3) Drivers’ zoning assignment (DZA) optimization 

Due to a large solution space and a large number of alternative 

assignments, a systematic zoning optimization method is needed to 

properly assign subsets of grouped parts to corresponding drivers. 
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1.2 Literature Review 

1.2.1 Discrete Event Dynamic System (DEDS) Modeling  

An automotive GA system is a typical discrete event dynamic system 

(DEDS). The name “discrete event dynamic systems” is widely known to 

designate systems whose behavior can be completely characterized by the 

knowledge of starting and ending times of events. 

DEDS covers flexible manufacturing systems, telecommunication 

networks, multiprocessor operating systems, railway networks, traffic control 

systems, logistic systems, intelligent transportation systems, computer networks, 

multi-level monitoring and control systems, and so on. Since its wide application, 

both industry and academic communities have become more and more 

interested in techniques to model, analyze and control DEDS (Baccelli et al., 

1992).  

Simulation is one of the most important approaches for DEDS, because of 

its flexibility, time compression, physical scaling and risk avoidance (Banks et al., 

2005; Harding & Popplewell, 2000). The event scheduling scheme, also known 

as the next-event time advance approach (Banks et al., 2005; Law & Kelton, 

2000) is a general simulation approach for DEDS (Cassandras & Lafortune, 

1999). In this approach, a simulation clock and an event list are introduced. A 

timing routine is invoked to determine which event in the event list will occur next 

(Cassandras & Lafortune, 1999). Dozens of successful software packages have 

been developed based on this approach, such as Arena, AutoMod, ProModel, 

etc. However, this approach is difficult to be applied to our automotive production 
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system with a large list of events, which leads to low efficiency and long search 

times. In addition, this approach reveals nothing about the underlying interactions 

and system behaviors. 

Event relationship graph (ERG) is another simulation technique for DEDS. 

Schruben et al., (2000) presented a linear programming formulation for a single-

server queueing system. This formulation has solutions representing the system 

trajectory of the single-server queue. Event relationship graph modeling has 

certain advantages in terms of simplicity and efficiency in simulation, and can 

solve simple DEDS problems. However, for very complicated DEDS with random 

events, such as random machine failures in a general assembly system, the 

linear programming formulation is very difficult to apply.  

Parallel and distributed simulation (Bertsekas & Tsitsiklis, 1997; Das, 

2000; Fujimoto, 2001) is also a relevant approach for simulating manufacturing 

systems. An obvious benefit of parallel simulation is that computational times can 

be reduced by dividing a large simulation task into many sub-tasks that can be 

executed concurrently (Das, 2000). However, dividing a task is challenging, 

which is only suitable for loosely coupled systems with weak interactions and is 

not directly applicable to closely coupled general assembly and material handling 

systems. 

For the analytical modeling, exact analytical expression only exists for the 

two-machine one-buffer system, or the system with infinite buffer capacity, or 

without buffers (Dallery & Gershwin, 1992; Li at el., 2006). However, an 

automotive general assembly system with material handling is considerably 
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larger and more complicated. Furthermore, time intervals for each car entering 

the system, time of machine state change, as well as time of each material 

delivery trip do not follow exponential distributions, which is the key assumption 

in analytical queueing networks, Markov chains and Semi Markov chain models 

(Yao, 1994; Li at el., 2006). Therefore these approaches cannot be directly 

applied to the coupled production system problems.  

For approximation methods, such as aggregation and decomposition 

methods, accuracy becomes a big concern when the scale of the system is 

expanded. Considering complicated general assembly systems with both serial 

lines and assembly lines (Gershwin, 1999; Bihan & Dallery, 2000), neither of 

these two approaches can directly provide real-time timestamp information for 

material handling dispatching. Buzacott and Shantikumar (1993), and Altiok 

(1997) investigated decomposition based on non-exponential machine systems, 

however, such approaches are typically computationally intensive, and are very 

difficult to extend to practical systems for real time multi-dolly material handling 

dispatching. 

Modeling and analysis of manufacturing systems have attracted significant 

research attention during the last 50 years, resulting in substantial effort being 

devoted to performance evaluation, continuous improvement, customer demand 

satisfaction, etc., for general assembly systems and material handling systems 

(Bozer & Yen, 1996; Johnson & Brandeau, 1996; Zhao et al., 2010; Yan et al., 

2010; Govind et al., 2011). In most of these studies, general assembly systems 

and material handling systems are analyzed independently. The study of highly 
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coupled assembly operations and material handling is almost neglected in the 

literature. Some work, intended to address this issue has been done (e.g., Yan et 

al., (2010) in automotive assembly, Govind et al., (2011) in semiconductor 

manufacturing), however, the focuses of these researches are mainly on system 

design and planning; thus the methods are not readily applicable for the purpose 

of real-time multi-dolly material handling dispatching.  

In this thesis, a modified max-plus algebra modeling approach is utilized 

for DEDS with coupled general assembly and material handling systems. A 

substantial amount of research has been devoted to the field of applying max-

plus algebra in queueing and traffic networks (Alexopoulos et al., 2007; Becker & 

Lastovetsky, 2010). 

The first uses of max-plus algebraic system theory in the modeling and 

analysis of DEDS can be dated back to the early 1960s (Giffler, 1960; 

Cunninghame-Green, 1961). The idea is that the system dynamics are 

represented as a set of linear recursions consisting of two types of algebraic 

operators, namely {max} for maximization and {+} for addition. Solving the 

recursions provides information about the system performance. An account of 

the pioneering work on max-plus algebraic system theory for DEDS was given in 

(Cunninghame-Green, 1979). Related work had been done by Gondran (1984). 

In the late eighties, the early topic attracted new interests. Cohen et al. (1985) 

considered a certain class of decision-free systems, where all places had only 

one output transition and one input transition. They used the state equations to 
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develop system transfer-matrix representations for stability and observability, etc. 

Related work also included (Cohen et al., 1989). 

For recent work, Krivulin (1995) addressed the issue of system blocking 

and provided the scaling equation with manufacturing blocking and 

communication blocking. Gaubert (1995) introduced (max +) automata as non-

machinery autonomous max-plus linear system with finitely valued dynamics,  

i.e., xሺkሻ ൌ A⊗ xሺk െ 1ሻ,	  where A takes its values in a finite set {A1,…,An}, 

which gives us the inspiration of using switching mechanism to break the 

synchronization of  traditional max-plus linear algebra by replacing matrices 

under different perturbations, such as random failure or starvation.  

From previous work, we can see that there exists a remarkable similarity 

between the basic operations of the max-plus algebra (maximization and 

addition) and the basic operations of conventional algebra (addition and 

multiplication). As a consequence, many concepts and properties of conventional 

algebra have a max-plus analogy. This analogy allows us to translate many 

concepts, properties and techniques from a conventional linear system to a max-

plus linear system. Besides, max-plus algebra has many advantages: (1) it yields 

timing equations directly from the system configuration and hence there is no 

need to first derive a Petri net or a digraph equivalent of the system; and (2) a 

change in the system configuration only affects the interconnection matrices and 

hence does not require deriving the entire set of equations.  

However, the traditional max-plus linear system modeling method cannot 

be applied to systems with uncertainties and nonlinearity. Therefore, a modified 
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max-plus modeling approach is necessary to model systems in a flexible fashion 

to directly handle non-deterministic events and scalable system configuration. 

The goal of our research is intended to contribute to this end.  

1.2.2 Dispatching and Routing Control of Multi-Dolly Material Handling 

Systems 

The multi-dolly material handling system in this thesis, to some degree, 

resembles the Milk Run (MR) system in lean manufacturing, which is used to 

deliver parts to multiple machines (Bozer & Ciemnoczolowski, 2013; 

Ciemnoczolowski & Bozer, 2013). However, since route and frequency are fixed 

in MR systems, dynamic disturbances (e.g., random failure) may not be reflected 

promptly. Besides, MR systems do not perform well outside of lean 

environments. Different from MR systems, in which dispatching policy is trivial, 

the dolly building problem in our thesis focuses on the dispatching and routing 

policy that determines the number and types of parts to deliver and the delivery 

routes at the beginning of the trip. 

Traditional part delivery systems in an automotive assembly plant are 

treated as a static system. Under the assumption that hourly part consumption 

amounts are forecasted based on the information of the daily production 

sequence every morning, drivers feed parts according to the fixed hourly part-

delivery plan. Traditional approaches for handling the part delivery problem focus 

on how to optimize the production sequence by leveling consumption rates of 

parts. Monden (1983) described nicely the operation of a parts-delivery system 

for an automotive assembly system, by maintaining a smooth production 



15 

 

sequence in terms of production volume and model mix. Okamura and 

Yamashani (1979) proposed a heuristic method for determining a production 

sequence by minimizing the probability of conveyor line stoppage. This well-

known method was developed and applied by Toyota Motor Company for 

leveling the consumption rates of parts (Monden, 1998) and several variants of it 

have been presented since then. Inman and Bulfin (1991) presented a leveling 

algorithm with a polynomial complexity in time. Sumicharast and Clayton (1996) 

surveyed the sequencing procedures and compared them based on their ability 

to achieve desired production targets. 

However, even if automotive manufacturers try to optimize the production 

sequence, part consumption rates cannot be nearly constant, as investigated by 

(Inman et al., 1997). Automotive manufacturing system has thousands of parts, 

translating into millions of possible configurations. The mixed model sequencing 

problem becomes highly constrained because leveling one part’s consumption 

will worsen others.  Hence, when the number of parts required by an assembly 

system is very large, and there are many other parts with low consumption due to 

the intermittent usage, it is difficult to achieve the leveling of part consumption 

rates all the time.  

Therefore, we treat the part delivery problem from a different perspective, 

i.e., how to dispatch and route the drivers rather than how to level the production 

sequence. The most related work is automated guided vehicle (AGV) dispatching 

(Vis, 2006). Qiu and Hsu (2002) provided a comprehensive survey for existing 

dispatching and routing algorithms for AGV. Among them, a multi-load AGV 
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system most resembles ours. Hirao and Tamaki (2002) addressed dispatching 

policies for a single, multi-load AGV system, where all loads originate from a 

single machine. However, they focused on unit-load AGVs, where multiple types 

of loads were viewed as a unit-load, which moved only one unit-load at a time. 

For all the AGV dispatching policies, hybrid push and pull strategies draw 

our special attention. According to Qiu and Hsu (2000), its ability to forecast and 

penalty prediction would be very promising for our part feeding problem. 

Hodgson and Wang (1991) studied the hybrid push and pull (pp) control 

strategies for a parallel multistage system. The results showed that the hybrid 

policy required lower total inventory and achieved higher supply reliability. Yim 

and Linn (1993) developed an efficient petri-net based simulation model to 

analyze a flexible manufacturing system (FMS) with push and pull dispatching 

rules. Huang and Kusiak (1998) addressed a push-pull approach which could 

reduce in-process inventory and shorten lead times. Their approach was verified 

in an industrial case study. Inspired by corresponding AGV dispatching, we 

propose several dispatching policies. With the knowledge of request time 

information of part replenishment generated from the modified max-plus 

modeling, it is possible to forecast MH dynamics and reduce MH related cost.  

When the requests and number of parts are sent to drivers dynamically, 

we need to form routes for drivers, which will lead to our second question in dolly 

building: In what sequence will these parts be delivered? First-come-first-serve 

(FCFS) is a commonly used routing sequence strategy (Pinedo, 2002). However, 

it is far from the best solution. To further analyze the problem, we show that, 
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under some specific conditions, there exists a transformation schema for a one-

to-one mapping between our routing problem and vehicle routing problem (VRP), 

which allows us to take advantage of standard approaches from the VRP. The 

VRP area has been intensively studied in the literature. We refer to (Magnanti, 

1981; Solomon & Desrosiers, 1988) for a comprehensive survey of the VRP.  

In order to integrate both dispatching and routing processes to support 

real time MH systems, the question is how to quantify the performance impact 

from an MH system on a GA system. First, we need a standard to evaluate the 

performance. Since it is possible to convert all the MH related manufacturing 

activities into cost, overall cost would be a reasonable parameter to evaluate the 

performance.  

Commonly speaking, MH system cost involves many aspects, which is 

viewed from an activity based costing perspective (Brimson , 2002) including: 

Labor cost:  

Wages of all operators that are assigned tasks, fringe benefits and possibly 

overtime premiums. 

Activity cost: 

1. Transportation costs 

2. Loading and unloading activity costs 

3. Set-up activity costs 

4. Work in process storing activity costs 

5. Material handling system monitoring and control activity costs 

6. Production stoppage costs 
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7. Inventory holding costs 

8. Waiting and idle time costs 

For simplicity, we will only focus our attention on three areas: labor cost, 

material handling transportation cost, and production loss due to starvation. 

Therefore, system performance can be quantitatively presented. Impacts on 

general assembly system can be compared and analyzed in a systematic way in 

order to achieve our goal of supporting a MH system with minimum cost. 

Again, most of the related research of material handling dynamics has 

addressed AGV systems. Egbelu (1987) calculated the minimum MH cost in a 

manufacturing system based on the loaded traveling times and empirical 

estimates of the unloaded ones. Tanchoco et al. (1987) employed a queuing 

theory-based computer model for material handling dynamics. Wysk et al. (1987) 

used a spreadsheet analysis to address the same problem. Their approaches 

provided initial estimates for the number of AGVs, which might be further refined 

by simulation. For the problem of determining the AGV fleet size, Sinriech and 

Tanchoco (1992) developed a multi-criteria optimization model exploiting the 

trade-off between investment costs and system throughput, and proposed the 

use of decision tables relating to the investment cost, the number of AGVs and 

their utilization, as well as the corresponding “conflicting” costs. Maxwell and 

Muckstadt (1982) studied the design of an efficient horizontal unit-load MH 

system when the production rate of each manufacturing resource was constant 

and known. Bozer and Srinvasan (1991) presented a partitioning algorithm for 

the design of single vehicle loops, in an effort to distribute the workload evenly 
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among the AGVs in the MH system. Tompkins et al. (1996) and Loannou (2007) 

summarized relevant literature in the AGV system vehicle management area, as 

well as the integration of the MH system design and facility layout design 

problems. Finally, Loannou (2007) proposed an integrated model for concurrent 

layout and MH system design, in which the MH cost was calculated.  

1.2.3 Drivers’ Zoning Assignment (DZA) Optimization 

Meta-heuristic based aggregation zoning is an important issue in many 

traditional applications, such as political districting, plant location, health care 

zoning, and travel demand forecasting. It is similar to our drivers’ zoning 

assignment (DZA) problem. Different aggregation zoning algorithms have been 

proposed in the literature, with emphasis on the optimization of search 

algorithms, such as Tabu Search, Simulated Annealing (SA), Particle Swarm 

Optimization (PSO), Ant Colony Optimization (ACO) and others (Kirkpatrick et 

al., 1983; Glover, 1989; Dueck  & Scheuer, 1990; Gorilli et al., 1999). 

Particle Swarm Optimization (PSO) algorithm is an adaptive algorithm. A 

population of individuals adapts by returning stochastically toward previously 

successful regions in the search space, and is influenced by the successes of 

their topological neighbors. Based on the results of a variety of prior research, it 

has been possible to efficiently find a global optimum in a simultaneous poly-

modal function with high precision (Kennedy & Eberhart, 2001). 

Ant Colony Optimization (ACO) is another meta-heuristic for solving hard 

combinatorial optimization problems. The first ACO algorithm, ant system (AS), 

was proposed by Colorni & Maniezzo (1991) as a means of solving the travelling 
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salesman problem (TSP). Based upon observations of real ant colonies, it was 

found that over a fixed time period, the shorter paths between the nest and the 

food source were likely to be travelled more often than the longer paths.  

Simulated Annealing (SA) is a stochastic local search method analogous 

to physical annealing, the process of melting and then slowly cooling a solid so 

that the substance reaches its lowest energy state. By accounting the likelihood 

of a particular molecular configuration at a given temperature, Langevin et al. 

(1993) introduced simulated annealing, a probabilistic search procedure for 

solving combinatorial optimization problems. Morse (1997) extended simulated 

annealing with an ad hoc introduction of a variable penalty multiplier.  

Some comparison results among different optimization search algorithms 

were demonstrated in (Ricca & Simeone, 2000; Pan et al., 2008). Among them, 

PSO shows its advantages of simplicity (easy to implement and few parameters 

to adjust), fast convergence with lower dimension and high accuracy. However, 

Pan et al. (2008) addressed the convergence issue of PSO for our DZA problem, 

which was highly dependent on its initial zoning assignment. This means a 

proper initial zoning assignment is essential for the success of PSO based 

search to insure that a global minimum instead of a local minimum is found in the 

DZA problem. 

To serve this end, three classes of problems related to our initial zoning 

assignment research are reviewed. The first class of problems is the assignment 

problem (AP) (Pentico, 2007; Burkard et al., 2009). In the AP problem, the cost of 

assigning a task to a worker is additive. But the system throughput, which 
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depends on the whole assignment of line-side buffers to drivers in the DZA 

problem, is not additive. We cannot apply AP algorithms to solve the DZA 

problem because the additivity is necessary in AP algorithms.  

The second class is the Bin-Packing Problem (BPP), which is NP-

complete (Johnson et al., 1974). Although the DZA problem seems similar to the 

BPP, BPP algorithms are not suitable to solve the DZA problem. The reason is 

that in BPP, the size of the bins and the space of room storage are known, while 

in the DZA problem the bin sizes cannot be obtained due to complexity on 

throughput and driver utilization.  

The third class of problems, the Parallel Machine Scheduling (PMS) 

problem (Mokotoff, 2001), which is in a sense regarded as the dual problem to 

the BPP (Coffman et al., 1978), can give us some insights into the methods to 

solve our problem. The PMS problem, where the makespan is minimized, is also 

NP-complete (Garey et al., 1979). PMS problems may be modified in order to 

establish our solutions for the initial zoning, which may not be related to the PMS 

problem at first glance. Though the main difficulty of PMS is its calculation 

complexity and low convergence efficiency (Yan et al., 2010), it would be a great 

choice to form the initial zoning assignment to serve for the PSO based zoning 

optimization. 
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1.3 Research Objectives 

After a review of previous work on all the challenges related to our research, the 

following tasks are proposed: 

1) To model a real time production system efficiently, the traditional max-plus 

linear system will be modified and extended to obtain an analytical model 

of DEDS. Based on the proposed method, the timing information of 

coupled general assembly and MH systems will be analyzed to forecast 

MH behaviors, and reduce MH time & costs.  

2) To improve the real time multi-dolly MH process, dispatching policies 

based on forecasting and penalty prediction will be implemented. The 

mapping procedure between our MH system and vehicle routing problem 

with time window (VRPTW) shall be investigated in order to integrate 

proper routing strategy to achieve minimum MH cost.  

3) To form a proper initial zoning, the fixed zoning version of the DZA 

problem will be formulated, which can effectively assign line-side buffers 

to drivers. Then a meta-heuristic algorithm PSO will be implemented to 

solve the DZA optimization problem to achieve minimum MH cost. 

1.4 Outline of the Dissertation 

In Chapter 2, the modeling of a general assembly system using max-plus 

algebra is investigated. Basic concepts of max-plus algebra are introduced, a 

model of 2 machines with finite buffers model is studied and extended to a multi-

machine and multi-buffer system. Using max-plus algebra, a switching 



23 

 

mechanism is proposed for the GA system with material handling. Numerical 

experiments and validation of the method are provided. 

In Chapter 3, a framework for online multi-dolly material handling system 

is introduced. Existing dispatching policies are discussed. Several policies based 

on forecasting and penalty predictions are proposed. A mapping procedure 

between our multi-dolly MH system and a vehicle routing problem with time 

window (VRPTW) is introduced, and an integrated model considering both 

dispatching and routing is proposed. Numerical results demonstrate the 

effectiveness and robustness of our approach. 

In Chapter 4, the zoning optimization problem is introduced and 

formulated. We will discuss the similarity between PMS and our DZA, and adopt 

an existing PMS algorithm, as well as a backtracking method to determine the 

proper initial zoning configuration. After a proper initial zoning is formed, PSO is 

investigated and implemented for our zoning assignment problem. A numerical 

example on a practical scale will be shown for validation and demonstration. 

Finally, the contributions and recommendations for future work of the 

doctoral research are summarized in Chapter 5. 
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CHAPTER 2                                                             

MODELING OF GENERAL ASSEMBLY SYSTEM WITH 

MATERIAL HANDLING USING MAX-PLUS ALGEBRA 

2.1 Introduction 

A typical general assembly (GA) system in a high volume automotive plant 

has hundreds of machines. An analytical description of the entire system is 

difficult to obtain, because of the internal blocking mechanism, asynchronous 

nature of the general assembly system, and the coupling relationship with MH 

system. Besides, dolly trains are gradually used to replace forklifts, which enable 

multiple dollies to be delivered per trip, which potentially reduces the number of 

drivers without sacrificing the throughput; however it will further increase our 

difficulty in analysis.  

Therefore, we narrow our research scope on material handling system 

with the assumptions that production sequence and part demand are known, so 

when we estimate the timing information dynamically from the general assembly 

system model, detailed timing information for MH system will be available. Our 

main focus in this chapter will be to accurately and efficiently obtain timing 

information from the production system. 

Previous literature reviews indicate max-plus algebra might be a good 

choice to model complex discrete event dynamic systems (DEDS), such as 
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general assembly systems in our research. However, two difficulties need to be 

addressed, which are finite buffers and random failures.  

In this chapter, we will first introduce the model of the general assembly 

system. Secondly, we will extend the max-plus linear system to model the 

integrated general assembly system coupled with the material handling. A 

procedure of generating part request list is developed, and a numerical example 

is used to validate our modeling approach. 

2.2 Modeling Of General Assembly System 

2.2.1 System Description 

In this section, we will first introduce the system and our assumptions. The 

detailed modeling of two subsystems (i.e., general assembly and material 

handling subsystems) is described in Fig. 1-1 in section 1.1. Before we present 

the detailed system description, the nomenclatures used in this chapter are 

introduced: 

 

( , )M m s  the machine index, m stands for the number of machine, s 

represents which section it is in 

( )B s  the downstream buffer capacity in section s   

ˆ ( ( , ))iS M m s  
the perfect starting time for car i on M(m,s) (processing 

without any stops)  (min) 

( ( , ))iS M m s  the real starting time for processing car i on M(m,s)  (min) 

( ( , ))iF M m s  the finishing time for car i on M(m,s)  (min) 

( ( , ))iD M m s  the departure time for car i on M(m,s) (min) 

( ( , ))iP M m s  the whole processing time for car i on M(m,s) (min) 
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( )CT s  cycle time on section s (min) 

( )jFA s  the time of failure j on section s (min) 

( )jRE s  the time of repair j on section s (min) 

( )jST s  the time of parts starvation on section s (min) 

( )jRP s  the time of parts replenishment on section s (min) 

( )INV p  current inventory level of part p 

( )RON p  re-order number of part p 

( )AVE p  average utilization of part p 

( )ROQ p  replenishment quantity of part p 

)( jOUTi                          time instance of driver i starting j-th trip (min) 

)( jBACKi                        time instance of driver i coming back from j-th trip (min) 

 

A typical automobile general assembly (GA) system consists of many 

sections and there are buffers with finite capacities between sections. Each 

section consists of a sequence of assembly machines with one single conveyor. 

The conveyor transfers cars from machine to machine where operators/robots 

finish assembly tasks during a required period. GA in a high volume plant has 

thousands of different parts, which need to be assembled onto a car. Drivers 

deliver these parts from the docking area to the corresponding line-side buffers. 

When a part has been consumed, the remaining number in the line-side buffers 

will be updated. A signal, requesting replenishment of the part will be sent to the 

material dispatching center when the part quantity goes down below a certain 

level. 

The entire production system can be divided into two sub-systems: 1) 

general assembly subsystem, and 2) material handling subsystem. Although 
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these two sub-systems have quite different logic and dynamic characteristics, 

they are coupled in terms of part requests. The assumptions of our general 

assembly system are as follows: 

1) A machine can be blocked if it is up and its downstream buffer is full. The last 

machine is never blocked. 

2) A machine can be either starved by upstream buffer or by line-side buffer 

parts. A machine is starved by the upstream buffer if it is up and its upstream in-

process buffer is empty. It is starved by parts if it is up, the upstream in-process 

buffer is not empty, but one of the line-side buffers is empty. The first machine is 

never starved by an upstream buffer. 

3) When failure or starvation happens, all other machines in the same section will 

stop and wait until the problem has been eliminated.        

4) Mean time between failure (MTBF) and mean time to repair (MTTR) can be 

obtained from historic data.  

5) There exist six basic states for machines: 

• Blocked state – the downstream buffer is full, conveyor on that section cannot 

move. 

• Starving by part – a certain part on a specific machine is below the minimum 

number to finish one assembly process on the machine. 

• Starving by car – the upstream buffer is empty, after one cycle time, when all 

machines in this section turn to idle, the first one changes into car starving 

state automatically.   

• Failed state – machine breaks down. 
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• Processing state – machine is working. 

We want to evaluate the following performance measures in our model. 

These performance measures are very important to identify the system 

performance level and system dynamic behavior. Therefore, they can be used to 

validate model accuracy when comparing with real production data, which will be 

demonstrated in detail in Section 2.3.  

 Throughput. The average number of vehicles produced by the general 

assembly system per time unit in the steady-state of system operations. 

 Utilization of driver. The average ratio of working time over the total time 

for driver.   

As we mentioned in the introduction, the main goal of this research is to 

model the coupled general assembly and material handling systems using part 

requests as the linkage. A modified max-plus model is utilized for this purpose.  

2.2.2 Basic Operations of the Max-Plus Algebra 

 

The basic operations of the max-plus algebra are maximization and 

addition, which will be represented by  and  respectively (Krivulin, 1995): 

     max( , ), ,  for any x,yx y x y x y x y Թ. 

It is easy to see that these new operations have the following properties: 

Associativity:                       
    
    

( ) ( )

( ) ( )

x y z x y z

x y z x y z
 

Commutativity:                    x y y x   , x y y x    

Distributivity:                       ( ) ( ) ( )x y z x y x z       
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Idempotency of Addition:   x x x   

With  0e ,   , we further have 

Null element:      x x x  

Identity element:  x e e x x     

Absorption Rule:  x x       

Clearly, in the max-plus algebra, these properties allow ordinary algebraic 

manipulation of expressions to be performed under the usual conventions 

regarding brackets and precedence. The plus operator   takes precedent over 

the max operator  . 

The scalar max-plus algebra can be extended to the max-plus algebra of 

matrices in a similar way. Specifically, for any square (n x n) matrices   ( )ijA a

and   ( ),ijB b  the elements of the matrices  C A B  and  D A B  are 

calculated as: 

ij ij ijc a b   and 
1...1

max ( )
n

ij ik kj ik kj
k nk

d a b a b


     

Where ∑⊗  denotes the iterated operation⊗ . Similarly the multiplication of a 

matrix by a scalar, as well as the operations of both matrix-vector multiplication 

and vector addition are observed. As in the scalar max-plus algebra, there are 

null and unit elements in the matrix algebra, defined respectively as: 

 


 

 
   
 
 



  



,            

 
  

  

 
 
 
 
 
 

...

...

... ... ... ...

...

e

e
E

e  
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2.2.3 Max-Plus Linear State Space Models 

DEDS with only synchronization and no concurrency can be modeled by a 

max-plus algebraic model of the following form (Krivulin, 1995): 

( ) ( 1) ( )x k A x k B u k      

                                                    ( ) ( )y k C x k                                              (2.1) 

With n nA 
 � , n mB 

 � ,  l nC 
 �  , where m is the number of inputs, n 

is the number of variables, and l the number of outputs. The vector x represents 

the state, u is the input vector, and y is the output vector of the system. It is 

important to note in (2.1) the components of input, output, and state are event 

times, and the counter k in (2.1) is an event counter. Due to the analogy with 

conventional linear time-invariant systems, a DEDS can be modeled by (2.1) and 

will be called a max-plus linear time-invariant DEDS. Typical examples of such 

systems that can be modeled as max-plus linear DEDS are general assembly 

systems, and queuing systems. Now we give an example of how the behavior of 

a simple manufacturing system can be described by a max-plus linear model. 

2.2.3.1 General assembly system with finite buffers  

Suppose that the buffers in a general assembly system have limited 

capacity. Consequently, machines may be blocked due to full downstream buffer 

and starved because of empty upstream buffer. Consider a flow shop production 

system with n machines, and assume the buffer at the i-th machine, i=2,.., n, to 

have capacity iB . If a blockage condition occurs after the completion of an 

assembly service, the i-th machine sees the buffer of the (i+1)st machine as full, 
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resulting in the i-th machine not being able to be freed and therefore remains 

busy until the (i+1)st machine completes its current service and there is free 

space in its buffer. Under the condition of starvation, the buffer of the (i+1)st 

machine is empty, the (i+1)st machine will be idle until the i-th machine finishes 

its work. Obviously, for the last machine, the products leave the system right 

away upon their service completion, which cannot be blocked. In this thesis, we 

restrict our consideration to these types of manufacturing blockages and 

starvations, which are most commonly encountered in practice.  

 

 

 

Figure 2-1:   2 machines with finite buffer capacity 

A processing unit can only start working on a new product if it has finished 

processing the previous one. We assume that each processing unit starts 

working as soon as all parts are available. We define: 

( )u k : time instance at which k-th raw product is fed to the system. 

( )ix k :time instance at which i-th machine starts working on the k-th product. 

( )y k : time instance at which k-th product leaves the system. 

Let us assume that transportation time t1=t2=t3=0 to simplify the model 

without losing the essence of the example. Let 1T be the time at which the k-th 

part arrives at Mଵ,   1 1( ) ( )T u k t u k  

Let 2T be the time at which the (k-1)th part leaves	Mଵ, which will happen until the 

(k-1)th part is finished and there is at least one empty space in buffer	Bଶ. 

 

M1 M2B2u(k) y(k)

P1 P2
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    2 1 2max( ( 1) 1, ( 2 1))T x k P x k B  

Therefore,  

     1 1 2 1 2( ) max( , ) max( ( ), ( 1) 1, ( 2 1))x k T T u k x k P x k B  

Similarly we can derive: 

   

        
2 2 1

2 1 2

( ) max( ( 1) 2, ( ) 1)

max( ( 1) 2, ( 1) 2 1, ( ) 1, ( 2 1) 1)

x k x k P x k P

x k P x k P u k P x k B P
 

                2( ) ( ) 2y k x k P   

Rewrite the equations in max-plus algebraic matrix notation, we obtain: 

                      

1
( ) ( 1) ( 2 1) ( )

2 1 2 1 1

P e e
X k X k X k B u k

P P P P

 


     
             
     

 

                                    ( ) 2 ( )y k P X k                                                     (2.2) 

Where  1 2( ) ( ) ( ) ,
T

X k x k x k  and ( 2 1)X k B      if system is at its warm-up 

stage, 2 1 0k B    

Note that the difference between (2.1)  and (2.2). Because of the starvation and 

blockage due to the finite buffer an additional term must be added: 

                                               1 ( 2 1)A X k B    

1) Assume B2=0, which means there is no buffer between the two machines,  

therefore, we have:  
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1
( ) ( 1) ( 1) ( )

2 1 2 1 1

1
( ) ( 1) ( )

2 1 2 1 1

1
( 1) ( )

2 1 1 2 1

P e e
X k X k X k u k

P P P P

P e e
X k u k

P P P P

P e e
X k u k

P P P P

 


 


     
            
     

     
          

     
   

          

 

1( ) ( ) ( 1) ( )X k A A X k B u k        

2) Assume B2=∞, ( 2 1) ,X k B     in any condition, 1 ( 2 1)A X k B    term can 

be ignored. 

3) Assume B2≥1, we can divide the model into two parts: 

When k≤B2+1,  ( ) ( 1) ( )X k A X k B u k      

When k> B2+1,  1( ) ( 1) ( 2 1) ( )X k A X k A X k B B u k          

Using recursion, we can calculate all the time instances for each machine i  

starting operation on the k-th raw product. In addition we can also calculate the 

time when the k-th raw product leaves the system. 

2.2.3.2 Extension to ‘n’ machine system 

Traditionally, a flow shop system contains a single line of machines in 

which all jobs share the same processing order on these machines, each job 

visits all the machines, and each job may visit each machine only once. 

In the previous example, we showed how to model a two machines 

system with infinite buffer and limited buffer. It is not difficult to understand that 

the dynamics can be generalized by the ordinary scalar equations.  

1) For infinity buffer capacity and ‘n’ buffers: 
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1 1( ) max( ( 1) 1, ( ))x k x k P u k      

      1 1( ) max( ( 1) , ( ) )i i i i ix k x k P x k P      

      ( ) ( 1) ( )X k A X k B u k      

      ( ) ( )y k C x k   

1, 1, 1( ) ,         

i
i

ij i j i i k jk j

P i i

A a a a P P i j

i

   

      



  

1

1
( )     

      2,...,ij i
ik

e i
B b

i nP

    
 

 nC P                                                                                 (2.3)                     

2) For limited buffer capacity and ‘n’ buffers: 

1 1 1 2( ) max( ( 1) , ( ), ( 2 1))x k x k P u k x k B      

1 1 1 1( ) max( ( 1) , ( ) , ( 1))i i i i i i ix k x k P x k P x k B          

    1 1( ) max( ( 1) , ( ) )n n n i nx k x k P x k P  

1 1( ) ( 1) ( 2 1) ( 1) ( )n
nX k A X k A X k B A X k B B u k               

                                          ( ) ( )y k C X k                                                       (2.4) 

Where A, B, C are the same as the infinity buffer capacity model: 

1
1

1,

( ) ,         1,
il

ij kk

i

e j l i l

A a P j l i l

otherwiseP




       



  

For   1 10, ( ) ( ) ( 1) ( )n
iB X k A A A X k B u k          
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u(k)

M1

M5

M3

M4M2

y(k)SF

t1 = 4

t2 = 1

t3 = 0 t5 = 0

t4 = 0 t6 = 0

t7 = 0

t8 = 1

P1 = 1

P2 = 3

P3 = 6

P4 = 4

P5 = 0

2.2.3 Switching Max-Plus Linear System 

Dynamic property of DEDS determines the system possibility of 

“switching” in different “modes”. A mode refers to a set of required 

synchronization processes and scheduled event orders in this section. Let 

“switching” variable ݖሺ݇ሻ represent a general assembly system mode at event 

step ݇, where ݇ is the event counter. The max-plus linear state space model of 

the system can be represented as 

                                          ( ) ( )( ) ( 1) ( )z k z kX k A X k B u k                         (2.5) 

Therefore, a “switching” max-plus system modeling may be developed. A 

“switching” can be seen as a mechanism where the system modes can be 

changed due to certain scenarios such as breaking of synchronization or 

changing of event orders. The “switching” variable ݖሺ݇ሻ  is defined as ݖሺ݇ሻ ൌ

фሺݔሺ݇ െ 1ሻ, ݈ሺ݇ െ 1ሻ, ,ሺ݇ሻݑ ሺ݇ݔ ሺ݇ሻሻ. It is a function of the previous stateݒ െ 1ሻ, the 

previous mode ݈ሺ݇ െ 1ሻ, the input variable ݑሺ݇ሻ and control variable ݒሺ݇ሻ. The 

control variable ݒሺ݇ሻ corresponds to a specific system property and behavior, 

i.e., processing sequence, event order, or scheduled maintenance.  

 

 

 

 

Figure 2-2: Assembly line with concurrency operation 
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Figure 2-2 demonstrates an example with five machines	ܯଵ,ܯଶ,ܯଷ,ܯସ		 

and	ܯହ. Raw products arrive at time ݑሺ݇ሻ and then are fed to ܯଵ	and	ܯଶ. The 

intermediate products need additional processing at ܯଷ	and	ܯସ	, and finally meet 

at ܯହ and leave the system. In our example, “switch” operation ܵܨ is added in the 

system. ܵܨ  determines where the intermediate products will go to after they 

come out of  ܯଵ	or	ܯଶ. It is assumed that the system logic is always to feed the 

slower machine between ܯଷ	and 	ସܯ	 first, which is ܯଷ  in this case. It can be 

derived that the system equations for ݔଵ	and	ݔଶ are: 

xଵሺkሻ ൌ maxሺxଵሺk െ 1ሻ ൅ Pଵ, uሺkሻ ൅ tଵሻ 

xଶሺkሻ ൌ maxሺxଶሺk െ 1ሻ ൅ Pଶ, uሺkሻ ൅ tଶሻ 

 

If xଵሺk െ 1ሻ ൅ Pଵ ൑ 	 xଶሺk െ 1ሻ ൅ Pଶ  (i.e., Mଵ  finishes first), then the intermediate 

product of Mଵ  will be directed to Mଷ  and intermediate product of Mଶ  will be 

directed to Mସ, since Mଷ is slower than  Mସ. Similarly, we obtain: 

xଷሺkሻ ൌ maxሺxଵሺkሻ ൅ Pଵ, xଷሺk െ 1ሻ ൅ Pଷሻ ൌ maxሺ xଵሺk െ 1ሻ ൅ 2Pଵ, xଷሺk െ 1ሻ ൅

Pଷ, uሺkሻ ൅ Pଵ ൅ tଵሻ	  

xସሺkሻ ൌ maxሺxଶሺkሻ ൅ Pଶ, xସሺk െ 1ሻ ൅ Pସሻ ൌ maxሺ xଶሺk െ 1ሻ ൅ 2Pଶ, xସሺk െ 1ሻ ൅

Pସ, uሺkሻ ൅ Pଶ ൅ tଶሻ	  

xହሺkሻ ൌ maxሺxଷሺkሻ ൅ Pଷ, xସሺkሻ ൅ Pସ ൅ t଼ሻ ൌ maxሺ xଵሺk െ 1ሻ ൅ 2Pଵ ൅ Pଷ, xଶሺk െ 1ሻ ൅

2Pଶ ൅ Pସ ൅ t଼,	xଷሺk െ 1ሻ ൅ 2Pଷ, xସሺk െ 1ሻ ൅ 2Pସ ൅ t଼, uሺkሻ ൅ Pଵ ൅ tଵ ൅ Pଷ, uሺkሻ ൅ Pଶ ൅

tଶ ൅ Pସ ൅ t଼ሻ	  

The system mode is determined by the “switching” variable, which is defined by: 

൤
zଵሺkሻ
zଶሺkሻ

൨ ൌ ൤
xଵሺkሻ ൅ Pଵ
xଶሺkሻ ൅ Pଶ

൨ ൌ ൤
maxሺ xଵሺk െ 1ሻ ൅ 2Pଵ, uሺkሻ ൅ Pଵ ൅ tଵሻ
max	ሺxଶሺk െ 1ሻ ൅ 2Pଶ, uሺkሻ ൅ Pଶ ൅ tଶሻ

൨ ൌ

൤
max	ሺxଵሺk െ 1ሻ ൅ 2, uሺkሻ ൅ 5ሻ
max	ሺxଶሺk െ 1ሻ ൅ 6, uሺkሻ ൅ 4ሻ

൨ , and 
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zሺkሻ ൌ ൜
1; 														if	zଵሺkሻ ൑ zଶሺkሻ
2; 														if	zଵሺkሻ ൐ zଶሺkሻ

	 

Therefore, for the 1st mode xଵሺk െ 1ሻ ൅ Pଵ ൑ 	 xଶሺk െ 1ሻ ൅ Pଶ, the system matrices 

are: 

Aሺଵሻ ൌ

ۏ
ێ
ێ
ێ
ۍ
1 	ε 	ε ε ε
ε
2

3	 ε
ε 	6

ε ε
ε ε

ε
8

		6
11

ε
12

4
9

ε
εے
ۑ
ۑ
ۑ
ې
,			 						Bሺଵሻ ൌ

ۏ
ێ
ێ
ێ
ۍ
4
1
5
4
ے11
ۑ
ۑ
ۑ
ې

 

Similarly, we can derive the system matrices for the 2nd mode xଵሺk െ 1ሻ ൅ Pଵ ൒

	xଶሺk െ 1ሻ ൅ Pଶ: 

Aሺଶሻ ൌ

ۏ
ێ
ێ
ێ
ۍ
1 	ε 	ε ε ε
ε
ε

3	 ε
6 	6

ε ε
ε ε

2
8

		ε
12

ε
12

4
9

ε
εے
ۑ
ۑ
ۑ
ې
, Bሺଶሻ ൌ

ۏ
ێ
ێ
ێ
ۍ
4
1
4
5
ے10
ۑ
ۑ
ۑ
ې
 

It is noted that zଵሺkሻ and zଶሺkሻ are the time instances at which Mଵ	and 	Mଶ 

finish their assembly tasks in cycle k. It is clear that the 1st mode corresponds to 

Mଵ finishing first, and the 2nd mode corresponds to Mଶ finishing first. Therefore 

zሺkሻ determines two typical max-plus linear models in two modes. 

The use of “switching” max-plus linear systems in modeling discrete event 

dynamic systems offers some new opportunities. In regular max-plus linear 

systems, one can only model synchronization in a fixed order. The use of 

“switching” max-plus linear systems provides the possibility to include 

concurrency operation and non-deterministic interruption events. Typical non-

deterministic events in production systems include machine random failures and 

starvations caused by delayed material delivery. 
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Modeling of machine down time with “switching” max-plus linear model 

1) Predetermined machine down time (e.g., preventive maintenance schedule, 

predetermined starvation) 

Preventive maintenance is one of the predetermined machines down time 

events aimed at the prevention of breakdowns and failures. It is designed to 

preserve and enhance equipment reliability by replacing worn components 

before they actually fail.  

Modeling of preventive maintenance can be easily done using a 

“switching” max-plus linear system.  When we decide the scheduled machine 

maintenance criteria, (e.g., machine processing time, number of products 

assembled, or reliability level, etc.), control variables can be used to switch the 

modes,  maintenance time can be added into the corresponding machine 

process, which turns out to be a nominal processing time, and converts the 

A,B,C matrices respectively. 

 

Example: Preventive maintenance on two machines with infinite buffer 

capacity: 

We define when machine M1 produces every 100 intermediate products, certain 

machine parts need to be replaced to prevent its actual failure.  

We can set:  ݖሺ݇ሻ ൌ ൜
1; 										݂݅	ሺ݇	MOD	100ሻ ് 0
2; 										݂݅	ሺ݇	MOD	100ሻ ൌ 0

 

From previous calculation we get:  (1) (1) (1)
1 1

, , 2
2 1 2 1

P t
A B C P

P P P




   
     
   
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If the preventive maintenance time is PM1 for machine 1, then when 

maintenance is triggered, the nominal processing time can be calculated as 

 *1 1 1.P P PM  Correspondingly, we have 

  (2) (1) (1)
1 1 1

, , 2
2 1 2 1 1

P PM t
A B C P

P P P PM




   
        

 

2) Random failure 

Machine random failures cannot be predicted precisely and will cause 

system uncertainties. Using a “switching” max-plus modeling technique, we first 

model the general assembly system without any random downtimes and obtain 

xሺkሻ vector for each process and machine. Second, we define the “switching” 

variable when random failures happen. FS୧ሺjሻ denotes the j-th	random failure start 

time at machine i  and FF୧ሺjሻ  denotes the j-th 	 random failure finish time at 

machine i. A control variable vሺkሻ can be defined for each ሾx୧ሺkሻ, x୧ሺk ൅ 1ሻሿ as: 

v୧ሺkሻ ൌ ൜
0; 																	for			FS୧ሺjሻ ൒ FF୧ሺjሻ	
1; 																																			otherwise

 

Therefore the “switching” variable can be defined as: 

zሺkሻ ൌ

ە
ۖ
۔

ۖ
;1ۓ 										if	ෑv୧ሺkሻ

୬

୧ୀଵ

ൌ 0

2; 										if	ෑv୧ሺkሻ
୬

୧ୀଵ

് 0

 

where n  is the total number of machines. If zሺkሻ ൌ 1 , then no random 

failures at step k. If  zሺkሻ ൌ 2, then processing time for machine i can be modified 

as: 
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P୧
∗ ൌ P୧ ൅	∑ ሺ୫

୨ୀଵ FF୧ሺjሻ െ FS୧ሺjሻሻ, where m denotes the number of random 

failures during the time period ሾx୧ሺkሻ, x୧ሺk ൅ 1ሻሿ.  

For the two-machines-infinite-buffer example, we assume Mଵ  has a 

random failure in time period ሾxଵሺkሻ, xଵሺk ൅ 1ሻሿ, therefore we can derive system 

matrices for both modes: 

Aሺଵሻ ൌ 	 ൤
Pଵ ε

2Pଵ ൅ tଶ Pଶ
൨,								Bሺଵሻ ൌ 	 ቂ

tଵ
Pଵ ൅ tଵ ൅ tଶ

ቃ,						Cሺଵሻ ൌ ሾε Pଶ ൅ tଶሿ  

and 

Aሺଶሻ ൌ 	 ൤
Pଵ
∗ ε

2Pଵ
∗ ൅ tଶ Pଶ

൨,	 

							Bሺଶሻ ൌ 	 ൤
tଵ

Pଵ
∗ ൅ tଵ ൅ tଶ

൨,	 

					Cሺଶሻ ൌ ሾε Pଶ ൅ tଶሿ 

where Pଵ
∗ ൌ 	Pଵ ൅ FFଵሺ1ሻ െ FSଵሺ1ሻ. 

At the beginning, system equations with no random failures can be 

derived in mode 1 using Aሺଵሻ, Bሺଵሻ	and	Cሺଵሻ to obtain xሺkሻ, k ൌ 1,… , N.  Where N is 

the total number of products. And xሺkሻ ൌ 	 ሾxଵሺkሻ xଶሺkሻ…		x୬ሺkሻሿ୘,		where n is the 

total number of machines, here in this example, n=2. Whenever a random failure 

happens, the mode is switched, and the corresponding P୧
∗  will be updated in 

Aሺଶሻ, Bሺଶሻ	and	Cሺଶሻ. Finally, the general assembly system equations and matrices 

can be updated in real time.   
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2.3 Modeling of Material Handling System with Predetermined Production 

Sequence 

After our discussion of DEDS modeling of the general assembly system 

using a max-plus linear system, we need to take the material handling system 

into consideration. In general assembly system, different types of parts are 

stored in line-side buffers, located next to the assembly machines. Since the 

sizes of the line-side buffers are limited, we cannot store infinite number of parts. 

Therefore parts should be delivered to the assembly machines when parts are 

consumed to a certain level, called re-order point (RP).  Typically, re-order points 

are defined in terms of the time remaining for parts to last for assembly. For 

example, a 15min re-order point means that the remaining parts would last for 15 

min of production. We can calculate the re-order points as: )( pRON  = )( pAVE

 Re order Time / ( )CT s                                                       

Where )( pRON  is the re-order number of part p, )( pAVE  is the average utilization 

of part p, which can be obtained from historical production data. 

Whenever ( ) ( )INV p RON p , a part replenishment request will be sent out. 

If any driver is available, the driver will start to deliver part p immediately, 

If all drivers are in the trip of feeding, unresponsive requests will be put on the 

request list according to first-come-first-serve (FCFS). 

It is assumed in this section that all production sequences are known, and 

therefore, corresponding part consumption can be predicted. Furthermore, for 

any assembly machine, each part consumption corresponding to different type of 



42 

 

car is known. This information is attached to each car, and is called the part 

consumption tag. Therefore, every part consumption tag can be traced with each 

car. According to the tag, operators working on an assembly machine can easily 

identify which part should be used. Therefore, a part consumption tag matrix for 

each car can be obtained. Figure 2-3 demonstrates an example of a part 

consumption tag matrix. For example, car 1 will consume 1 piece of part1, 0 

piece of part2, 1 piece of part3, etc.  

 

Figure 2-3: Parts consumption matrix 

 

Since the car production sequence and the part consumption are pre-

determined, the initial number of part p, )( pRON , )( pAVE are all known, so the 

occurrence of part replenishment requests can be calculated beforehand; for 

example, for part 34, we can accurately calculate the part replenishment 

requests which will be sent for the production of car 204, car 416, car 610… 

Furthermore, parts will be consumed in a pre-determined sequence regardless of 

the condition of general assembly system. From max-plus based general 

assembly system model, we can calculate the time instance ( )iX k , given 

part1 part2 part3 part4 part5 part6 part7 part8 part9 
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


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parameter (i, k). ( )iX k can provide us the timing information for any car k 

entering machine i. Therefore, the time instance of a part replenishment request 

can be calculated based on a predetermined part consumption matrix: 

M(j):  re-order number of part j,  

Acc(k,j): accumulative usage of part j, when car k uses part j,  

Initial(j): initial quantity of part j,  

ROQ (j): Replenishment quantity of part j,  

For part request, Index (k,j) 

      Initial(j)-Acc(k,j)+N*ROQ(j)== M(j) ,where N=0,1,2,3,…                            (2.6) 

Given ௜ܺሺ݇ሻ, the starting time of car k entering machine i, we have a mapping 

relationship between car production and part consumption, which can help us 

calculate the time instances of part replenishment requests.  

Rearranging the time instances ( )iX k  of part replenishment requests in 

ascending time order, we can have a predetermined replenishment requests 

sequence, for example car34-part 21, car78-part 132, car 149-part 56…. ( car34-

part 21 means when car 34 consumes part 21 to finish its assembly task, it will 

cause part 21 to send out a replenishment request, which occurs earlier than car 

78-part 132’s request been sent out according to the example sequence). 

Similarly all these rearranged ( )iX k remain valid until starvation or random failure 

occurs. Whenever these kinds of interruptions happen, using “switching” max-

plus model, we can obtain updated ' ( )iX k by repeating the above part 

replenishment request generating procedure. With real time information, all the 
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estimated time instances ( )iX k should be accurate. Figure 2-4 demonstrates the 

procedure of rearranging part replenishment requests and generating a request 

list. 

 

Figure 2-4: Request list generating process 

2.4 Numerical Experiments  

In this case study, the schematic layout of a general assembly system with 

material handling is shown in Figure 2-5, which is based on an automotive 

assembly plant.  The system consists of 8 sections, between which are buffers 

( ଵܰ, … , ଻ܰሻ	with finite capacities.  
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Figure 2-5:  8 section system layout 

Each section consists of a sequence of assembly machines and a 

conveyor. The conveyor transfers cars from machine to machine where 

operators finish assembly tasks during a specific time period. In a real system 

with a continuous conveyor, a cycle time is defined as the time difference 

between a car enters a machine and leaves it. If the operator does not finish a 

job during a cycle time, a cord needs to be pulled, and the conveyor stops. 

Although the conveyors in a real system are moving continuously, we assume in 

our study that a conveyor transfers a job from a machine to the next machine 

only when all machines (of the section) complete their work. This assumption 

introduces little inaccuracy in our model though the production dynamics 

essentially are the same - the system will stop if a machine does not finish work 
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in time. In a section, there are no buffers between machines. Operations are 

synchronous within each section. For simplicity, and because of the nature of 

synchronization, we assume that each machine of the same section has the 

same cycle time. 

For manual operations, there are two types of failures.  In real failures, 

tools or things of a similar nature are broken. In equivalent failures, operators do 

not finish assembly tasks within a cycle time. We call these over-cycled operation 

failures, because they have the same effect as a broken tool failure: the 

conveyors stop and all other machines in the same section are left waiting. 

Typically, thousands of different parts, with distinctive part numbers, need 

to be assembled onto a car.  A part is stored at a line-side buffer, it may or may 

not be used for every car, depending on the options that the car may have.  In 

the simulation model, a predetermined production sequence is given. According 

to a predetermined production sequence, when a part has been consumed, the 

remaining part count at the line side buffer will be updated. When it reaches a 

certain level (re-order point), the operator should send a signal for requesting the 

delivery of the part.  

In this example, we focus on the current production environment - one 

dolly per trip. In this situation, even if there is more than one request coming from 

the assembly operators, a driver can only deliver one dolly per trip, we will 

introduce the multi-dolly MH system in the next chapter.  

Parts are consumed based on a predetermined production sequence, and 

are replenished as requested by the operators. The scale of this practical system 
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includes 8 sections, more than 160 machines, more than 300 line side buffers 

and dozens of drivers as illustrated in Figure 2-5.  

The simulation setup includes 20 replications with 10,000 minutes running 

time and 2,000 minutes warm-up time. In order to verify the effectiveness of the 

integrated modeling method, we compare the average throughput results with a 

detailed simulation model using the Arena software package. We use 12 groups 

of test cases with variety of different parameters (cycle times, buffer capacity, 

initial buffer size, drivers’ travel speed, etc.). Table 2-1 shows the t-tests for the 

comparison. All t-tests return ݄ ൌ 0, i.e., failures to reject the null hypothesis at 

the 1% significance level.  

Case # Arena Max-plus Difference (%) p-value 

1 37.34 37.18 -0.43 0.36 

2 39.17 39.19 0.051 0.41 

3 35.05 34.75 -0.86 0.91 

4 34.98 34.78 -0.57 0.67 

5 37.65 37.53 -0.31 0.15 

6 39.85 39.86 0.025 0.2 

7 35.55 35.38 -0.48 0.55 

8 35.19 35.04 -0.42 0.32 

9 39.79 39.65 -0.35 0.41 

10 36.31 36.16 -0.47 0.67 

11 34.43 34.4 -0.087 0.18 

12 35.91 35.69 -0.61 0.72 

mean -0.37 

 

Table 2-1: Cases of throughput comparison 
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The accuracy of the method is further evaluated by comparing the 

simulation results with the actual production data. The following production data 

are collected to validate the results from our analysis. 

 Throughput of the tested production system: Throughput is the number 

of cars assembled per hour in steady state operations. It represents 

the production capacity and efficiency. 

 Average driver utilization: The utilization of drivers provides the 

percentage of their time on delivery or waiting for dispatching, which 

illustrates the accuracy level of the model with respect to the real 

system. 

 Actual Sequenced Max-plus 
Throughput (jobs/hour) 27.12 27.25 
   
Driver # Driver Utilization % Driver Utilization % 
1 66.56 66.82 
2 63.44 63.58 
3 86.87 87.12 
4 76.34 76.84 
5 81.41 81.76 
6 84.28 84.58 
7 78.56 79.14 
8 85.32 84.58 
9 77.85 79.14 
10 99.13 99.82 
11 86.32 86.73 
12 86.31 86.91 
13 72.67 73.01 
14 69.13 69.42 
15 64.67 64.33 
16 54.31 54.61 

 

Table 2-2: Throughput and average driver utilization results comparison (30 min 

re-order points) 
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In addition, the case study also demonstrates the efficiency of the 

modified max-plus method. We simulate the system with 10,000 minutes running 

time and 2,000 minutes warm-up time, while the actual CPU running time using 

our method is within 3 seconds. On the other hand, Arena software for the same 

practical system takes about 387 seconds for one simulation replication. These 

results are obtained on a laptop with 2.8 GHz CPU and 4GB RAM. It is also 

noticed that considering this 167 machines system, the matrix ࡭ can be of size 

167 ൈ 167.  Although the sizes of system matrices are large, high computational 

efficiency can still be achieved. 

In summary, these results have validated and confirmed that the 

integrated modeling based on the modified max-plus algebra is accurate in 

predicting the dynamic characteristics of general assembly system with MH. The 

modeling approach of general assembly system with MH focuses on four main 

challenges: (1) uncertainties of the system, (2) large number of events, (3) large 

state space, and (4) coupling system dynamics. The model is demonstrated to be 

efficient, accurate and can provide a platform for further material handling 

optimization. 

2.5 Conclusions  

In this chapter, a systematic modeling approach using a max-plus linear 

system was studied. We derived the mathematical representation of a system 

containing a finite buffer capacity as well as manufacturing blockage & starvation. 

The model in our example considered the case of a two-machine-one-buffer 
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system, and was extend to multiple machines and multiple buffers systems. A 

“switching” max-plus linear system was proposed to deal with uncertainties and 

asynchronous behaviors. With these features, a general assembly system can be 

modeled, timing information can be directly generated from known system 

configurations. Coupled MH system activities can be estimated through a 

predetermined production sequence and a part consumption matrix. A request 

list generating process was presented. Numerical experiments showed the 

practicality and accuracy of the modeling approach compared to actual 

experimental data. With the knowledge of part requests timing information, 

further online material handling dispatching and routing policies became 

possible.  
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CHAPTER 3                                                             

REAL TIME DISPATCHING AND ROUTING CONTROL WITH 

PREDETERMINED PRODUCTION SEQUENCE  

3.1 Introduction 

From the previous chapter, we know that if the knowledge of a 

predetermined production sequence is known, the dynamic part replenishment 

requests can be estimated based on the timing information obtained from the 

general assembly system. Since we can estimate when and where starvation 

events may happen, more effective dispatching and routing policies become 

possible to bring out the full potential of multi-dolly material handling systems. 

Obviously, single dolly material handling systems will need more frequent 

numbers of trips that lead to higher driver workload. Hence, if we could deliver 

more than one dolly per trip, we could reduce the number of trips for a driver. As 

we mentioned, dolly trains enable us to deliver multiple parts per trip, but at the 

same time, advanced delivery processes will lead to a more complicated material 

handling system. In this way, two questions need to be answered, how many and 

what types of parts need to be carried by the dolly trains when the driver leaves 

the docking area (dispatching policy), and in what sequence these parts need to 

be delivered (routing strategy).  
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Knowledge of part replenishment requests connects the general assembly 

system with the material handling system. With this knowledge, we can establish 

a framework of multi-dolly material handling system. Time instances of products 

assembling can be calculated as we discussed in Chapter 2. Upon disturbance 

interrupts, all time instances shall be updated accordingly based on the switching 

mechanism of the modified max-plus modeling technique. Combined with 

predetermined production sequence, a request list can be generated as 

discussed in Section 2.3. Based on the knowledge of existing and predicted time 

instances of part replenishment requests, we have a great advantage in 

estimating and predicting MH activities and optimizing them in our MH 

dispatching processes.  

Besides, we know many factors will influence system performance, such 

as dispatching policies, routing strategies, production loss due to starvation, etc. 

In this chapter, we will use cost of these factors (listed above) as a quantitative 

parameter to evaluate their impact on system performance. With all the timing 

information obtained from an updated request list, it is possible for us to find a 

systematic way to achieve the minimum MH related cost considering all the 

factors we have investigated. 

In this chapter, assumptions, notation, and existing dispatching policies 

are discussed. Several dispatching policies are proposed based on dynamic part 

replenishment requests using forecasting and penalty prediction model. A simple 

model will be presented to show how different policies may affect the MH system 

as well as the general assembly system. A mapping procedure between the parts 
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routing problem and vehicle routing problem with time window (VRPTW) is 

discussed. An integrated model considering both dispatching and routing to 

improve system performance with minimum MH related cost is proposed. 

Research results are shown at the end of the chapter.      

3.2 Dispatching Policies with Predetermined Production Sequence 

3.2.1 Notations 

Before we present the detailed system description, the nomenclatures used in 

this chapter are introduced: 

( )iOUT j  time instance of driver i starting j-th delivery trip from docking 

area(min) 

( )iBACK j  time instance of driver i coming back to docking area from j-th 

delivery trip (min) 

( ( , ))iS M m s  the real starting time for processing car i on M(m,s)  (min) 

( )iDriver p  Time for driver i to deliver part (p) from docking area to location 

of line-side buffer  p (min) 

( , )i k lDriver p p  single trip time of driver i moving from location of line-side buffer  

kp  to location of line side buffer lp  (min)  

௜ܣ
௪  

Ta௜
௪  

Fw  

the driver i’s starting time for trip w (min) 

driver’s arrival time at location i for trip w (min) 

accumulated cost for trip w ($) 

 

3.2.2 Drivers’ Assignment Rule 

First we need to clarify the driver assignment process. We use the rule of 

longest waiting time, which means the dispatching center always sends requests 

to the earliest available drivers in the waiting queue: 
1,2,...,
min { ( )}i

i V
BACK w for 
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delivery trip w, where   ( ) sup{ ( ) : },i iBACK w BACK j j w ( )iBACK j is the time 

instance at which driver i returns to the docking area (we define the docking area 

as location “0”) after delivery trip j, w is the number index for current trip, V is the 

total number of drivers.   

3.2.3 Proposed Multi-Dolly Dispatching Policies  

Now, with the knowledge of a predetermined production sequence, a 

dynamic part request list can be developed based on updated timing information, 

which is obtained from the general assembly system, this will provide us 

advantages in developing optimized MH dispatching policies. 

It is noted that in this section, we will use the simplest first-come-first-

serve (FCFS) routing strategy to determine the delivery sequence of chosen 

requests for a specific trip. Since a dispatching policy is our primary concern in 

this section, routing strategies will be discussed later. 

 

3.2.3.1 Re-order points (RP) 

It is the same as the basic RP policy in section 2.3, except that drivers are 

allowed to deliver more than one dolly per trip. Two possible situations are 

illustrated here: 

1) Assuming the part request signal is triggered when the corresponding driver 

is in an idle state, the driver departs the docking area immediately: 

( 1)iOUT j   in Figure 3-1. 

 
2) If several part requests have been put onto the request list, after completing 

one trip and returning to the docking area, the driver should depart with the 
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current requested parts immediately. If the number of replenishment requests 

on the list is greater than the maximum allowed by the dolly trains, then take 

the maximum number in FCFS order, for example: ( 2)iOUT j  in Figure 3-1. 

 

Figure 3-1: Illustration of re-order points (RP) policy 

 

3.2.3.2 Double threshold (DT) 

DT policy is mainly based on two possible lists, one for part requests, and 

the other for warning. In our study, we set the request threshold at 15 min 

(remaining parts will last for 15 min production), and the warning threshold at 30 

min (remaining parts will last for 30 min production). Parts on the request list 

have higher priority than those on the warning list. Two situations are possible: 

1) When a warning signal is triggered while the corresponding driver is idle, the 

driver keeps waiting, until the first part request occurs, and then the parts on 

the warning list will be added to this driver.  

2) If there are several part requests and warnings already on the lists, the driver 

should first pick up all the part requests. If the number is less than the 

maximum number, current parts on the warning list can be added to the 

driver. Similarly, if the number is greater or equal to the maximum allowed 

dolly trains, the maximum number of dollies will be used for this trip. 

 

 



56 

 

3.2.3.3 Fixed Moving Window (FMW) 

 

Figure 3-2: Illustration of Fixed Moving Window (FMW) policy 

 

FMW dispatching policy is based on the request list for both existing and 

estimated requests, since the round trip travel time for a driver to deliver specific 

parts in FCFS is a constant, the whole round trip travel time can be treated as a 

fixed moving window on a time scale: 

      i iMovingWindowWidth Driver ( ) Driver ( , ) Driver ( )i f k n lp p p p               (3.1) 

where requests ,Pl Pf  are the first and last existing part requests on the request 

list, * ( )iBACK j is the driver’s estimated time back to docking area based on 

existing requests, as shown in Figure 3-2. Checking all the parts covered by this 

specific driver, we can pick the existing requests, and then calculate the 

corresponding time ( ( , ))iS M m s of the estimated requests, based on the 

predetermined part replenishment sequence. 

If ( ( , )) ( ) ,i iS M m s OUT j MovingWindowWidth  it means the estimated part 

replenishment requests might also need be added to the driver. Two possible 

situations are illustrated: 
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1) When the part request signal is triggered while the corresponding driver is in 

idle state, the only moving window is obtained and we can check the 

estimated part requests within the window and add them to the driver. 

2) After the driver returns from a trip, if one or more part requests have been put 

onto the request list, the moving window (the round trip travel time) can be 

calculated. If more estimated part requests are obtained within this moving 

window, they should be added to the driver. When the number of requests is 

equal to or greater than the maximum allowed for the dolly trains, then take 

the allowed maximum number as shown in Figure 3-2. 

 

3.2.3.4 Dynamic Moving Window (DMW) 

The key idea of DMW is similar to FMW. We need to build up the moving 

window and check whether more parts should be added to the driver. The main 

difference is that in FMW, a fixed moving window is decided by the round trip 

travel time to particular locations of line-side buffers. To fully utilize the 

advantages of the request list, we propose a dynamic moving window method. 

Simply speaking, when we add the first estimated part replenishment request 

within the moving window, a new window is generated accordingly and the new 

window width is the line-side buffer to line-side buffer travel time in addition to the 

one way travel time back to docking area. If a new estimated request is added to 

the driver, the dynamic window will expand until the maximum number of allowed 

dolly trains is reached, or no more estimated requests can be obtained within the 

window. 
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3.2.3.5 Penalty Based Strategy (PB) 

For a certain trip w, we have several request candidates (e.g., E1, E2, 

E3), where Ei is the time at which replenishment request is sent out for part i. 

Candidates selection rules will be addressed later. If we select E1 and E2 for trip 

w, which means E3 will be sacrificed this time, then what is the penalty for not 

carrying E3? Will this penalty influence our decision for request selection? This is 

the starting point for a penalty-based policy.  

 

For example, we pick up E1 and E2, and sacrifice E3 for trip w. Then we define: 

Fw=Fw-1+transportation cost +production loss for trip w 

PFw: Penalty cost of not carrying E3 for trip w  

PFw ൌ d×(Ta0
w-L3

w+1+l03) 

Fw
* ൌ Fw+PFw 

 

Where lij is the time for driver to move between locations i and j, d is the 

unit time cost for starvation duration, Li
w	is the “part used up time” for request Ei 

in trip w. Repeating the above procedure, we can calculate	F୵∗  for E1, E3 without 

E2, and  Fw
* 	  for E2, E3 without E1. For all  Fw

*  , min൫Fw
* ൯	 indicates the best 

selected combination for trip w. Now after we introduce the idea of PFw,	 for trip 

w, select as many requests as the maximum number of dollies available, sorted 

in ascending time order. For the following requests, calculate corresponding	PFw, 

if PFw>0, then this replenishment request should be added as a candidate in this 

trip w, otherwise, this request does not need to be considered.  In the previous 

example, we have a two dolly model, E1 and E2 which are selected due to the 
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maximum dolly number. If PF > 0 for E3, then E3 should be added and E1, E2 

and E3 are the candidates for this trip.  

3.2.4 Case Study for Dispatching Policies 

The following example is used to demonstrate how different dispatching 

policies influence the dispatching sequence as well as the system performance. 

Figure 3-3 shows a three-machine production system without buffers between 

each other, and there are 4 kinds of parts used on them. Machine 1 uses part 1, 

Machine 2 uses part 2 and Machine 3 use both part 3 and 4. Assume that only 

one driver delivers all the required parts, and the driver is available at time 

instance 	12	from the docking area 0 for the first delivery.   

To estimate the impact of MH onto the production system performance, it 

is assumed that the delivery cost of a part is c=1/min, and the cost of starvation 

caused by a delayed part delivery is d=1000/min. Table 3-1 shows the original 

predetermined request time (Ei) and time limit to accomplish the request (Li). 

Table 3-2 shows the travel time between any two line-side buffer locations lij. For 

example, l12 ൌ 0.5 min means that the travel time from line-side buffer 1 location 

to line-side buffer 2 location is 0.5 minutes, and 0 indicates the docking area 

location. 
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Figure 3-3:  3 machines, 4 parts model                   Table 3-1: Original request list 

݈௜௝ (min) 0 1 2 3 4 

0 0 2 1.5 2 2.5 

1 2 0 0.5 2 2 

2 1.5 0.5 0 2 2 

3 2 2 2 0 0 

4 2.5 2 2 0 0 

 

Table 3-2: Travel time ݈௜௝ between different locations 

 

3.2.4.1 Case study using Re-order Points (RP) 

Trip 1: 

 

Figure 3-3: Time and delivery sequence of trip 1 

 

10 15 20 25 30

10 15 20 25 30

1 2 1 3 13 4

Driver

Time sequence 
of Ei and Li

 

M1 M2 M3 

1 2  3 

4 

0 

i Ei (min) Li (min)

1 10 15

3 11 16

2 11.5 16.5

1 15 20

4 16 21

3 22 27

1 24 29
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Since we assume the driver is available at time instance 12, ܣଵ =12. 

According to RP policy and FCFS, we pick E1 and E3 for first trip. First we need 

to deliver part 1, the time instance for the driver to arrive at line-side buffer 1 

location is ܶܽଵ
ଵ=ܣଵ

ଵ ൅ ݈଴ଵ ൌ 12 ൅ 2 ൌ ଵܮ) >14
ଵ=15). The driver departs from docking 

area and arrives at line-side buffer 1 location at time instance 14, which less than 

its ܮଵ
ଵ  time 15, so no starvation occurs. Next, we need to deliver part 3, the time 

instance for driver to arrive at line-side buffer 3 location is ܶܽଷ
ଵ=ܶܽଵ

ଵ ൅ ݈ଵଷ ൌ 14 ൅

ଷܮ) =2
ଵ=16).  This can be calculated as: After unloading part 1, the driver heads 

for line-side buffer 3 and arrives at time instance 16, which is the same time as 

ଷܮ
ଵ=16, so still no starvation occurs. After delivering part 1, 3, the driver finishes 

the trip and returns to the docking area at time instance 18. Therefore, the only 

related cost is transportation cost: ܨଵ ൌ c ൈ (time instance of the driver returns to 

docking area for trip 1െܣଵ ሻ   ൌ c ൈ ሺ18 െ 12ሻ ൌ 6, the cost for trip 1 is therefore 6 

units. 

Trip 2: 

 

Figure 3-5: Time and delivery sequence of trip 2 

We start our trip 2 at time instance A2ൌ18, and pick the earliest two 

requests E2 and E1, Ta2
2ൌAଶ ൅ l02 ൌ 19.5൐	ሺL2

2 ൌ 16.5ሻ, when the driver arrives at 
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the location of lines-side buffer 2, the time instance is 19.5, which is larger than 

L2
2 ൌ 16.5 , which means starvation occurs.  Using the “switching” max-plus 

model, time information and the request list are updated. We can see clearly 

from Table 3-3, all the remaining E and L (listed in brackets) are shifted by the 

starvation duration, which is 3 min. The driver finishes trip 2 and returns to the 

docking area at time instance 22.	 Ta1
2ൌTa2

2൅l12 ൌ 19.5 ൅ 0.5 ൌ 20൏ሺL1
2 ൌ 23 ሻ,	

Ta0
2 ൌ 22,	F2ൌF1 ൅ 22 െ 18 ൅ d ൈ 3 ൌ 3010 units. For trip 2, the cost includes two 

parts: transportation cost c ൈ ሺ22 െ 18ሻ ൌ 4  and production loss d ൈ 3 ൌ 3000 , 

which is dramatically larger than transportation cost. 

 

Table 3-3 Updated request (in bracket) list vs original list 

For the following trip, there are no new interesting points worth mentioning. We 

just list the brief process as follows: 

Trip 3: Trip 3 starts at time instance ܣଷ ൌ 22, E4 is picked, ܶܽସ
ଷ ൌ ସܮ)<24.5

ଷ ൌ

24), so there will be starvation for 0.5 minute, ܶܽ଴
ଷ ൌ ଶܨ=ଷܨ ,26.5 ൅ 4.5 ൅ 500 ൌ

3514.5, the driver comes to docking are at 26.5 min, the accumulated MH cost is 

3514.5 units. 

Trip 4: Trip 4 starts at ܣସ =26.5, E3 is picked, ܶܽଷ
ସ ൌ ଷܮ)>29

ସ ), no starvation 

ܶܽ଴
ଷ ൌ ଷܨ=ସܨ ,31.5 ൅ 5 ൌ 3519.5 units 

i Ei Li

2 11.5 16.5(19.5)

1 15 20(23)

4 16 21(24)

3 22(25) 27(30)

1 24(27) 29(32)
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Trip 5: Trip 5 starts at ܣହ ൌ 31.5, E1 is picked, ܶܽଵ
ହ ൌ ଵܮ)<33.5

ହ ൌ 32.5), there will 

be starvation for 1 minute, ܶܽ଴
ହ ൌ ଶܨ=ଷܨ ,35.5 ൅ 4 ൅ 1000 ൌ 4523.5	units. 

 

3.2.4.2 Case study using Fixed Moving Window (FMW) 

The dispatching sequences for the first 3 trips are exactly the same as shown in 

3.2.4.1. After trip 3, we have ܶܽ଴
ଷ=26.5, ܨଷ=3514.5 units. 

Trip 4: 

So for trip 4 the driver starts the trip at time instance 26.5, ܣସ ൌ 26.5. According 

to FMW, E3 is picked first, which has the time window [26.5, 29], the following 

request 26.5<E1(27.5)<29 is within E3’s time window, which indicates E1 needs 

to be added in trip 4. 

Therefore trip 4 will end up with ܶܽ଴
ସ ൌ ଷܨ=ସܨ ,33.5 ൅ 7 ൌ 3521.5 units. 

With FMW, we reduce the number of trips from 5 based on re-order points policy 

to 4, the corresponding overall trip time is 33.5 min and the total cost becomes 

3521.5 units.  

 

3.2.4.3 Case study using Penalty Based Strategy (PB) 

Trip 1:  
 
Delivery starts with ܣଵ

ଵ=12 and candidates E1, E3, E2 

For E1, E3: ܶܽଵ
ଵ=14, ܶܽଷ

ଵ=16,	ܶܽ଴
ଵ=18, ଵܨ		 ൌ 6 

ଵܨܲ                   ൌ 1000 ൈ ሺ18 െ 16.5 ൅ 1.5ሻ ൌ ଵܨ	 ,3000
∗ ൌ ଵܨ ൅ ଵܨܲ ൌ 3006 

For E1, E2: ܶܽଵ
ଵ=14, ܶܽଶ

ଵ=14.5,	ܶܽ଴
ଵ=16, ଵܨ		 ൌ 4 

ଵܨܲ                    ൌ2500, 	ܨଵ
∗ ൌ ଵܨ ൅ ଵܨܲ ൌ 2504 

For E3, E2:  ܶܽଷ
ଵ=14.5	, ܶܽଶ

ଵ=16.5,	ܶܽ଴
ଵ=18, ଵܨ		 ൌ 6 
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ଵܨܲ                    ൌ5000, 	ܨଵ
∗ ൌ ଵܨ ൅ ଵܨܲ ൌ 5006 

Check all the ܨଵ
∗	value, we notice that min(ܨଵ

∗ሻ ൌ 2504 units, which indicates that 

E1, E2 is the best choice for trip 1. 

 

Trip 2: 

ଵܣ
ଶ=16, candidates: E3, E1, E4 

For E3, E1: ܶܽଷ
ଶ=18.5 ൐ 16, ܶܽଵ

ଶ=20.5 ൏ 22.5,	ܶܽ଴
ଵ=22.5, ଶܨ		 ൌ ଵܨ		 ൅ 2500 ൅ 6.5 ൌ

2510.5 

ଶܨܲ                   ൌ ଶܨ	 ,1500
∗ ൌ ଶܨ ൅ ଶܨܲ ൌ 4010.5 

For E3, E4: ܶܽଷ
ଶ=8.5, ܶܽସ

ଶ=18.5,	ܶܽ଴
ଶ=21, ଵܨ		=ଶܨ		 ൅ 2500 ൅ 5 ൌ 2509 

ଶܨܲ                    ൌ500, 	ܨଶ
∗ ൌ ଶܨ ൅ ଶܨܲ ൌ 3009 

For E1, E4:  ܶܽଵ
ଶ=18	, ܶܽସ

ଵ=20,	ܶܽ଴
ଵ=22,  ଶ=10.5ܨ		

ଶܨܲ                    ൌ9000, 	ܨଶ
∗ ൌ ଶܨ ൅ ଶܨܲ ൌ 9010.5 

min(ܨଶ
∗ሻ=3009 units, which indicates that E3, E4 is the best choice for trip 2. 

Trip 3: 
ଵܣ 

ଷ=21, candidates: E1, E3 

ܶܽଵ
ଷ=23 ൐ 22.5	, ܶܽଷ

ଷ=25 ൏ 31,	ܶܽ଴
ଷ=27.5, ଷܨ=ଷܨ		

 ଶ+500+6.5=3015.5ܨ	=∗

Trip 4: 

ଵܣ 
ସ=27.5, candidates: E4 

ܶܽଵ
ସ=29.5 ൏ 32	, ܶܽ଴

ସ=31.5, ସܨ=ସܨ		
 ଷ+4=3019.5ܨ	=∗
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In above simple model, we can compare the operation time, total cost, and 

delivery sequence with all these 3 dispatching rules. 

Dispatching Policies Operation time Cost Delivery Sequence 

RP 35.5 4523.5     [1,3]   [2,1]   [4]   [3]   [1] 

FMW 33.5 3521.5     [1,3]   [2,1]   [4]   [3,1]    

PB 31.5 3019.5     [1,2]   [3,4]   [1,3]   [4]    

 

Table 3-4: Comparison results of three dispatching policies 

The comparison results using different dispatching policies, PR, FMW and 

PB, are illustrated in Table 3-4. Comparing to RP, our newly proposed 

dispatching methods FMW and PB decrease the operation time by 5.64% and 

12.69% respectively, the cost by 22.15% and 33.25% respectively, and the 

number of trips from 5 to 4. Though it is only a simple case study, it shows how 

proper dispatching policies can create substantial improvement of a multi-dolly 

material handling system by reducing the operation time, cost and number of 

trips.  

3.3 Integrated Dispatching and Routing Model 

3.3.1 Assumptions and Definitions 

After determining which parts need to be delivered for each trip based on 

a dispatching policy, the next step is to integrate the routing strategy to determine 

the optimal delivery sequences of all these dolly trains. Actually, in a single dolly 
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MH system, we will not encounter routing issues, since only one part should be 

delivered at a time. 

In this section, we will adopt the concept of a penalty based (PB) 

dispatching policy from section 3.2 for our integrated model. Other than simply 

using FCFS strategy to determine routing sequences in the previous section, our 

goal in this section is to determine the optimal routing sequences with minimal 

handling related cost. Note that we assume the existence of a central docking 

area, where all drivers are located at the start of the shift and where they return 

at the end of the trip, see Figure 3-6. Let k be the index of the drivers. 

 

  Figure 3-6: Illustration of single dolly delivery (i-th) move, and two dolly delivery 

(i-th,i+1-th) move 

According to the respective schedule of delivery, ܧ௜  is the part 

replenishment request time for part M. Physically, time instance ܧ௜  must be 

earlier than the time when the driver starts i-th move, so the driver can pick up 

either ܧ௜ for single dolly or E(i-th, i+1-th)  for a two dolly delivery, as shown in 

Figure 3-6. Therefore, we have the first time restriction ܧ௜ . Next we define the 

ith transfer activity Part M

Part M+1

i+1th transfer activity

D(i)

D(i+1)

Driver k

Warehouse O(i)

[Ei Li]
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machine starvation time, which takes place when the time ܮ௜ is achieved, while 

the corresponding part replenishment request has not been finished. Thus, the 

second time restriction is ܮ௜  which is defined as the machine starvation start time 

due to part shortage. Consequently, there is a time window for each delivery trip 

i, given by the closed set [ܧ௜, ܮ௜] to avoid starvation. Finally, let us define ݈௜ as the 

time that the part can be picked up from the docking location ݋ሺ݅ሻ without causing 

starvation, a parameter that can be defined based on ܧ௜ ௜ܮ ,  and the 

corresponding inter-resource distances.   

Note that d denotes the travel time (e.g., ݀௢ሺ௜ሻ,ௗሺ௜ሻis the travel time between 

the origin and the destination of delivery), ܽ݅ݎ defines the “actual arrival time” of a 

driver at the origin of delivery i, while the start time of delivery i is 		ܽ݅ ൌ

max	ሺܧ௜,  ሻ, which indicates the driver can only start a delivery trip until he/she is݅ݎܽ

ready and there is an existing request. 

Condition 1. (Definition of ݈௜): A delivery i is feasible if: 

௜ܧ        ൏ ݈௜ ൏ ௜ܮ െ ݀௢ሺ௜ሻ,ௗሺ௜ሻ 

Condition 2. Consecutive deliveries i, i+1 are feasible if: 

ܽ௜ ൅ ݀௢ሺ௜ሻ,ௗሺ௜ሻ ൅ ݀ௗሺ௜ሻ,௢ሺ௜ሻ ൏ ݈௜ାଵ 

Based on the above two conditions, the sequences of the drivers 

deliveries can be easily formulated as a traditional vehicle routing problem with 

time windows (Solomon & Desrosiers, 1988). The one-to-one mapping between 

the MH problem (MHP) and the typical vehicle routing problem with time windows 

(VRPTW) is as follows: 

(a) Customers of the VRPTW are the drivers’ deliveries of the MHP. 
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(b) Time windows of the VRPTW are the [ܧ௜,	ܮ௜] of the MHP. 

(c) Distances (time) of the VRPTW are the lengths (time) of deliveries of the 

MHP. 

(d) Feasible sequences of customers in the VRPTW are defined solely by time 

windows and inter-machine distances, while feasible deliveries and sequences of 

deliveries in the MHP are defined by conditions 1 and 2 above.  

Then, we are able to exploit the VRPTW method to solve the MHP and 

integrated the VRPTW model in manufacturing environments. 

3.3.2 Multi-Dolly Material Handling Routing Optimization 

 

Objective function: 

 Minimize: Material handling related cost  

-Distance based transportation cost 

-Penalty cost due to starvation caused by parts shortage 

-Driver labor cost 

Subject to:  

 Maximum number of dolly trains 

 Availability of drivers  

 Driver routing and timing feasibility 

 Windows and relationships for delivery time restriction  

To formulate the problem of optimally routing sequence of MH we use the 

following variables: 

a) The arrival–departure time to/from the origin/destination resource of delivery i, 

denoted by ܽ௜ and ݌௜ for delivery i, respectively. 
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b) The travel time from location i to location j, ݀௜௝   

c) The sequence in which driver performs deliveries, ݔ௜௝
௞  

d) The activation index of the driver k, ݖ௞. 

e) Production loss due to starvation duration per unit time, D 

f) Number of drivers in the multi-dolly MH system, V 

g) Transportation cost, C 

h) Driver labor cost, G 

Variables (c) and (d) are defined as follows: 

௜௝ݔ
௞ ൌ ൜

	1,				if	delivery	j	follows	delivery	i	in	the	route	of	driver	k
0,			otherwise																																																																																	

                         (3.2) 

௞ݖ ൌ 	 ൜
݈ܾ݈݁ܽ݅ܽݒܽ	ݏ݅	݇	ݎ݁ݒ݅ݎ݀	݂݅					,1
																												݁ݏ݅ݓݎ݄݁ݐ݋				,0	

	                                                                  (3.3) 

                                                                        

The multi-dolly material handling routing problem can be expressed as 

follows: 

1 1 1 1
min   ( )  +                                     (3.4)

Where,     ( ) max{0, }

M N N Nk
ij ij i ik i j i

i i i i

C d x D a L G V

a L a L


   



    

  

   

 

Subject to: 

∑ ∑ x୧୨
୩୚

୩ୀଵ
୬
୧ୀଵ ൌ 1,							∀	j ൌ 2,3, … , n                                                                    (3.5) 

∑ ∑ x୧୨
୩୚

୩ୀଵ
୬
୨ୀଵ ൌ 1,							∀	i ൌ 2,3, … , n                                                                    (3.6) 

x୧୨
୩ ൑ z୩				,							∀	i, j ൌ 2,3, … , n                                                                             (3.7) 

∑ xଵ୨
୩ ൑ 1୬

୨ୀଶ ,							∀	i ൌ 2,3, … , V                                                                           (3.8) 

∑ x୧ଵ
୩ ൑ 1୬

୧ୀଶ ,							∀	j ൌ 2,3,… , V                                                                           (3.9) 

∑ x୧୳
୩ െ ∑ x୳୨

୩୬
୨ୀଵ ൌ 1୬

୧ୀଵ ,							∀	k ൌ 2,3, … , V, ∀u ൌ 2,3,… , n                                 (3.10) 

௝ܽ ൒(݌௜ + ݀௜௝ ሻ െ ൫1 െ x୧୨
୩൯M, ∀i, j ൌ 1,2, … , n, ∀k ൌ 1,2, . . , V                             (3.11) 
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௝ܽ ൑(݌௜ + ݀௜௝ ሻ ൅ ൫1 െ x୧୨
୩൯M, ∀i, j ൌ 1,2, … , n, ∀k ൌ 1,2, . . , V                             (3.12) 

a1 ൌ 0,                                                                                                             (3.13) 

x୧୨
୩ ∈ ሼ0,1ሽ,  ∀i, j ൌ 1,2, … , n, ∀k ൌ 1,2, . . , V                                                       (3.14) 

z୩ ∈ ሼ0,1ሽ, ∀k ൌ 1,2, . . , V                                                                                 (3.15) 

                                                                                                                         

The objective function (3.4) seeks to minimize the overall MH related 

costs. The first term of (3.4) reflects the cost of the transportations; the second 

term considers the penalty cost due to starvation; the third term indicates the 

labor cost. 

Constraints (3.5) and (3.6) ensure that exactly one driver loads and 

unloads one dolly per move for either single dolly trip or multi-dolly trip. 

Constraint (3.7) guarantees that no deliveries are performed by inactive drivers. 

Constraints (3.8) and (3.9) account for the availability of drivers leaving and 

returning to the docking area. Constraint set (3.10) is the typical flow 

conservation equation that ensures the continuity of each driver route.  

Constraints (3.11)–(3.15) are related to time restrictions and guarantee the 

feasibility of the schedule for each driver. In particular, constraints (3.11) and 

(3.12) ensure that, if deliveries i and j are consecutive in the schedule of driver k, 

then the arrival time at the beginning of delivery j equals the departure time from 

end point of delivery i, plus the travel time between these two line-side buffers 

locations. Note that we use artificial variable M, which refers to a large number. 

In the event that deliveries i and j are not performed by the same driver or are not 

consecutive, constraints (3.11) and (3.12) become inactive. Constraint (3.13) 

sets the first departure time from the docking area equal to zero, as all routes 
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originate from the docking area. Constraints (3.14) and (3.15), enforce integrality 

for the x୧୨
୩ and zk variables, respectively. As a result the model of (3.4)–(3.15) is a 

linear binary program, closely related to the typical formulation of the vehicle 

routing problem with time window (Solomon & Desrosiers, 1988).   

3.4 Numerical Experiments for Dispatching and Routing Policies 

We will use the same set of example as used in Section 2-4, which 

simulates an actual automotive assembly plant.  

1) Multi-dolly policies throughput analysis 

 

Dispatching Policies 1dolly 2 dolly 3dolly 
Integrated 35.84±0.04 37.58±0.05 37.81±0.05 
PB 35.84±0.05 37.51±0.06 37.60±0.07 
FMW 35.82±0.05 37.50±0.05 37.53±0.06 
RP 35.82±0.05 37.44±0.06 37.48±0.06 

 

Table 3-5: Throughput comparison with different dispatching policies and dolly 

numbers 

 

The results show that under the same working environment, multi-dolly 

MH system outperforms the single dolly system for all policies by over 5%, while 

proper policies can produce more improvement. Besides, the integrated policy 

outperforms the others, and demonstrates smaller variances, especially when the 

number of dolly trains increases.  
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Figure 3-7: Throughput and average drivers’ utilization with different dispatching 

policies and number of dolly trains 

 

2) Average driver utilization analysis 

Figure 3-7 shows that average driver utilizations for FMW, PB, and 

integrated policies are similar, while RP is substantially larger by over 40% in 

multi-dolly scenario, which demonstrates that these three proposed policies are 

all effective in reducing driver’s workload in multi-dolly MH system. This is a 

promising sign that we can possibly reduce the number of drivers and the 

material handling related cost while still sustaining desired system throughput by 

applying proper dispatching and routing policies in multi-dolly MH system.  
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3.5 Conclusions 

A framework of multi-dolly material handling system has been 

established, based on a dynamic request list to connect both the general 

assembly and the material handling systems. For dispatching policies, 

numerical tests showed that compared to currently used RP strategies, the 

proposed FMW, DMW and PB dispatching policies are more effective by 

reducing the number of trips, total trip time and cost. A mapping process 

between MH problem and VRPTW was established. Furthermore, an 

integrated model with both dispatching and routing has been proposed to 

support the production system with the minimum MH cost. The practical 

numerical case demonstrated the effectiveness of integrated modeling as 

well as other proposed dispatching policies. 
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CHAPTER 4                                                             

DRIVERS’ ZONING ASSIGNMENT OPTIMIZATION IN GENERAL 

ASSEMBLY SYSTEM WITH MATERIAL HANDLING 

4.1 Introduction 

In a real general assembly system with material handling, specific line-

side buffers are assigned to certain drivers for parts delivery so that the 

responsibility of on-time parts delivery can be tracked. The purpose of this 

chapter is to find an assignment of drivers to working zones with specific line-side 

buffers, such that the desired system throughput is achieved with minimum MH 

related cost. The corresponding problem will be called the drivers’ zoning 

assignment (DZA). Although the manual assignment works fine when the number 

of drivers is relatively large, systematic methods are needed when the number of 

drivers is close to the minimum number (i.e., the minimum number of drivers 

necessary to maintain the desired throughput level), because the DZA problem 

becomes very complicated in these cases. 

A drivers’ zoning assignment could be either fixed or flexible in a 

production system. A flexible zoning strategy is superior to a fixed zoning 

strategy in the case of timely parts delivery. However, fixed zoning strategy has 

its advantages in reducing errors in the delivery process and saving cost in driver 
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cross training. We will start with fixed zoning in our initial zoning formation, and 

then consider both in later sections.  

A schematic view of a production system in automotive manufacturing is 

given in Figure 4-1, the configuration is the same as described in section 1.1. To 

demonstrate the configuration of fixed zoning formation, we assign line-side 

buffers ܾଵଵ,	ܾଵଶ,	ܾଷଵ, ܾଷଷ to driver 1, and line-side buffers ܾଶଵ. ܾଶଶ, ܾଷଶ, ܾସଵ to driver 

2 to form 2 fixed zones ܣଵ and ܣଶ. Drivers will be only responsible to the part 

replenishment requests within their assigned zones. 

 

Figure 4-1: A schematic view of the production system with fixed zoning 

 

As we discussed in the literature review section, Pan et al., (2008) 

proposed a meta-heuristic algorithm Particle Swan Optimization (PSO) based 

method to solve this problem. It has shown its effectiveness and efficiency in 

solving large scale DZA problems. However, the clear disadvantage is that it 

provides insufficient insight to the DZA problem. In addition, global convergence 

of PSO highly depends on the initial zoning. So in this chapter, we will first 
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investigate the characteristics of DZA, find out a proper formation method of 

initial zoning by adopting the concept from Parallel Machine Scheduling (PMS) 

as discussed in Section 1.2.3.  Based on corresponding initial zoning, PSO is 

implemented to solve more practical DZA problem in larger scale. A numerical 

example will be studied to validate the proposed zoning optimization.  

4.2 Initial Zoning Investigation 

4.2.1 System Formulation 

In this section, the DZA problem will be mathematically formulated under 

fixed zoning assumption for initial zoning formation. First, details about the 

general assembly and material handling systems will be described. Then, some 

key problem definitions will be developed. Finally, the DZA problem will be 

formulated.  

4.2.1.1 System Description 

A typical general assembly system with material handling is shown in Figure 4-1. 

Before we present the detailed system description, the nomenclatures used in 

this research are introduced: 

M  Number of machines in the general assembly system. All 

machines are indexed as , 1,2,..., .im i M  

iB  
In-process buffers upstream to machine im . iN is the 

capacity of in-process buffer ,iB 1,2,..., 1.i M   
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ib  Number of line-side buffers attached to machine .im All 

line-side buffers attached to machine im are indexed as

,  1,2,..., ,  1,2,...,ij ib i M j b  , capacity of line-side buffer ijb  

is ijn  

TP  Throughput of the production system 

C  Material handling related cost in the production system 

ijRTT
 

Round trip time to finish part delivery from the docking 

area to line-side buffer ijb and return to docking area 

ijQTY
 

Replenishment quantity of line-side buffer ijb  

ijUSG
 

Average usage rate (consumption rate) of  line-side buffer 

ijb in a cycle 

  Delivery policy for driver part delivery 

D  Number of drivers in the material handling system. All 

drivers are indexed as , 1,2,..., .id i D  

A  Assignment of line-side buffers to drivers, 

1 2( , ,..., ),DA A A A where iA is the set of line-side buffers 

assigned to driver , 1,2,..., .id i D  

All assumptions regarding the machines and buffers are the same as in 

Chapter 2. Assumptions about material delivery and zoning configuration are as 

follows: 

1) Parts from central docking area are delivered to the line-side buffers of the 

general assembly system by drivers.  
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2) The capabilities of the drivers in MH system are identical and each line-side 

buffer is eligible to be assigned to any one of them. All line-side buffers must be 

assigned to the drivers and a driver’s working zone is fixed and non-overlapping.  

3) All drivers are idle at the central docking area at the beginning of the shift. The 

drivers follow a delivery policy for delivering parts. For simplicity, during the initial 

zoning formation, we will only use the re-order point (RP) and FCFS policy as 

described in chapter 2.  

4.2.1.2 Problem definition 

We need to find an assignment of the line-side buffers to the given 

number of drivers to form fixed working zones, which means no overlapping for 

different driver zoning assignments. Mathematically, an assignment A is to 

assign the set B of all line-side buffers into D disjointed zones, one for each 

driver. For assignment  1 2( , ,..., ),   DA A A A  '
' ', , 1,2,..., ,i iA A i i D i i      and

1
D
i iA B  , where B is the set of all line side buffers. For example, in the 

production system shown in Figure 4-1, the assignment of the line-side buffers to 

the drivers is 1 2( , )A A A since we only have 2 drivers, where 

1 11 12 31 33{ , , , }A b b b b  and 2 21 22 32 41 { , , , }.A b b b b  

Based on our system description and assumptions, the goal of drivers’ 

zoning assignment (DZA) problem is to assign line-side buffers to drivers to form 

proper working zones such that the throughput is maintained above a desired 

level TP଴	with minimum material handling related cost, which can be formulated 

as follows. 
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Problem DZA: To find a zoning assignment 1 2( , ,..., )DA A A A of line-side buffers 

B to D drivers in the production system: 

 

Where π is the delivery policy, B is the set of all line-side buffers, C is the 

material handling related cost, which has three parts as discussed in section 3.3, 

i.e., production loss due to starvation penalty of line-side buffers, driver labor 

cost, and the transportation cost. 

4.2.2 Algorithm Design for Initial Zoning in DZA 

In this section, we will develop an algorithm to form initial zoning. First, 

some definitions will be given for algorithm development. Second, a necessary 

condition for the DZA problem to have a feasible solution will be discussed. 

Then, two structural characteristics of the DZA problem will be considered for 

algorithm design: (1) the similarity between the DZA problem and the Parallel 

Machine Scheduling (PMS) problem; and (2) the monotonicity property of the 

system throughput and the MH related cost with respect to the partial 

assignment. After that, we will design the algorithm to solve the initial zoning in 

DZA problem.  

'

0

1
' '

Min 

. . :

      A =B

       , , 1,2,..., ,                                                                         (4.1)    

D
i i

i i

C

s t TP TP

A A i i D i i









     


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4.2.2.1 Definitions 

Definition 4.1: Workload of a line-side buffer is the average service time for the 

line-side buffer per finished product in the steady state of the production system.  

When the production system is in the steady state, in a period of time T, 

the expected total service time for  ijb B  is ij ijW RTT , where ijW  is the 

expected total number of trips for ijb  in the period of time T. Since the production 

system is in the steady state, total number of parts delivery for,

,  ( )ij ij ij ijb W QTY TP A T USG     holds, where ( )TP A is the system throughput 

under zoning assignment A and delivery policy π. Thus the total service time for 

ijb  in the period of T is ( ) ( / )ij ij ijTP A T USG RTT QTY    .  

Therefore workload ijw of buffer ijb in the steady state can be derived as

ij ,b B                                                                                           (4.2)ij ij
ij

ij

USG RTT
w

QTY


   

Definition 4.2: Drivers id ’s workload is his/her average service time for parts 

delivery per finished product in the steady state, which is derived as  

( ) , 1,2,...,                                                                       (4.3)

ij i

ij ij
i

ijb A

USG RTT
A i D

QTY


  

  

Driver id ’s utilization   is his/her average service time for parts delivery per unit 

time in the steady state of the system.   

( ) ( )                                                                                                       (4.4)iTP A A    
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4.2.2.2 Necessary condition for feasible zoning assignment  

In the general assembly system, we may not find a feasible assignment 

solution if there are too few drivers delivering parts for the line-side buffers. In 

this case, the number of drivers D is infeasible. Since there is no efficient way to 

identify the minimum number of drivers needed in the material handling system, 

minD must be estimated so that there is no need to solve the problem with

min0 D D  .  It is clear that all driver utilizations in the steady state of the 

system are not beyond 1, so that we have ( ) ( ) 1iTP A A   , i=1, 2,…, D. It can 

be viewed as an implicit constraint in the DZA problem. Since we know

0( )TP A TP  , we derive 0 1, 1,2,...,

ij i

ij
b A

TP w i D


     

Therefore the optimal value of minD can be obtained as follows. 

'

0

1
' '

min    D

1
. . : , 1,2,...

      A =B

       , , 1,2,..., ,                                                                        (4.5)       

ij i

ij
b A

D
i i

i i

s t w i D
TP

A A i i D i i





  

    





 

Clearly, the above problem is an optimization problem which is NP-complete 

(Garey & Johnso, 1979). However, we can provide another lower bound which 

can be easily calculated.  0

ij

ij
b B

TP w D


  , where B is the set of all line side 

buffers, the lower bound of minD  is  
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� min 0                                                                                                (4.6) 

ij

ij
b B

D TP w


 
  
 
 

  

It should be pointed out that � �min min
optimal

D D , � min
optimal

D is a tighter lower bound.  

However, � minD is preferable in practice, because it can be easily calculated and 

in many cases it is equal or much closer to � min
optimal

D .  Therefore, for a fixed D 

number of drivers, � minD D is a necessary condition for the DZA problem to 

have feasible solutions. 

4.2.2.3 Similarity between DZA and PMS  

In this section, we will address the similarities and differences between the 

DZA problem and the Parallel Machine Scheduling (PMS) problem. Let us first 

describe the PMS problem. 

 
PMS is stated as: Is there a schedule of assigning n tasks with processing 

time  0jL for the j-th task, j=1, 2,…, n, onto k parallel processors, such that the 

makespan (latest completion time of all tasks) is no more than a given time 0c ? 

 
Problem PMS: Does there exist a schedule 1 2{ , ,..., }kS S S S  

'

0
1

1
' '

. . : max

      =T

       S , , 1,2,..., ,                                                                         (4.7)       

i

j
i k j S

k
i i

i i

s t L c

S

S i i D i i

  





    





 
Where ௜ܵ is the set of tasks scheduled onto the i-th processor and T is the set of 

all tasks. 
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It is clear that the basic instances of the PMS problem are tasks. Thus, 

from the PMS problem point of view, we can rebuild its corresponding DZA 

problem as follows: The production system consists of a single reliable machine 

(reliable implies the machine’s mean time between failures (MTBF) is infinite), 

line-side buffers and drivers. The system is shown in Figure 4-2. For every line-

side buffer, the average usage rate, the replenishment quantity, and the round 

trip time are deterministic.  

 

Figure 4-2: A single reliable machine with material handling system 

The corresponding DZA problem is defined as a single reliable machine 

(infinite MTBF) with N line-side buffers and D drivers. We can link these two 

problems with following settings: 

,                                                                                                                             (4.8)  

,                                                             

D k

N n




1

1

                                                                 (4.9)

1, 1,2,...,                                                                                                  (4.10)

1,

j

j

USG j N

QTY

 



1

1,2,...,                                                                                                   (4.11)

, 1,2,...,                                                                  j j

j N

RTT L j N



 

1
1

0
0

                             (4.12)

max  , 1,2,...,                                                                                      (4.13)

1
                                   

i

j
i k j S

P L j N

TP
c

  
 





                                                                                    (4.14)

0                                                                                                         RT                    (4.15) 
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where 1 1 1, ,j j jUSG QTY RTT  are, respectively, the average usage rate, the 

replenishment quantity per trip, and the round trip time for line-side buffer ܾଵ௝, 

j=1,2,…,N. We also define the desired throughput ܶ ଴ܲ , the cycle time of the 

machine ଵܲ, and the re-order point ܴܶ in the material handling system. 

Clearly, PMS can be regarded as a special case of the DZA problem with 

a single reliable machine. It is useful to adopt any existing PMS methods in 

solving our DZA problem. In the single-machine system in Figure 4-2, it is clear 

that drivers and line-side buffers can be, respectively, regarded as “parallel 

processors” and “tasks” from the PMS point of view, and RTT (average round trip 

time) as the “processing time” of the “task”. However, in a generalized production 

system, RTT cannot be regarded as the processing time anymore, because in 

general, frequencies of driver parts delivery are not identical for all line-side 

buffers. 

However, the workloads of the line-side buffers as defined in 4.2.2.1 can 

be regarded as the “processing time”, from the PMS point of view. Since drivers’ 

workloads are ( ) , 1,2,...,

ij i

i ij
b A

A w i D


    , which implies that in DZA, drivers 

and line-side buffers can be still viewed as “parallel processors” and “tasks” in 

the PMS problem, while the workload of the line-side buffer can be viewed as the 

“processing time” of the task on the processor. 

 From the discussion above, we can see that the DZA problem is harder 

than the PMS problem in two aspects: the PMS problem is a special case of the 

DZA problem and the feasibility checking of the DZA problem will be time-
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consuming due to system complexity. However, it is worthwhile to borrow the 

concepts of PMS with existing algorithms to solve our problem. The Longest 

Processing Time (LPT) algorithm, which was first developed by Graham (1966), 

is well-known and effective for solving the PMS problem. The essence of the LPT 

algorithm, sorting all tasks in decreasing order of their processing times and 

balancing total processing times on the processors, makes it an asymptotically 

optimal algorithm for the PMS problem (Coffman & Lueker, 1991). Similarly, the 

LPT algorithm can be helpful in sorting all line-side buffers in decreasing order of 

their workloads and assigning them to drivers to balance driver workloads in our 

DZA problem.  

4.2.2.4 Monotonicity property of the throughput and MH related cost 

In this subsection, we will investigate the monotonicity of the system 

throughput in the process of assigning line-side buffers to drivers, which can help 

accelerate our problem solving speed, like the “branch and bound” method 

(Balakrishnan et al., 1991). 

 

Proposition 4.1: In the material handling system, for all line-side buffers, if the 

release times of all the parts are not delayed, then the arrival times of all finished 

products in-process buffer will not be delayed. 

 

Lemma 4.1: In the material handling system, for all line side buffers, if the release 

times of all the parts are not delayed, then the throughput will not drop. 
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Lemma 4.2: In the material handling system, under partial assignment

1 2( , ,..., )DA A A A , drivers follow a delivery policy  . For another partial 

assignment � � � � �
1 2( , ,..., ), \ { },D i i klA A A A A A b  where kl ib A and

� , 1,2,..., ,j jA A j D j i    , ∃	a policy π෥ such that TP஠ሺAሻ ൑ TP஠෥ሺA෡ሻ 

The above proposition and two lemmas are proved in (Yan et al., 2010) 

 

Assumption: There exists an optimal delivery policy π∗ for the part delivery, i.e., 

under any partial assignment A, ∀	π, TP஠
∗
ሺAሻ ൒ TP஠ሺAሻ 

 

Theorem 4.1: In the material handling system, under partial assignment

1 2( , ,..., )DA A A A , drivers follow a delivery policy  . For another partial 

assignment � � � � �
1 2( , ,..., ), \ { },D i i klA A A A A A b  where kl ib A and

� , 1,2,..., ,j jA A j D j i    , the throughput will not drop, i.e., TP஠
∗
ሺAሻ ൑ TP஠

∗
ሺA෡ሻ, 

while the material handling related cost will not increase, , i.e., C஠
∗
ሺAሻ ൑ C஠

∗
ሺA෡ሻ. 

Proof: It is noted that different from comparing the throughput with different 

dispatching policy π, π෥  in Lemma 4.2, we are dealing with the same optimal 

delivery policy π∗ for throughput comparison in Theorem 4.1. In terms of Lemma 

4.2, there exists a feasible delivery policy π෥ such that TP஠ሺAሻ ൑ TP஠෥ሺA෡ሻ. Due to 

π∗  is an optimal delivery policy, we have 	TP஠∗෢ሺA෡ሻ ൑ TP஠
∗
ሺA෡ሻ. Thus, TP஠

∗
ሺAሻ ൑

TP஠
∗
ሺA෡ሻ holds, while under the same number of drivers, which indicates that 

C஠
∗
ሺAሻ ൑ C஠

∗
ሺA෡ሻ. It completes the proof. 
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Theorem 4.1 indicates that, under the optimal delivery policy, the 

throughput will not increase and the MH related cost will not drop if more 

additional line-side buffers are assigned to drivers, which implies that if a partial 

assignment is infeasible, all partial assignments derived by assigning more line-

side buffers to the drivers based on the infeasible one remains infeasible. 

Therefore we do not need to proceed under this partial assignment. Obviously, 

the monotonicity property in Theorem 4.1 can largely reduce the search space to 

improve the search efficiency in the algorithm design.  

4.2.2.5 Algorithm Design 

In this part, we will present a two-phase sequential zoning assignment 

(SZA) algorithm to solve our DZA problem. It is note that adopting the concept 

from Yao et al. (2010), our algorithm can be viewed as an extension, however 

with the consideration of find a feasible solution with minimum MH related cost, 

rather than simply finding a feasible solution, our algorithm shall outperform the 

original one, which will be compared in numerical examples. Our algorithm 

design is based on two main phases: The first is the efficient search of feasible 

zoning assignments inspired by the PMS algorithms; the second is the use of 

backtracking techniques to avoid type I, II errors, inspired by the Nested 

Partitions Algorithm (Shi & Ólafsson, 2009), given the complicated system 

dynamics and the throughput evaluation noises.  

In the first phase, we take advantages of the similarity between the DZA 

problem and the PMS problem (demonstrated in Section 4.2.3.3) in order to 

adopt the idea of PMS algorithms to solve the DZA problem. It should be pointed 
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out that in the process of assigning line-side buffers to drivers to form working 

zones, the throughput constraint must be checked (by simulation) under the 

partial assignment. Infeasible partial assignments will not be considered due to 

the monotonicity property of the throughput and material handling related cost.  

If the first phase obtains a feasible solution, but the feasibility probability is 

not high enough, we will start the second phase to check whether the solution is 

statistically feasible. In the second phase, backtracking is introduced. We adopt 

the Nested Partitions Algorithm idea of exploiting promising sub-regions (i.e., 

feasible child partial assignments). If some sub-regions are promising they 

should be backtracked to their super-region (i.e., the parent partial assignment) 

(Shi & Ólafsson, 2009). We will introduce randomness to help the algorithm to 

avoid being trapped in a neighborhood of an infeasible zoning assignment while 

the problem is feasible. The algorithm is described as follows. 

 

Initialization 

1) Calculate the workload ijw  of line side buffer ijb B and define the set of 

unassigned line-side buffers (1) (2) ( ){ , ,..., }Nb b b , which is a list of all line-side 

buffers sorted in decreasing order of their workloads, where N is the total number 

of line-side buffers. For the initial stage, we set 0TP , and calculate the lower 

bound � minD of the minimum number of drivers. If the given number of drivers D൏

� minD , report that no feasible assignment exists for D; otherwise, go to Step 2. 
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2) Initialize the current partial assignment 0A A , the current minimum material 

handling related cost min 0C C , accumulated visited times 0An   and driver 

workloads ( )i A =0, i=1,2,…,D. Set two small positive values  ,   , the 

maximum number of the iterations r,  a desired probability *P that observed 

feasible zoning assignment are statistically feasible, and a sufficiently large n as 

the maximum number of random transitions. Go to step 3. 

Phase One (Assigning buffers to balance the workload of drivers) 

3) Assign the first buffer ( )jb  in U to driver id  based on the current partial 

assignment 1 2( , ,..., )DA A A A , calculate sample mean of the throughput and 

material handling cost ( )iTP A


, ( )iC A


, under the new child partial assignment 

'
1 2( , ,..., ,..., )i i DA A A A A of A through simulation (Chang et al., 2012), where

'
( ){ }i i jA A b  . Accordingly, A will be called as the parent of iA . If 0( )iTP A TP




for i=1,2,…,D, go to Step 5; otherwise, go to Step 4. 

4) Remove the first ( )jb  from U. Let ' argmin ( )i I ii A  , where I is the set of 

indices of all observed feasible partial assignment iA . Calculate ' '( ) ( )i iA w j  and 

replace A by 'iA .  If U is not empty, go to Step 3, otherwise increase An by 1, 

calculate AP and go to Step 6 if *
AP P or go to Step 5 if not. 

Phase two (randomly assigning with backtracking to avoid type I, II errors) 

5) Evaluate the throughput under each child 'iA of the current partial assignment 

A by simulation and then obtain the sample mean ( )iTP A


. If
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0( ) , {1,2,..., }iTP A TP i D


   , let the backtracking probability 1bP   , otherwise

bP  .Generate a random number   following Uniform (0, 1). If there exists 

some ' {1,2,..., }i D such that ' '(( 1)(1 ) / ) ( (1 ) / )b bi P D i P D      and

' 0( )iTP A TP


 , replace A by 'iA , otherwise replace A by its partial assignment '.A  

Adjust list U accordingly. If U is empty, increase An by 1, calculate AP , decrease 

n by 1. If  *
AP P or n=0, go to Step 6; otherwise, go to Step 5. 

Output 

6) If 
0

max 0A A An  , min( )C A C  , denote  ( )C A as the new minC  , if the 

difference between new minC  and the previous minC  is less than  ,	 or the	

number of iterations reaches the maximum value r, stop and output the current 

complete assignment;  otherwise, go to step 2 and start our iteration from the 

beginning .  

 

Remark 4.1: In this algorithm, ε is introduced so that the algorithm can visit all 

assignments with positive probability. If ε is too small, the algorithm may be 

trapped in a neighborhood of an infeasible zoning assignment; if it is too large, it 

will take a long time for the algorithm to visit an assignment in Phase two. Thus

   ((1/10( 1)),(1/ ( 1))D D  would be appropriate. 

Remark 4.2: The monotonicity property of the throughput and the MH related 

cost can help to reduce the searching space and computational efforts in the first 

phase of the algorithm.  
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4.2.3 A Toy Model Case Study 

We illustrate the Sequential Zoning Assignment (SZA) with Backtracking 

(SAB) algorithm using a simple production system, which consists of two 

machines, one in-process buffer (excluding the input and output in-process 

buffers), and five line-side buffers as described in Yao et al. (2010), as shown in 

Figure 4-3. Parameters of the machines and line-side buffers are displayed in 

Tables 4-1, 4-2. We set the desired throughput 0 max0.96TP TP , where maxTP is 

the ideal throughput. Failure times and repair times of machines are 

independently and exponentially distributed, and drivers follow the re-order point 

delivery policy and re-order time is 15 minutes. In the algorithm, the system 

throughput and the MH related cost are evaluated by a simulation model (Chang 

et al., 2012). 10,000 minutes running time with 2,000 minutes warm-up time of 

the production is simulated and the simulation is run for 20 replications.  

 

 

Figure 4-3: The layout of the example line 

 

 

1M 1B 2M 2B

11b 12b 13b 21b 22b

0B

1d 2d

Warehouse

1M
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 MTBF(min) MTTR(min) Cycle time(min) 

1M  
100 0.5 1 

2M  
50 0.4 1.2 

 
Table 4-1: Parameters of the machines 

 

 

 

Table 4-2: Parameters of the line-side buffers 

 

The process of the algorithm is as follows. The workloads of the line-side 

buffers are calculated based on data shown in Table 4-2.  The total workload of 

the line-side buffers is 2.164 

ij

ij
b B

w


 (min), max 49.49TP  (jobs/hr), Thus, the 

desired throughput level is 0 max0.96 47.51TP TP  , then we can calculate the 

lower bound of the minimum number of drivers using (4.6), �    min 1.71 2D . We 

set *0.05, 0.05, 0.95, 20, 15P n r       , and with these initial conditions, we 

ijb
 ijUSG ijQTY  (min)ijRTT Capacity for ijb   

11b  
0.75 18 18 100 

12b  
0.27 7 8.4 100 

13b  
0.6 20 18 100 

21b  
0.1 8 10 100 

22b  
0.17 4 10 100 
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proceed to the first phase of the straightforward search for a feasible zoning 

assignment. Results of the zoning assignment process in Phase one are 

summarized in Table 4-3, in which the line-side buffers are listed in decreasing 

order of their workloads. The process of workload balancing is shown in Table 4-

3. In Phase one, the algorithm finds an assignment, shown in Table 4-3, since 

the feasibility probability of the zoning assignment is *0.972 P  which means the 

feasibility probability is high enough, the solution is statistically feasible, the 

algorithm will not proceed to phase two and stop. Thus, 1 2( , )A A A where 

1 11 12 2 13 21 22{ , }, { , , }A b b A b b b  . 

Under this zoning assignment, the estimated system throughput is 47.51 

(jobs/hr) with 95% confidence interval (47.32, 47.70) and the driver utilizations 

are 0.86 and 0.85 respectively. Though SZA is not efficient for large scale 

problems, we can consider adopting its effectiveness for initial zoning formation.  

 

ijb
 ijw

 
A TP

 

11b  
0.75 1 11 2{ },A b A    

49.61 

13b  
0.54 1 11 2 13{ }, { }A b A b   

49.61 

22b  
0.425 1 11 2 13 22{ }, { , }A b A b b   

48.86 

12b  
0.324 1 11 12 2 13 22{ , }, { , }A b b A b b   

48.55 

21b  
0.125 1 11 12 2 13 21 22{ , }, { , , }A b b A b b b   

47.51 

 

Table 4-3: The process of drivers’ zoning 
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4.3 Zoning Optimization Based on Particle Swam Optimization (PSO) 

4.3.1 Problem Formulation 

 

DZA optimization assigns all line-side buffers into several working zones 

and assigns each zone to specific drivers, who will be only responsible for their 

working zones. In previous discussions of initial zoning, we assume a non-

overlapping zoning configuration, which means each driver covers only some 

specific line-side buffers with no overlapping.  However, in reality, drivers tend to 

do team coverage; so both non-overlapping and overlapping zoning should be 

taken into consideration. Similarly, our goal is to achieve minimum MH related 

cost utilizing an efficient systematic approach to assign drivers to their working 

zones while sustain a desired level of throughput. We should note that the cost of 

cross-training for overlapping is not considered in our research. 

The optimization procedure is described as follows:   

Objective function:  

Min C ,  

where π	 is the delivery policy, C is the material handling related cost as 

discussed in section 4.2 

Subject to: 

1) Current number of drivers 
2) Dispatching policy: RP or Integrated 
3) Number of drivers covering each zoning area: one or two 
4) Delivery order strategy: FCFS or Integrated 
5) Maximum number of dolly trains: 2, 3 
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Starting from the estimated minimum number of drivers as described in 

4.2.2.2, an optimal zoning configuration can be achieved by finding out the 

minimum MH related cost, since under the same production environment, less 

overall MH related cost indicates higher driver efficiency and lower impact from 

the MH system. After a certain number of iterations using proper searching rules, 

we can obtain a converged MH related cost. If the assignment solution meets 

throughput requirements, the iteration should be terminated, and the current 

number of drivers and zoning configuration is the assignment solution, otherwise 

we increase the number of drivers and return to the very beginning of the zoning 

optimization process.  

When delivering one dolly per trip, workload and zoning configuration can 

be estimated as described in 4.2. However, with multiple dollies per trip, it 

becomes difficult and time consuming due to complexity. An appropriate and 

efficient searching process should be utilized.  

4.3.2 Alternative Initial Zoning Algorithm (Absenteeism) 

 

Actually, before we investigate the SZA algorithm to form proper initial 

zones, we simply developed Absenteeism method to serve the same purpose, 

inspired by routes construction based initialization heuristics (Kennedy & 

Eberhart, 2001).  

This method focuses on scenarios where some drivers do not come to 

work due to vacation or sickness. Assuming there is no back up drivers, we need 

to balance the work of other drivers such that the production will continue and 

tasks are fairly assigned to the drivers. 
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Figure 4-4: Relocating work of absent drivers 

 

The flow chart in Figure 4-4 is based on balancing the workload. Note that 

although this algorithm is derived mainly for single dolly train (one dolly per trip), 

it can be easily extended to multi-dolly case. Surely, by utilizing the system 

characteristics of DZA, SZA initial zoning method can be expected to outperform 

the Absenteeism method, but to what extent, we will compare and quantify the 

difference in the numeric example section. 

 

4.3.3 Meta-Heuristic Searching Algorithm PSO Design 

 

In this section, we will utilize Particle Swarm Optimization (PSO) to obtain 

converging solution of zoning configuration with minimum MH related cost. The 

PSO algorithm is an adaptive algorithm: a population of individuals adapts by 
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returning stochastically toward previously successful regions in the search space, 

and is influenced by the successes of their topological neighbors. It was originally 

proposed for optimizing hard numerical functions. PSO can be easily 

implemented and it is computationally inexpensive, since its memory and CPU 

speed requirements are low. Also, it does not require gradient information of the 

objective function under consideration and it uses only primitive mathematical 

operators. Moreover, our PSO optimization process can be easily incorporated 

with our dispatching and routing approaches, since they share the same 

objective function to achieve the minimum MH related cost. PSO has been 

proved to be an efficient method for many optimization problems, such as Design 

Combinational Logic Circuits, Evolving Artificial Neural Networks, Multiple Object 

Problems and Travelling Salesman Problem.  

In this section, a global version of the PSO algorithm will be developed 

based on (Ricca & Simeone, 2000). To achieve the global optimum, each particle 

will move towards its best previous position and towards the best particle in the 

whole swarm. The global version PSO algorithm can be described as follows: 

 

Let mf : R R  be the objective function. Let there be n particles, each with 

associated positions  m
iA R  and velocities 1m

iv R ,i ,...,n.   Let iA  be the current 

best position of each particle and let ĝ  be the global best. Initialize iA  and iv  for 

all i. One common choice is to take [ , ]ij j jA U a b  and iv =0 for all i and j = 1,…,m, 
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where a,b are the limits of the search domain in each dimension i iA A  and  


i

i
A

ĝ arg min f ( A ) , i =1,…,n  

Basic logic: 

While not converged: 

For 1<=i<=n 
                                                i i iA A v  

                     1 1 2 2     ii i i iˆv v c r ( A A ) c r ( g A )                                                    

                                                  If    ii i iˆf ( x ) f ( x ), A A  

                                  If  i iˆ ˆf ( x ) f ( g ),g A  

  is an inertial constant , good values are usually slightly less than 1. c1 and c2 

are constants which indicate how much the particle is directed towards good 

positions. They represent a "cognitive" and a "social" component, respectively. 

They will affect how much the particle's personal best and the global best 

influence its movement. Usually we take, c1, c2 round 1~2. In the beginning of 

the whole searching process, we will select  =c1=c2=1 for simplicity. r1, r2 are 

two random vectors while each component of these two vectors generally is a 

uniform random number between 0 and 1, detailed tuning processes were 

discussed in (Ricca & Simeone, 2000). 

 

Initialization 

 For complicated optimization problem, such as DZA, initialization 

methods have great effects on the result. Kennedy & Eberhart (2001) discussed 

routes construction based initialization heuristics for preliminary search. To get a 

jump start, we need a proper initial zoning, which is essential for convergence 
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effectiveness using PSO (Pan et al., 2008). Both SZA and Absenteeism methods 

are used to construct initialization configuration.  

Solution  

We will use PSO to build a proper zoning configuration (Pan et al., 2008) 

based on our initial zoning. iA  is the configuration of each zone,  iA  is the local 

best for iA according to the lowest MH related cost for driver i specifically 

responsible for zone iA .  ĝ  is the global best for all zones to achieve Min C , 

where corresponding column of ĝ  indicates the recorded best configuration of iA . 

iv  is the changing factor of zone iA , indicating which part should be added into iA , 

or moved out from iA . Nearest Neighbor searching algorithm (Kennedy & 

Eberhart, 2001), is used to move the parts for feasible solutions, based on priori 

ordering of the parts. All the dispatching and routing procedures are based on 

our discussion in Chapter 3. 

4.4  Numerical Results 

The two-stage algorithm will be demonstrated in this case study. Both the 

Absenteeism methods and Sequential Zoning Assignment (SZA) algorithm are 

used to form the initial zoning, and then PSO is applied to solve the DZA problem 

in a real production system with integrated policy and 2 maximum dollies. The 

structure of the real system is the same as that of the system in (Chang et al., 

2012). In the original system, more than 300 line-side buffers are assigned to 16 
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drivers by trial and error methods based on engineer’s experience. The 

simulation model used to evaluate the system throughput is based on the method 

in (Chang et al., 2012). 10,000 minutes (about 21 subsequent shifts) with 2,000 

minutes warm-up time of the production is simulated and the simulation is run for 

20 replications. Under the original zoning assignment in the plant, the ideal 

throughput that all line-side buffers have sufficient part supply is 30.42(jobs/hr), 

and 0 max0.9 27.42.TP TP   

First, we calculate the lower bound of the minimum number of drivers in 

the material handling system. The total workload of line-side buffer is 24.72 

(min), thus the lower bound of the minimum number of drivers is

� min 27.42 24.72 / 60 11.32 12D           . In initial zoning, we set ε ൌ 0.01, η ൌ

0.05, P∗ ൌ 0.99, ݎ ൌ 15 and	n ൌ 1,000. 

The two stages algorithm is implemented by Visual Studio 2010 and runs 

on a PC with 2.80 GHz CPU, 4.00 GB RAM. In initial zoning stage, the SZA 

algorithm provides a zoning assignment of feasibility probability P୅=0.956 and 

stops in the total of 8 iterations, which implies the SZA algorithm can find a 

feasible zoning assignment with the minimum number of drivers 12. Then PSO 

has been implemented, the performance of the system under the SZA+PSO 

algorithm is shown in Table 4-4. In this case, the developed algorithm provides a 

feasible zoning assignment for	D ൌ 12,13,14,15,16.  
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Zoning 

Assignment 

D TP஠ሺAሻ 

 

 

SZA+PSO 

12 27.87 േ 0.06 

13 28.65 േ 0.07 

14 29.33 േ 0.07 

15 29.68 േ 0.05 

16 30.01 േ 0.05 

Original zoning 16 30.00 േ 0.05 

      

Table 4-4: Comparison of zoning assignments 

 

 

 

 

Table 4-5: Convergence effectiveness comparison 

 

From Table 4-4, we can see that the SZA+PSO algorithm finds a feasible 

zoning assignment with 12 drivers, which takes about 1.52 hrs. Compared with 

the zoning assignment implemented in the factory, we can reduce the number of 

drivers from 16 to 12, and compared with the assignment (Yao et al., 2010), from 

13 to 12, while the throughput meets the requirement of throughput 0 27.42TP  . 

Under the original zoning assignment, the difference among drivers’ utilizations 

could be as large as 44.8%, while it is lower than 8.3% under the zoning 

Maximum # iteration Total # of failures in PSO 
Without Initial Zoning With Absenteeism With SZA

100 54 34 11 
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assignments provided by the SZA+PSO algorithm. Because of the algorithm’s 

capability of balancing drivers’ utilizations, fewer drivers are needed to achieve 

the required throughput in the production system. 

From Table 4-5, we can see the effectiveness of SZA as an initial zoning 

method, for maximum 100 iterations, the failure rate of PSO algorithm to find 

feasible solutions is significantly reduced with SZA method, compared with 

Absenteeism method and no initial zoning.  

4.5 Conclusions 

In this chapter, we first investigated the initial zoning formation. The fixed 

zoning version of the DZA problem was formulated, and solved by the Sequential 

Zoning Assignment (SZA) algorithm, which is developed based on two structural 

characteristics of the problem: the similarity between the DZA problem and the 

Parallel Machine Scheduling (PMS) problem; the monotonicity property of the 

throughput in the process of assigning line-side buffers to drivers. Then Particle 

Swan Optimization (PSO) was implemented based on the initial zoning. The two-

stage algorithm was tested, and the results demonstrated that it is effective to 

solve a practical DZA problem.  
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CHAPTER 5                                                             

CONCLUSIONS AND FUTURE WORK 

5.1 Conclusions 

The major academic contributions of this research include: 1) 

Development of an integrated modeling approach with a modified max-plus linear 

system to accurately estimate the timing information of a production system with 

coupled general assembly and material handling sub-systems. 2) Development 

of an integrated dispatching and routing model for the multi-dolly material 

handling system to achieve minimum MH related cost. And 3) Development of a 

2-stage algorithm for drivers’ zoning assignment (DZA) with sequential zoning 

assignment (SZA) and particle swam optimization (PSO). 

The main achievements and limitations of this research are summarized 

as follows: 

First, mathematical representations have been derived for a simple two-

machine and one-buffer system with finite buffer and blockage & starvation 

mechanism. This formulation is further extended to multi-machine and multi-

buffer systems. We modify the traditional max-plus algorithm by using a 

“switching” mechanism to deal with concurrency and non-deterministic 

production interruption. Results showed that our modeling approach can take 

advantage of max-plus algebra for its quick computational efficiency through 
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matrix manipulation to accurately estimate and predict the timing information. 

However, some important aspects in a production system, such as machine 

reliability and product quality may not be reflected easily through our modeling 

technique. Due to the nature and limitation of max-plus algebra itself, no 

analytical solutions for system performance such as throughput can be derived 

directly.    

Second, a framework of the multi-dolly material handling system has been 

established to coordinate and optimize the MH process. Based on dynamic 

timing information of part replenishment requests derived from the max-plus 

modeling approach, several dispatching policies have been proposed to improve 

the performance of the multi-dolly MH system. Numerical results showed that our 

proposed dispatching policies outperform the existing ones in terms of number of 

delivery trips, overall trip time and MH related cost. Later we discussed the 

integration of a vehicle routing problem with time window (VRPTW) based routing 

strategy with our previously proposed dispatching policies to further reduce the 

overall material handling related cost.  However, due to the tight dispatching 

schedule, timely delivery performance was essential, while variations in both 

processing time and transportation need further investigation.  

Finally, to investigate the DZA problem and form initial zoning, DZA with 

fixed zoning was formulated and solved by the sequential zoning assignment, 

which was developed because of the similarity between the DZA problem and 

the parallel machine scheduling (PMS) problem. Based on the initial zoning 

formation, the meta-heuristic algorithm PSO has been successfully implemented 
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to solve large scale DZA problems in real working conditions, which can 

sufficiently reduce the number of drivers while maintaining a desired level of 

throughput, compared with existing zoning assignment methods. The 2-stage 

approach combines the merits of convergence effectiveness and efficiency from 

SZA and PSO algorithms, respectively. 

5.2 Recommendations for Future Work 

Recommendations for future work related to this research are as follows: 

Current max-plus linear systems should be further extended to fit more 

generalized discrete event dynamic systems (DEDS), such as a production 

system with disassembly or rework operations, and to reflect important 

parameters, such as system reliability and production quality. Besides, in our 

research, we utilize a re-order point based material handling system, the 

estimation of the re-order points is still based on a historical average usage rate 

of certain parts. However, using real time information of line-side buffer inventory, 

the utilization of parts can be estimated online, which means the re-order time 

can be updated according to real utilization instead of fixed intervals (i.e., 15 min) 

before parts depletion. Due to the uncertainties in processing and in material 

handling delivery, the investigation of the variances of machine processing time 

and transportation are also interesting research areas. 

Dispatching and routing policies have been investigated to minimize the 

multi-dolly material handling related cost and impact, the application to more 

generalized MH systems, such as vehicle routing with soft/hard window problem 
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and flight scheduling, would also be of interest. As we mentioned in the literature 

review, section 1.2.2, for a simpler system, production sequencing is a possible 

way to improve productivity and material handling performance. Integrated 

production sequencing with our dispatching and routing policies might be of 

interests. Integrating a kitting system in a general assembly system with MH is 

another interesting topic. It can bring great benefits when space reduction and 

error prevention are essential, however, at the same time, a kitting system may 

need extra coordination efforts from MH system, and may lack of robustness. 

Both advantages and disadvantages are worthy of carefully. Even though 

expedited delivery services are not discussed in our research, it is of great 

interests for future study due to its ability to avoid starvation. How to identify 

service priorities, avoid conflicts and setup expedited routing, how the flow of 

material, sequence of delivery and MH system dynamics will be influenced by 

expedited services, these questions need to be investigated. Besides, 

dispatching and routing policies with stochastic production sequencing is another 

direction for material handling process. Though it cannot be applied directly in 

real time operations, it is still of interest, considering it might provide insight and 

prediction for supply-demand trend changes or new system setup preparation.  

For DZA problems, the system modeling and characteristics have been 

investigated based on a fixed zoning configuration. Though we may solve the 

flexible zoning problem using the meta-heuristic method PSO, however, the 

mathematical modeling and formation of flexible DZA are of great value.  The 
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proof of the global convergence and the improvement of convergent velocity of 

both SZA and PSO are also areas of future interest.   
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