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## CHAPTER I

# ACT for All: The Effect of Mandatory College Entrance Exams on Postsecondary Attainment and Choice 


#### Abstract

Recent experimental studies of low-cost interventions that reduce administrative or informational barriers to college enrollment have shown cost-effective increases in educational attainment. Yet it remains to be seen whether these interventions can be implemented effectively at a large scale. Since 2001, eleven states have incorporated the ACT or SAT into their eleventh grade standardized testing regime, thus requiring and paying for all students to take a college entrance exam. I examine the effect of this inexpensive and large-scale policy on postsecondary enrollment, persistence, and choice. I first exploit the implementation of the reform to measure the pre-policy supply of college-ready students not taking a college entrance exam. I show that for every ten poor students taking the ACT or SAT pre-policy and scoring at a college-ready level, there are five additional poor students taking neither exam who would score at a collegeready level. I then compare changes in college-going from before to after the policy among students at high schools without an ACT test center pre-policy relative to students at schools with a pre-policy center. This strategy exploits the lower baseline ACT-taking, and thus larger dosage of the policy at schools without a pre-policy center. I find that the policy increases statewide enrollment at four-year institutions by 0.6 percentage points ( $2 \%$ ), with effects concentrated among students with a low-to-mid-level predicted probability of taking the ACT in the absence of the policy. Among students enrolled in the poorest third of high schools, the effect is 1.3 percentage points ( $6 \%$ ). I find similar effects on enrolling through the fourth year of college, suggesting that marginal students persist.


### 1.1. Introduction

Inequality in educational attainment has widened substantially over the past few decades. Not only do minority and low-income students attend college in lower proportions than their majority and higher-income counterparts, but conditional on enrolling, these students are also less likely to persist through college and complete a degree (Bailey and Dynarski, 2011). While certainly not every low-income and minority student would benefit from postsecondary education, recent research suggests that a non-trivial number of high achieving, disadvantaged students either do not attend college, or attend a less selective school than they could (Dillon and Smith, 2013; Avery and Hoxby, 2012; Bowen, Chingos, and McPherson, 2009; Pallais and

Turner, 2006). Policies that induce low-income students to attend and persist at appropriately selective institutions could have substantial implications for reducing educational inequality.

Many policies and interventions aim to increase the educational attainment of disadvantaged students. Policies such as Head Start and class size reduction, which aim to increase the human capital of students, as well as policies such as student aid, that reduce the cost of college, have all been shown to successfully increase postsecondary attainment (Deming, 2009; Dynarski, Hyman, and Schanzenbach, forthcoming; Deming and Dynarski, 2010). However, these policies are all quite expensive, costing tens of thousands of dollars to induce one additional student to enroll in college (Dynarski, Hyman, and Schanzenbach, forthcoming). Recently, interventions aimed at reducing informational and administrative barriers to college enrollment have found large effects at a fraction of the cost of the more traditional tools mentioned above (Hoxby and Turner, 2013; Bettinger, et al., 2012; Carrell and Sacerdote, 2013). It remains to be seen whether these low-cost policies can be implemented effectively at scale.

In this paper, I examine the impacts of an inexpensive policy aimed at boosting postsecondary attainment that is currently operating at scale. Eleven states require, and pay for, college entrance exams (i.e., the ACT or SAT) for all public school eleventh graders. Given that it costs less than $\$ 50$ per student for states to implement this policy, ${ }^{1}$ very small effects on college-going would suffice for the policy to be as cost-effective as traditional student aid. This paper answers the question: What is the effect of mandatory college entrance exams on postsecondary enrollment, persistence, and choice? I use a new longitudinal data set provided by the Michigan Consortium for Educational Research (MCER), containing all Michigan public high school students. The data include demographics, eighth and eleventh grade statewide assessment scores, and information on postsecondary enrollment. I merge in ACT and SAT scores for all test-takers during the sample period.

As a first step toward predicting whether we might expect to observe postsecondary effects, I use the post-policy ACT score distribution to deduce what fraction of pre-policy nontakers would score at a college-ready level if they took the exam. I show that for every ten poor students taking a college entrance exam and scoring college-ready, there are an additional five poor students who do not take the test but who would score college-ready if they did. This represents a contribution to the emerging literature on "undermatch." Avery and Hoxby (2012)

[^0]focus on the supply of disadvantaged students who take a college entrance exam and score in the top ten percent of all ACT- or SAT-takers, but do not apply to selective colleges. I use a lower threshold of "high-achieving," and look back further in the pipeline of the college application process, to show that there is a large supply of disadvantaged students who would score well enough to enroll in a selective four-year college, but who are dropping out of the application process prior to even taking a college-entrance exam.

To examine the effects of the mandatory ACT policy on postsecondary outcomes, I acquire an historic list of all ACT test centers in Michigan. I compare changes in college-going from before to after the implementation of the policy for students in schools without a test center in the pre-policy period relative to students in schools that had a test center. This exploits the fact that schools without a test center pre-policy had lower test-taking rates and thus experience a larger treatment dosage from the policy. I use propensity score matching to restrict my analysis to a sample of schools with and without a test center that have similar observed characteristics. My results are robust to a number of specification checks, including the creation of treatment and comparison groups based on driving distance from a student's home to the nearest pre-policy test center, rather than the school-level test center measure.

I find that there is a 0.6 percentage point ( $2 \%$ ) increase in the statewide four-year college enrollment rate due to the policy. This is the first credible estimate of the postsecondary enrollment effects of the mandatory college entrance exam policy. Although two recent studies have provided estimates on enrollment effects (Goodman, 2012; Klasik, forthcoming), these results are not robust to basic specification changes. Goodman (2012) uses aggregate institutionyear level data from the Integrated Postsecondary Education Data System (IPEDS) and finds much larger enrollment effects than does the present paper. In Appendix 1.1, I reconstruct her data set and replicate her results, showing that when I use either an arguably more valid set of control variables, or a more accurate college enrollment measure as the dependent variable, her results become substantially attenuated and statistically indistinguishable from zero. ${ }^{2}$

I find that the overall enrollment effects of the policy mask important heterogeneity, with larger effects (1.3 points, 5\%) for students with a low-to-mid-level ex-ante probability of taking

[^1]the ACT in the absence of the policy. Effects are also larger among males ( 0.9 points, $3 \%$ ), poor students (1.0 points, $6 \%$ ), and students at schools with a high poverty share ( 1.3 points, $6 \%$ ). Because the two aforementioned studies use aggregate state-level data, they cannot estimate heterogeneity in effects of the policy by student or school characteristics. By using micro-data, I am able to show that this policy is in fact effective at reducing inequality, with effects on college enrollment concentrated among economically disadvantaged students and poor schools.

Given that educational inequality is also pervasive in terms of persistence (Bailey and Dynarski, 2011), to accurately assess the effectiveness of the mandatory ACT policy, it is crucial to test if the marginal student induced into college by the policy actually persists through college. Because my data follow students over time, my study is the first to estimate persistence through college as a result of the policy. I find that the effects on enrolling and spending four years in college are similar to the enrollment effects, implying that marginal enrollees persist.

The remainder of this paper is structured as follows: In section 1.2, I discuss the mandatory college entrance exam policy and costs associated with taking the test. Section 1.3 describes the data used in my analysis. Section 1.4 examines the extent of college-ready students not taking a college entrance exam pre-policy. Section 1.5 examines the effects of the policy on college enrollment, persistence, and choice. Section 1.6 discusses the interpretation of my results in light of possible supply-side capacity constraints, and the fact that I estimate a local average treatment effect (LATE). Finally, Section 1.7 concludes with a comparison of the cost and benefit of mandatory college entrance exams to other policies that boost postsecondary attainment.

### 1.2. Costs, Information, and Mandatory College Entrance Exams

The ACT and SAT are college admission exams required for admission to nearly all fouryear institutions across the country. ${ }^{3}$ Historically, these exams have been taken almost exclusively by students considering applying to a four-year institution. However, since 2001, eleven states have implemented free and mandatory college entrance exams for all high school juniors. ${ }^{4}$ Table 1.1 lists the states that have adopted this policy, which exam they use (ACT or

[^2]SAT), and the year that the first eleventh grade cohort was (or will be) exposed to the policy. Nearly all states have adopted the ACT rather than the SAT.

The state-mandated ACT and SAT are the official exams used for college admission purposes. In the absence of the statewide policy, the ACT and SAT are offered on Saturday mornings, cost students between $\$ 30$ and $\$ 50$, and require students to travel to the nearest test center. ${ }^{5}$ State-mandated exams are given during the school day at no financial cost to the student, and are almost universally at a student's high school. As with the standard ACT and SAT, students can select colleges to which they send their scores. Students are mailed their own official score report several weeks after they take the exam.

Speculating about how mandatory college entrance exams could have an effect on the college enrollment decisions of students requires a discussion of the forces behind the growing inequality in educational attainment. There are (at least) three primary hypotheses for why disadvantaged students enroll in college at lower rates than their more advantaged peers. The first two, credit constraints and poor academic preparation, are well-studied, and can explain much but not all of observed educational inequality. One less well understood hypothesis involves administrative barriers and information constraints: low-income students and their parents may not fully understand or be aware of the benefits and accessibility of higher education, and also may not be able to navigate the college and financial aid application process. While mandatory college entrance exams have the potential to impact college enrollment decisions through any of these channels, the reduction of administrative barriers and informational constraints arguably seems most relevant, as discussed below.

Recent research has shown that small changes to the structure of choice-making, such as changes in the default choice, can have large behavioral effects in various policy domains like retirement savings plans (Beshears et al., 2009; Madrian and Shea, 2001). Similarly, a small change to the structure of the college entrance exam score report sending process was shown to have large effects on the number of score reports students sent (Pallais, 2011). Requiring all students to take a college entrance exam is a substantial change to the structure of the four-year college application process, but given the remaining large obstacles to enrolling at a four-year school, it is ambiguous whether this "nudge" should translate into increased enrollment.

[^3]Mandatory college entrance exams reduce the monetary, psychic, and time cost of applying to college. While spending $\$ 30$ to $\$ 50$ and five hours on a Saturday represents a very small share of the overall cost of applying to and attending college, these monetary and time costs can represent a real hurdle to many low-income students, particularly if taking the test requires seeking time off from employment. Further, approximately half of public school students do not attend a high school with a test center in the school, which means that they would have to find and travel to the nearest test center. Offering the exam for free on a school day reduces or eliminates these costs to the student. ${ }^{6}$

Mandatory college entrance exams also have the potential to alleviate information constraints in the college application process. Students taking the ACT or SAT may learn about college accessibility, as after the test they receive mailings from postsecondary institutions across the country. Test-takers may also learn about their college-going ability. The score on these tests provide students with a signal of their likelihood of being admitted to, and succeeding at, a four-year college or university. Under a policy of mandatory college entrance exams, all students receive this signal of their college ability, whether or not they were planning to apply to a four-year institution. ${ }^{7}$

Finally, mandatory college entrance exams may also increase information about the college application process by altering behavior at the school level. In many mandatory college entrance exam states, Adequate Yearly Progress (AYP) of the school depends on how students perform on the exam. Consequently, teachers, school administrators, and guidance counselors have an incentive to educate students about the ACT and the SAT, and why they are important,

[^4]in order to boost student efforts. In practice, most schools have at least some resources available to help students prepare for the tests, while some schools with greater resources offer test preparation sessions, or entire classes devoted to preparing for the exams. ${ }^{8}$ More broadly, this policy has the potential to increase the college-going culture at the school, which has been shown to be an important instrument in increasing the postsecondary attainment of disadvantaged students (Jackson, 2010).

### 1.3. Data

For the majority of analyses in this paper, I use a new data set containing all students attending Michigan public high schools in six recent eleventh grade cohorts (2003-2004 through 2008-2009). ${ }^{9}$ The data contains time-invariant demographic information such as sex, race, and date of birth, as well as time-varying characteristics such as free and reduced-price lunch status, limited-English-proficiency (LEP) status, special education (SPED) status, and student's home address. The data also contain eighth grade and eleventh grade state-assessment results. For the cohorts of students after implementation of the mandatory ACT exam, the eleventh grade assessment results include ACT scores.

Student level postsecondary enrollment information is obtained by matching students to the National Student Clearinghouse (NSC). The NSC is a non-profit organization that houses postsecondary enrollment information on over ninety percent of undergraduate enrollment nationwide. Matching is completed using name and date of birth. ${ }^{10}$ School- and district-year level characteristics from the Common Core of Data (CCD) are merged to the dataset based on where and when students are enrolled in high school.

I have acquired and merged on several other key pieces of information. First, using student name, date of birth, sex, race, and eleventh grade home zip code, I matched the studentlevel Michigan data to micro-data from ACT Inc. and the College Board on every ACT-taker and SAT-taker in Michigan over the sample period. This allows me to observe ACT-takers before the policy, as well as students who took the SAT instead of the ACT pre-policy. I also acquired from ACT Inc. a list of all ACT test centers in Michigan over the sample period, including their

[^5]addresses and their open and close dates. I geocoded student home addresses during eleventh grade, and the addresses of these test centers, to calculate the driving distance from the student's eleventh grade home to the nearest ACT test center. ${ }^{11}$

Table 1.2 shows sample means before and after implementation of the mandatory ACT. I condition my sample on reaching the spring semester of eleventh grade, which is the semester when the eleventh grade state assessment is given. Michigan was hit hard by the economic recession during the sample period: the percentage of eleventh graders eligible for free lunch rose from $24 \%$ to $32 \%$, while the percentage that are black increased from $15.5 \%$ to $18 \%$. The local unemployment rate rose from $7.3 \%$ to $9.1 \% .^{12}$ Educational attainment was fairly stable over the period, with high school graduation at $84.4 \%$ and college enrollment increasing slightly from $57 \%$ to $59 \%{ }^{13}$

Prior to the mandatory ACT policy, $56 \%$ of students took the ACT. The percentage increased to $91 \%$ after the policy. ${ }^{14}$ ACT-taking rates tend to increase more for those groups of students who have lower rates prior to the policy. This is particularly pronounced among students eligible for free or reduced-price lunch, whose rate of ACT-taking more than doubles from $35 \%$ to $85 \%$. ${ }^{15}$

In Michigan, $6.4 \%$ of students take the SAT before the mandatory ACT policy is implemented. Interestingly, this drops nearly in half to $3.3 \%$ after the policy. ${ }^{16}$ Nearly all of the students taking the SAT pre-policy ( 5.8 of the $6.4 \%$ ) also take the ACT. Unsurprisingly, all

[^6]students who take the SAT post-policy also take the ACT. Finally, students taking the SAT in Michigan are quite high achieving, with a mean score converted to the ACT metric of 24.7 (out of 36 ) pre-policy, relative to the mean of 20.7 among ACT-takers.

In some analyses, I use ACT micro-data from several other states. I acquired from ACT Inc. a one-in-four sample of all ACT test-takers scheduled to graduate high school during 19992011 in the four states that implemented mandatory ACT-taking prior to 2009, and in fourteen nearby comparison states. ${ }^{17}$ Before acquiring the data, I chose the comparison states using a propensity score estimation procedure, and pre-treatment state-year level covariates. I do not describe the data in detail or provide summary statistics, because I only use these data briefly in this paper. A more detailed description of this data is available from the author upon request.

### 1.4. Selection into College Entrance Exam-Taking

In this section, I use the exogenous increase in college entrance exam-taking due to the mandatory ACT policy, and the resulting nearly complete distribution of scores, to examine selection into college entrance exam-taking.

### 1.4.1. The Supply of High-Achieving Non-Takers

I begin my analysis of selection into college entrance exam-taking in Michigan by predicting the ACT score distribution that would be observed among non-takers during the prepolicy period if they were to take the ACT. I do this by subtracting the number of test-takers scoring at each ACT score during the pre-policy period from the number scoring at each score in the post period, when nearly all students take the test. Students who take the SAT but not the ACT pre-policy are included in all of my analyses, which prevents inaccurate categorization of students in the pre-policy period who took the SAT instead of the ACT, as non-takers. ${ }^{18}$ Later in this section I describe the sensitivity of the results to omitting the SAT data.

Figure 1.1a shows this exercise graphically: the dashed line plots the frequency distribution of scores pre-policy, which appears to be approximately normal with a slightly thicker right tail. The solid line shows the distribution of scores post-policy, which is larger because there are many more test-takers, and is substantially skewed to the left, reflecting the

[^7]lower average scores of students induced into test-taking. The dotted line shows the difference between these two lines, and represents the predicted score distribution of all pre-policy nontakers under the assumptions that (1) the average size of the cohorts is the same pre-and postpolicy, (2) the composition of public school students and other factors in Michigan affecting ACT scores is stable over the sample period, and (3) all students take the ACT in the post period. As we have already seen, none of these assumptions is strictly true, so I adjust my procedure in a number of ways.

To ensure that the changing cohort size and composition of Michigan students is not leading to differences in the score distributions, I reweight the post-policy cohorts of students following DiNardo, Fortin, and Lemieux (DFL 1996) to resemble the pre-policy students according to their observed characteristics. Specifically, I estimate using OLS:

$$
\begin{equation*}
P R E_{i s d}=\alpha+\beta_{1} X_{i s d t}+\beta_{2} S_{s t}+\beta_{3} D_{d t}+\varepsilon_{i s d t} \tag{1}
\end{equation*}
$$

where $P R E_{i s d}$ is an indicator for student $i$ in school $s$ in district $d$ being in the pre-policy period. $X$ is a vector of individual-level covariates, $S$ is a vector of school-year level covariates, and $D$ is a vector of district-year level covariates. ${ }^{19}$ I predict $P \hat{R} E_{i s d}$, which is the propensity score of being in the pre-policy period. The DFL weight equals: $\frac{P \hat{R} E_{i s}}{\left(1-P \widehat{R} E_{i s}\right)}$, which I then censor at its $1^{\text {st }}$ and $99{ }^{\text {th }}$ percentile. ${ }^{20}$ Each pre-policy score receives a weight of 1 , and each post-policy score receives its censored DFL weight. I normalize the DFL weights in the post-policy period to have a mean equal to 0.963 , which is the proportional size of the three combined pre-policy cohorts relative to the three combined post-policy cohorts. To compute the distribution of latent scores, I sum the weights in the post period at each ACT score, and subtract the sum of the weights at each score in the pre period.

Figure 1.1b plots the re-weighted post-policy score distribution (the solid line). Assume that after DFL-reweighting the only difference between the pre- and post-policy cohorts is that nearly everyone takes the ACT in the post period. Then the difference in the number of students

[^8]scoring at each ACT score bin should reflect the distribution of unobserved latent scores of the students who did not take the exam before it was mandatory. Examining how the difference between the dashed and solid lines varies between Figures 1.1a and 1.1b provides a visual depiction of how adjusting for cohort composition and size affects the results. There is a small but noticeable increase in the gap between these two lines in the upper part of the distribution. Because the post-policy sample has a higher fraction minority and free-lunch, the DFLreweighting weights white and non-free lunch students higher, slightly shifting the post-policy distribution upward. I adjust for cohort size and composition in the remainder of the analyses in Section 1.4.

While the latent scores of pre-policy non-takers (Figure 1.1b, dotted line) are generally lower than the scores of those taking the test (dashed line), there is a long right tail of students who do not take a college entrance exam, but would score well if they did. In the first two columns of Table 1.3, I show the mean, standard deviation, and various percentiles of the distribution of scores of takers and non-takers in the pre-policy period. The mean score among students taking the ACT or SAT in the pre period is 20.7, and the mean latent score among nontakers is $16.8 .^{21}$

While the mean among non-takers is nearly four points lower (a highly statistically significant difference), there is a non-trivial fraction of non-takers with college-ready latent scores. I use a score of 20 as a threshold of college-readiness, which is the $25^{\text {th }}$ percentile of all students in Michigan in the pre-policy sample who attend and graduate from a four-year postsecondary institution. ${ }^{22}$ ACT Inc. cites a score of 20 as likely qualifying a student for admission to a "traditional" four-year institution. The choice of 20 reflects a threshold that represents students with a good chance of admittance to, and success at, a reasonably selective four-year institution. I also show the results as calculated using a threshold of 22, which the ACT cites as likely qualifying a student for admission to a selective four-year institution. ${ }^{23}$ I show the sensitivity of the results to other score thresholds in section 1.4.4.

[^9]In Table 1.3, column 1, I show that almost 118,000 students, or $58 \%$ of ACT/SAT-takers pre-policy, score at or above 20. Almost 27,000 students not taking the exam, or $21 \%$, would score at this level based on the distribution of latent scores. This means that if all students took the exam, we would see a $22.7 \%$ increase in the number of students scoring college ready ( 26,717 / 117,953). Put differently, for every 100 students taking the test and scoring collegeready, there exist another 23 students not taking the test who would score-college ready. I refer to this 0.227 as the "proportion of college-ready non-takers to takers." When I consider an ACT score threshold of 22 rather than 20 , this proportion decreases somewhat to 0.192 : for every 100 students who take the ACT or SAT and score at a level likely qualifying them for admission to a selective college, there exist another 19 students not taking either test who would score at this level.

I calculate standard errors for the proportion of college-ready non-takers to test-takers, and for the percent of test-takers and non-takers that are college ready. I compute these standard errors by running 200 bootstrapped replications of the above exercise and calculating the statistics after each replication. The standard deviation of the statistic across these replications is the estimated standard error of the statistic. I report the standard errors in Table 1.4. The standard errors for the 0.227 proportion, the 58.2 percent of test-takers that are college-ready, and the 21.3 percent of non-takers that are college-ready are $0.016,0.9$, and 1.5 , respectively. Thus, the $95 \%$ confidence interval around the 0.227 proportion of college-ready non-takers to takers is between 0.196 and 0.259 . $^{24}$

### 1.4.2. Threats to Validity

The inclusion of SAT-takers in my analysis is important for the accuracy of the results, and has been omitted in a previous study conducting a similar exercise (Goodman, 2012). When I calculate the proportion of non-takers to takers, but include missing scores for students who took the SAT but not the ACT, I calculate a slightly higher proportion of 0.241 . This small increase is a result of the $0.5 \%$ of eleventh graders in Michigan pre-policy who took the SAT but not the ACT. While the change from the 0.227 proportion to 0.241 is small, the fact that this

[^10]small upward bias is induced by only one half of one percent of students taking the SAT instead of the ACT, implies that the proportion of college-ready non-takers to takers is quite sensitive to observing SAT-taking behavior. This discrepancy is linearly scalable: if $5 \%$ of students in a state take the SAT and not the ACT, as opposed to $0.5 \%$, then not observing SAT-takers would lead a researcher to overstate the proportion by 14 percentage points. The lack of SAT-takers could explain the larger results found by Goodman (2012), which focus on Colorado, in which a third of high school graduates took the SAT before the policy

Non-compliance in the post-policy period is a remaining threat to the validity of this exercise, as not all students take the ACT. Consequently, the dotted line in Figure 1.1 actually shows the distribution of latent ACT scores of non-takers who would take the exam under a mandatory ACT policy. One way to test the sensitivity of the results to non-compliance is to restrict the sample in both the pre- and post-policy period to high school graduates not taking the special education version of the eleventh grade exam. Among this sample, the ACT-taking rate in the post-policy period is near $100 \% .^{25}$

I show the moments and percentiles of the ACT score distributions for this sample in Table 1.3, columns 4 and 5 . The distribution of takers pre-policy (column 4) is virtually identical to the entire sample. The distribution of non-takers (column 5) is also very similar, though shifted slightly higher than the entire sample. The proportion of college-ready non-takers to testtakers is also similar at 0.206 (standard error of 0.015 ) compared to 0.227 among the entire sample. Using an ACT score threshold of 22 instead of 20 leads to a proportion of 0.180 , relative to 0.192 in the original sample. These proportions are not statistically different from those estimated using the original sample.

Another way to test the sensitivity to non-compliance is to use the entire sample of postpolicy test-takers to predict the ACT scores of the post-policy non-compliers, using observed characteristics. I estimate the following equation using students in the post-policy period:

$$
\begin{equation*}
A C T_{i s d t}=\alpha+\beta_{1} X_{i s d t}+\beta_{2} S_{s t}+\beta_{3} D_{d t}+\varepsilon_{i s d t} \tag{2}
\end{equation*}
$$

[^11]where $A C T_{i s d t}$ is the ACT score of student $i$ in school $s$ in district $d$ in cohort $t$. The other variables are as in Equation (1). I predict $A \hat{C} T_{i s d t}$ out of sample for the non-compliers who do not take the ACT post-policy, and then proceed with the exercise as before. As shown in column 8 of Table 1.3, the distribution of scores shifts downward slightly. The proportion of collegeready non-takers to test-takers increases somewhat from 0.227 to 0.260 , but again these are not statistically different. The proportion when using an ACT score threshold of 22 rather than 20 increases from 0.192 to 0.217 . These increases are due to the fact that while most of the noncompliers in the post period would score below the college-ready threshold, some would not. These high-scoring non-compliers boost the number of college-ready non-takers, thus increasing the proportion. ${ }^{26}$

The predicted ACT scores using observed characteristics are likely to be an upper bound on the true latent scores of the non-compliers, given that students who drop out of school are likely to be of lower ability on unobserved characteristics. This sensitivity check shows that even given an upper bound on how these non-compliers would score, the statistic of interest (0.260) is similar to that estimated without the predicted scores of the non-compliers $(0.227 \%)$. Given that using a sample with near $100 \%$ compliance, or predicting the scores of non-compliers, does not yield substantively different main results than using the original sample, I proceed with the remainder of the Section 1.4 analysis using the original sample without predicting the scores of non-compliers.

### 1.4.3. Geographic Generalizability: Are the Results Michigan-Specific?

It is possible that the latent ability distribution of students not taking a college entrance exam varies across regions of the country. Thus, one concern with my analysis is that the results regarding the supply of college-ready students not taking a college entrance exam would not generalize to other states. To address this issue, I mimic the above analysis using ACT microdata from the three other earliest-adopting mandatory ACT states. My strategy is identical, except that I cannot use DFL-reweighting to account for changing student composition over time because I observe only those students who take the ACT, rather than the full sample of eleventh graders, before and after the reform,

[^12]I instead weight ACT-takers using state-year CCD counts of eleventh graders by sex, race, and poverty status. ACT-takers in the pre period receive a weight of 4 because the data are a $25 \%$ sample. ACT-takers in the post period receive a weight calculated using the following formula:

$$
\begin{equation*}
\text { Weight }{ }_{g r p}^{s}=4 * \frac{N_{g}^{s, p r e}}{N_{g}^{s, p o s t}} * \frac{N_{r}^{s, p r e}}{N_{r}^{s, p o s t}} * \frac{N_{p}^{s, p r e}}{N_{p}^{s, p o s t}}, \tag{3}
\end{equation*}
$$

where Weight ${ }_{g r p}^{S}$ is the weight given to a post policy ACT-taker in state $s$ with sex $g$, race $r$, and poverty status $p . N_{g}^{s, p r e}$ is the number of eleventh graders with sex $g$ in state $s$ during the three years prior to the mandatory ACT policy. $N_{r}^{s, p o s t}$ is the number of eleventh graders with race $r$ in state $s$ during the three years after the implementation of mandatory ACT in that state. Poverty status in the CCD is proxied for using free lunch eligibility. ${ }^{27}$ I attempt to replicate this proxy in the ACT micro-data using self-reported family income and free lunch income eligibility thresholds by year. ${ }^{28}$ I normalize the post-policy weights to have a mean equal to $\left(4 * \frac{N^{\text {pre }}}{N^{\text {post }}}\right)$ to control for changes in school-age population size in the state from before to after the policy change.

Figure 1.2 shows the results of this analysis. Looking first at panel (b), the distributions of ACT scores look very similar to those shown in Figure 1.1. In the previous analysis using the census of ACT and SAT takers, I calculate a proportion of college-ready non-takers to takers of 0.227. The proportion calculated using the sample of ACT-micro data and CCD counts is slightly higher at 0.244 . As a reminder, when I calculate this proportion using the Michigan data without including the SAT data, the proportion is 0.241 , almost identical to that using the ACT microdata.

Panel (a) combines results for Illinois and Kentucky. The picture looks very similar to that of Michigan. The rate of college-ready non-takers to takers in this combined sample is 0.232 , very similar to the 0.244 calculated for Michigan. When splitting out Illinois from Kentucky, we see that the rate is slightly higher in Illinois (Panel c, 0.250) and slightly lower in

[^13]Kentucky (Panel d, 0.208). The similarity of these results suggests that the analysis I am conducting is generalizable at least to two of the other earliest adopting mandatory states. ${ }^{29}$

### 1.4.4. Who Are the High-Achieving Non-Takers?

I have shown that there is a non-trivial supply of "high-achieving non-takers," or students who do not take a college entrance exam but would score college-ready if they did. It is important to understand whether this supply varies across different subgroups of the student population. This heterogeneity has implications for which groups of students might experience larger impacts of the mandatory ACT policy on postsecondary outcomes. Moreover, if there is a larger supply of these students among disadvantaged populations, this would support explanations for the income-gap in college enrollment, such as information barriers and complexity in the financial aid and college application process.

In Figure 1.3, I plot the distributions of post-policy scores, pre-policy scores of testtakers, and predicted pre-policy scores of non-takers separately by sex, race, and free-lunch status. The first noticeable difference when comparing the frequency distributions of black to white students, or poor to non-poor students, is the far smaller number of disadvantaged students taking a college entrance exam; and, among those taking the exam, the lower scores earned. As the differences in the supply of college-ready non-takers relative to college-ready takers is difficult to discern visually, I report the results numerically in Table 1.4.

Column 1 of Table 1.4 replicates the results reported in the first two columns of Table 1.3. Examining heterogeneity by race shows a slightly lower proportion of college-ready nontakers to takers among black students as compared to white students. However the standard errors on the statistics for the black students are quite large. Looking by sex and using a collegereadiness threshold of 20 in Table 1.4, there appears to be a somewhat larger (and statistically different) supply of male college-ready non-takers relative to female college-ready non-takers. For every 100 male students who take a college entrance exam and score college-ready, there are approximately 27 male students who do not take the exam but would score at a college-ready level. The comparable statistic among females is 20.5 . The most dramatic heterogeneity is seen

[^14]by poverty status. The proportion of non-poor, college-ready non-takers to takers is near the levels we have seen thus far at 0.217 . The proportion for poor students is 0.480 . For every 100 poor students taking a college entrance exam and scoring at a college-ready level, there are nearly 50 poor students who do not take the exam but would score college-ready. ${ }^{30}$

This large supply of college-ready poor students not taking a college entrance exam provides evidence that the supply of "missing one-offs" that has been identified in recent literature (Avery and Hoxby, 2012; Dillon and Smith, 2013; Bowen, Chingos, and McPherson, 2009) exists earlier in the college application pipeline. Indeed, these high-achieving students have not even made it past the earliest hurdles in the college application process, but would be qualified to enroll at a reasonably selective four-year college.

Given the large supply of college-ready non-takers among poor students, examining heterogeneity within this group of poor students has potential policy relevance. I split poor students by their urban / rural status and by their eighth grade test score on the state assessment. If promising non-takers are concentrated geographically, this would provide policymakers with a more targeted population at which to aim their reforms. Conditioning on whether students earn high or low eighth grade test scores is particularly policy-relevant, because teachers and guidance counselors can use these scores to determine their investment of resources during high school.

I find that the proportion of college-ready non-takers to takers is very high among poor urban students ( 0.54 ), and among poor students with below average eighth grade test scores (0.65). For every 10 such students taking the ACT or SAT and scoring college-ready, there are between 5 and 7 who do not take the exam but would score college-ready. There are smaller but still large supplies of these students among poor-rural students (0.39) and among poor students with above average eighth grade test scores (0.37). These results suggest that teachers and guidance counselors should not assume that disadvantaged students who score poorly on state assessments would not be qualified to enroll in a four-year college, if set on the proper path. ${ }^{31}$

[^15]In Figure 1.4a, I examine the sensitivity of the results to the choice of college-readiness threshold. The X-axis is the ACT score used as the threshold. I additionally label most ACT scores with an institution in Michigan that has this score as the $25^{\text {th }}$ percentile for entering students. ${ }^{32}$ The Y-axis gives the proportion of students who do not take a college entrance exam, but would score college-ready relative to the number of college-ready test-takers. The solid line with circle-shaped markers represents the calculation using all students. The circle at ACT score 20 gives the original 0.227 shown in Table 1.3. The square marker at ACT score 20 gives the 0.480 for poor students.

While the proportion of college-ready non-takers to takers among the overall sample is relatively stable across the choice of college-readiness threshold (approximately between 0.2 and 0.3 ), the result among students qualifying for free-lunch varies greatly depending on the choice of threshold. The proportion is about $2 / 3$ when using a college-readiness threshold of 18 , but is less than $1 / 3$ when using a threshold in the mid-20's. Interestingly, when we look by urban / rural status among poor students, the proportion of college-ready non-takers to takers remains quite high: around 0.50 to 0.55 across ACT score thresholds in the mid 20 's. This is consistent with the results in Table 1.4 (row 1, columns 8 and 9), showing that the fraction of poor rural students who take a college entrance exam and score college-ready is much higher than the fraction among poor urban students. This pattern of results suggests that high-achieving poor students not embarking on the path toward four-year college enrollment is more prominent in urban than in rural areas.

### 1.4.5. Are They Actually College-Ready?

Students with high latent college entrance exam scores might not take the test because they have additional information suggesting that conditional on receiving a high score, they would still be ineligible for admission to a four-year college. I test whether I observe the same proportion of college-ready non-takers to takers, conditioning on a high school GPA above some threshold that indicates a reasonable likelihood of success at a four-year college. I also condition on whether a student has taken a course-load in high school that indicates college-readiness. If I find that the previously estimated proportions mostly disappear once I condition on a good high school GPA, or a challenging high school course-load, then perhaps there is less room than

[^16]previously thought for the mandatory ACT policy to have an impact on college-going. The signal of college-readiness from ACT may come too late for these students-their path is already set. ${ }^{33}$

Figure 1.4 b plots the fraction of college-ready non-takers to takers using an ACT score college-readiness threshold of 20, and high school GPA above various thresholds. ${ }^{34}$ Because $11.5 \%$ of ACT-takers do not report their GPA, I plot bounds on the proportion of college-ready non-takers to takers, assuming missing GPA's are A's versus assuming they are D's. The bars reflect the midpoint of the bounds, and the error bands reflect the bounds themselves. The 0.227 presented in Table 1.3 without conditioning on GPA is within the bounds of the first bar, in the figure that counts students as college-ready if they earn above a 2.0 GPA. However, the proportion decreases linearly with GPA threshold: the proportion is between 0.15 and 0.18 using a GPA threshold of greater than 3.0, and falls to between 0.11 and 0.14 using a GPA threshold of greater than 3.5. Further conditioning on taking a challenging curriculum changes these proportions by very little so I exclude these results.

The rates also fall when conditioning on high school GPA among poor students. The proportion is between 0.20 and 0.33 using a GPA threshold of greater than 3.5 . Given my goal of picking a college-readiness threshold that measures likely success at a reasonably selective fouryear college, a GPA threshold of greater than 3.0 is consistent with prior literature. ${ }^{35}$ In this range, the proportion of college-ready non-takers to takers for poor students is between 0.25 and 0.33 . This range is substantially lower than the 0.48 estimated without conditioning on GPA, suggesting that many of the high-achieving students not taking a college entrance exam might be making a more informed decision than their latent test score would suggest: even if they took the exam, their GPA might disqualify them for admission to a quality four-year institution. Still, for every 100 poor students with a greater than 3.0 high school GPA, who take the ACT or SAT and score college-ready, there are between 25 and 33 similarly high achieving poor students who do not take the exam, but would score college-ready. This substantial supply of high-achieving low-

[^17]income individuals certainly seem eligible for four-year postsecondary enrollment, but are not making it past the earliest hurdles in the college application process.

### 1.5. Effects of the Mandatory ACT Policy on Postsecondary Outcomes

In this section, I examine the effects of the mandatory ACT policy in Michigan on postsecondary enrollment, persistence, and choice. ${ }^{36}$

### 1.5.1. Effects on College Enrollment and Choice

The simplest methodology for examining the effect of the mandatory ACT policy on college enrollment is to examine how enrollment changes from before to after the policy. As previously shown in Table 1.2, the average postsecondary enrollment rate among the three prepolicy cohorts in my sample is 0.57 . The average rate among the three post-policy cohorts is 0.589 , or 1.9 percentage points higher. The increase in the enrollment rate at four-year colleges is 1.0 percentage points. These increases, however, may not represent the true impact of the mandatory ACT policy. The sinking economy, shifting demographic composition, similarly timed education reforms, and any other factors changing over this time period, could be affecting the college enrollment behavior of Michigan students. ${ }^{37}$

To mitigate the biases resulting from these omitted factors, I estimate the causal impact of mandatory ACT-taking on postsecondary enrollment in Michigan using a treatmentcomparison research design. Specifically, I compare changes in college attendance between the pre- and post-policy periods in schools that did not have an ACT test center in the school prepolicy, to those that did. I estimate the following equation using OLS:

$$
\begin{equation*}
Y_{i s d t}=\beta_{0}+\beta_{1} \text { Post }_{t}+\beta_{2} \text { NoCenter }_{i s d}+\beta_{3}\left(\text { Post }_{t} x \text { NoCenter }_{i s d}\right)+\beta_{4} X_{i s d t}+\alpha_{s}+\varepsilon_{i s d t}, \tag{4}
\end{equation*}
$$

where $Y_{i s d t}$ is a college enrollment outcome for student $i$ in school $s$ in district $d$ in cohort $t$. Post is a dummy for attending eleventh grade during the post period, NoCenter is a dummy for attending a school without an ACT test center pre-policy (which drops out when I include school

[^18]fixed effects), $X$ is a vector of student-level and school- and district-year level covariates, and $\alpha$ is a full set of school fixed effects. ${ }^{38} \varepsilon$ is the error term, clustered at the school level. $\beta_{3}$ is the coefficient of interest, and gives the effect of the policy in schools with no test center relative to those with a center.

The motivation behind the above strategy is the hypothesis that schools without a test center will experience a slightly larger increase in ACT-taking associated with the implementation of the mandatory ACT policy than will their pre-existing test center counterparts. The identifying assumption behind my estimation strategy is that any differential changes in college enrollment after the mandatory ACT policy between the students in these two groups of schools are due to the differential effects of the policy on ACT-taking in these schools. Other similarly timed statewide education reforms or factors that are changing over time, and that could affect college-going, are assumed to affect the two types of schools equally.

In Table 1.5, I examine empirically whether the identifying assumption is likely to be true. Columns 1 and 2 show student-weighted sample means of schools with and without a test center before the mandatory ACT policy. Slightly over half of students in Michigan attend a school with a test center, even though there are double the number of schools without a center. Not only are schools with test centers much larger, but they tend to enroll students with higher academic achievement, higher ACT-taking rates, and higher educational attainment. Schools with a test center are more likely to be in an urban or suburban area, and less likely to be in a rural area.

It is not surprising that schools with a center are quite different than those without, as becoming a test center is primarily a demand-driven phenomenon. To become a test center a teacher, counselor, or administrator from the school fills out an online form. They agree to be open on at least one testing day per year, must expect at least 35 students on the testing day, and must have the proper room conditions and seating arrangements, which are then verified by an ACT official.

Given the difference-in-difference research design, it is not a threat to the validity of my estimates if the two types of schools are different, but rather if the schools are changing

[^19]differentially over time. In columns 4 and 5 of Table 1.5, I plot means at the two types of schools in the post period, and the difference-in-difference estimate in column 7. There is some evidence that the populations of these schools are changing differentially over time. There is a statistically significant increase in free lunch status for schools without a center over time, relative to schools with a center, and a statistically significant decrease in enrollment.

To ensure that the compared schools with and without a test center are similar except for their test center status, I use propensity score matching on a series of school- and district-year level observed characteristics to create a sample of matched test center and non-test center schools. I run a probit regression of whether a school has a test center on school- and districtlevel pupil-teacher ratio, percent free or reduced price lunch, grade 11 enrollment, and fraction black. I also include (a) average school-level eighth and eleventh grade state assessment scores; (b) dummies for whether the school is in a suburban area, small town, or rural area; (c) the growth rate in the school's eleventh grade enrollment; (d) the district-year level guidance counselor to student ratio; and (e) the local unemployment rate. The fitted value from that regression is the propensity score.

I use nearest neighbor matching (without replacement), which matches each school with a test center to the non-test center school with the closest propensity score. Because some of the schools with a test center have extremely high propensity scores where there are few similar nontest center schools, I trim the ten percent of schools with the highest propensity scores. ${ }^{39}$ In my sample, nearest neighbor matching tends to produce the best balance of covariates, but I show that my results are not sensitive to either propensity score reweighting, or to other methods of matching such as kernel or caliper matching, that have been shown to produce superior results in some contexts (Busso, DiNardo, and McCrary, 2013; Heckman et al., 1997). ${ }^{40}$ Similarly, trimming fewer of the center-schools produces similar results but inferior covariate balance. ${ }^{41}$

Table 1.6 again shows sample means by test center status pre- and post-policy, but now including only the propensity score matched sample of schools. The balance of covariates by test

[^20]center status pre-policy is much better, but still not completely balanced. More importantly, there is now no evidence that the schools in this matched sample are trending differentially with respect to their composition. ${ }^{42}$ None of the covariates have a statistically significant difference-in-difference estimate. Rates of ACT-taking at schools without a pre-policy center nonetheless increase by 4 percentage points after the policy relative to schools with a pre-policy center. This 4 percentage point gap arguably captures the effect of having a test center in one's high school on test-taking. There is no difference-in-difference effect on high school graduation or overall college enrollment, but a marginally statistically significant 0.8 percentage point increase in fouryear enrollment.

To further explore the validity of the difference-in-difference methodology, I plot college attendance rates of schools with and without a test center in the matched sample by cohort. Figure 1.5 shows that trends in college enrollment are nearly identical across the two types of schools prior to the mandatory ACT policy. This is reassuring, as it suggests that college enrollment would have continued to trend in parallel in the absence of the policy, satisfying one of the key identifying assumptions in my estimation strategy. The level of four-year college enrollment is higher in the schools with a test center, presumably reflecting that some of the students induced into taking the ACT, by having a center in their school, subsequently enroll in a four-year college.

The top panel of Figure 1.5 shows that there is a small increase post-policy in the level of college enrollment in the schools with no test center pre-policy, relative to those with a center pre-policy. Panel (b) shows that there is an almost one percentage point jump in four-year enrollment in schools without a pre-policy center relative to those with a center, cutting the gap between the two types of schools by more than half. There is also a slight relative drop in twoyear college enrollment, suggesting that part of the increase in four-year enrollment is due to changes in where students attend college as opposed to increased enrollment.

I now turn to estimating the effect of the policy on college enrollment using the regression-adjusted difference-in-difference Equation (4). Table 1.7, row 1, column 1 shows

[^21]little effect of the policy on enrollment. Column 2 adds covariates and column 3 adds school fixed effects. Columns 4 and 5 use the other matching methods. The point estimate on any college enrollment is between 0.3 and 0.5 percentage points, is statistically insignificant, and is fairly stable across the columns. In columns 6-10, I examine effects on whether a student enrolls at a four-year institution. There is a 0.8 percentage point effect of the policy, with a standard error of 0.4 percentage points. Adding covariates does not alter the estimate but the inclusion of school fixed effects lowers the coefficient to 0.6 percentage points. This represents a $1.9 \%$ increase in the four-year enrollment rate, off of the pre-policy mean of $32.1 \%$. The effect is identical using kernel matching, and slightly higher using propensity score reweighting, but is not particularly sensitive. ${ }^{43}$

The coefficient on the Post dummy in column 8 of Table 1.7 indicates that there is a 1.1 percentage point, statistically significant increase in four-year enrollment post policy among students at schools with a test center pre-policy. The 0.6 percentage point increase for the no-test-center schools is above and beyond this 1.1 percentage point increase. I discuss the effects of the policy entirely discounting the 1.1 percentage point effect, because I cannot disentangle the effects of the policy for schools with a pre-policy center from other factors changing over time. In this sense, the effect I discuss in the above paragraph represents a lower bound on the true statewide effect of the policy, if we think that any of the 1.1 percentage point effect for the schools with a center is due to the mandatory ACT policy.

Finally I examine the effect of the policy on two-year enrollment. ${ }^{44}$ There is a small, negative and statistically insignificant point estimate for two-year enrollment. It is stable as I add in covariates, school fixed effects, and use different matching and reweighting methods.

### 1.5.2. Heterogeneity of Impacts

While all students are affected by the mandatory ACT policy as they are all now required to take the test, there is no reason to think that all students will be equally impacted by the

[^22]policy. Many students would have taken the ACT regardless of the policy. Other students are forced to take the ACT, but are so academically unprepared-or otherwise off the path of application to college-that being forced to take the exam will have no impact on their educational plans.

To hone in on the marginal student most impacted by this policy, I create an index measuring the predicted probability that a student would take the ACT based on the pre-policy relationship between ACT-taking and student-level observed demographic characteristics. Specifically, I estimate the following equation using OLS:

$$
\begin{equation*}
T A K E_{i s d t}=\beta_{0}+\beta_{1} X_{i s d t}+\alpha_{s}+\varepsilon_{i s d t} \tag{5}
\end{equation*}
$$

where $X$ includes all main effects and interactions of sex, race, free and reduced-price lunch status, and LEP and SPED status. $\alpha$ is again a full set of school fixed effects. ${ }^{45}$ I estimate this equation and then predict $T \widehat{A K} E$ for all students pre- and post-policy, which is their pre-policy predicted probability of ACT-taking.

Figure 1.6a breaks students into vigintiles (twenty quantiles) based on this index, and plots mean ACT-taking rates of students in pre-policy cohorts (solid line) and of students in postpolicy cohorts (dashed line). The distance between the two lines in this figure could be thought of as the dosage of the treatment, in the sense that it gives the change in the ACT-taking rate for students with a given probability of taking the ACT pre-policy. Table 1.8 reports the difference-in-difference effects of the policy on ACT-taking and college enrollment by quintiles of this predicted probability index. Among all students, there is a 3.4 percentage point effect of the policy on ACT-taking in non-test center high schools, relative to test center schools (column 1, row 1). ${ }^{46}$ The largest increases in ACT-taking occur among students with the lowest pre-policy probability.

The remaining rows of Table 1.8 , column 1 replicate the preferred specification from Table 1.7. Despite the large impact on ACT-taking among students with a very low pre-policy probability, the effects on four-year enrollment are near zero for this group. Effects are largest on four-year college enrollment for students with a low or mid-level probability. The effects are

[^23]then near zero again for students in the top two quintiles of the probability index. ${ }^{47}$ In figure 1.6b, I plot the pre-policy raw four-year college enrollment rates for each vigintile of the predicted probability of ACT-taking (solid line). I then estimate Equation (4) separately for each vigintile and add the difference-in-difference coefficient to the pre-policy rate (dashed line). As seen in Table 1.8, the enrollment effects are entirely concentrated within the second and third quintiles of the predicted probability index.

To increase precision and collapse students into a group that seems marginal, and a group whose college enrollment behavior seems relatively unaffected by the policy, I combine the low and middle students together, and the very low, high, and very high students together. I call this latter group the "tails" of the distribution. Among students in the low to middle range of the predicted probability index (between the two vertical lines in figure 1.6), there is a 1.4 percentage point increase in college enrollment due to the policy among students at schools without a test center, relative to schools with a center. This effect is driven entirely by a 1.3 percentage point increase in enrollment at four-year colleges, representing a five percent increase. There is little evidence of any effect on four-year enrollment among students in the tails of the predicted probability, nor on two-year enrollment in either of the groups.

To guide policy, it would be helpful to examine which types of students along specific observed dimensions are most impacted by the mandatory ACT. Table 1.9 examines the effect of the policy by race, sex, and poverty status. The effects are largest among students who have the lowest rates of postsecondary attainment pre-policy. Males experience a 0.9 percentage point increase in four-year enrollment (standard error of 0.4 points). Students eligible for subsidized meals experience a similarly sized effect, representing a $6 \%$ increase relative to their pre-policy mean. Black students also appear to experience a relatively large effect of the policy; however, the results are imprecisely estimated. As with students overall, while the effect of the policy on two-year enrollment appears to be negative, none of these subgroups experience a statistically significant change in two-year enrollment.

Finally, I examine the effects by school poverty share. This is an even more policyrelevant dimension, as education policies are easier to implement at the school level than to apply to only students with particular characteristics. I split students into terciles based on the

[^24]share of students in their school that qualify for free or reduced-price lunch. I then combine students in the low and middle poverty schools, and compare to the effects on those in high poverty schools. Students in high poverty schools experience an increase in four-year enrollment of 1.3 percentage points (standard error of 0.6 percentage points). This effect represents a $5.7 \%$ increase in four-year enrollment. There is no impact among students at schools with low or middle levels of poverty, and no statistically significant impacts on two-year enrollment in either group.

All of the margins of heterogeneity explored thus far have exploited the demographic characteristics of students and where they attend school. Another interesting question is whether the effects of this policy vary by student ability. This dimension of heterogeneity is related to the "undermatch" phenomenon. If this policy induces students to enroll who are high achieving but not on the path to a four-year college, then it will likely improve the match between student ability and postsecondary plans.

In Table 1.10, I examine the effect of the policy by eighth grade test score, which proxies for student ability. I use the simple average of a student's math and English Language Arts (ELA) scores, and standardize these average scores within cohort and year to have a mean of zero and a standard deviation of one. ${ }^{48}$ I then split students into those who have an above average test score, and those with a below average score. ${ }^{49}$ Not all eleventh graders in my sample were in Michigan public schools during eighth grade. Ten percent of the sample is missing eighth grade score. Thus, I first replicate my previous results using this smaller sample of students (column 1). The effects are nearly identical: the four-year college enrollment effect is now 0.7 percentage points, again a $2 \%$ increase.

Columns 2 and 3 show results for high and low ability students, respectively. The coefficients are very similar across the two groups, and neither is statistically significant. Due to the lower pre-policy mean enrollment rate among the low-scoring students, the effect in percentage terms for this group is much larger than for the high scoring students. Given that the effect of the policy on four-year enrollment is concentrated among relatively disadvantaged students at poor schools, this is perhaps unsurprising as these students tend to have lower eighth grade scores. To examine whether high and low achieving students are differentially affected by

[^25]the policy controlling for demographics, I split the students by whether they attend a high poverty school. Column 5 shows that the effect on four-year enrollment rates among students attending high poverty schools is indeed concentrated among those with above average eighth grade scores. ${ }^{50}$ These students experience a 2.3 percentage point increase due to the policy (standard error of 1.2 points).${ }^{51}$ However, the 1.1 percentage point gain among the low achieving counterparts (column 6), is greater in percent terms. It is thus difficult to conclude whether the policy is disproportionally affecting high ability students.

### 1.5.3. Do Marginal Enrollees Drop Out?

While college entry has been rising in recent decades, college completion has remained flat (Bound, Lovenheim, and Turner, 2010). A key concern with a policy such as the mandatory ACT is that if it induces students on the margin to attend college, these students may not persist. If this is the case, then the effects on four-year enrollment rates would overstate the benefits of the program. Alternatively, the fact that the policy seems to increase enrollment at four-year colleges, with some possible switching from two-years, is possibly optimistic for expecting the enrollment increases to translate into persistence. Bound, Lovenheim and Turner (2010) show that the recent decline in college completion has been driven by students attending nonselective institutions such as community colleges, where there are fewer resources per student, leading to less support and increased dropout rates. ${ }^{52}$

In Table 1.11, I examine the effects of the policy on the share of students who enroll in a four-year college and persist to the second, third, and fourth year. As a reminder, the definition of enrollment is whether a student enrolls by the second fall following on-time high school graduation. Students in the most recent cohort who enrolled in college during the second fall after on-time high school graduation have only had time to progress through their first year of college. Consequently, this exercise requires dropping post-policy cohorts from the sample. Row 1 (columns $1-3$ ) reports the previously estimated four-year enrollment results for all cohorts overall, and by school poverty share. The second (non-missing) row for those columns shows the effects on enrolling after dropping the most recent post-policy cohort. The effect on overall enrollment is 0.7 percentage points and statistically significant at the $10 \%$ level.

[^26]The next row shows the effect on enrolling and persisting to the second year. The overall effect is somewhat attenuated from 0.7 to 0.5 percentage points, and loses statistical significance. However, because the fraction of students pre-policy enrolling and persisting to the second year is smaller than the fraction enrolling, the effect in percentage terms is $1.8 \%$, only slightly smaller than the $2.2 \%$ effect overall. This suggests that students induced by the policy to enroll in a fouryear school persist to the second year of college at almost the same rate as inframarginal students. I then examine the effect of the mandatory ACT policy on enrollment and persistence to the third and fourth years of college. The effect on enrolling and persisting to the third year is 0.7 percentage points, identical to the overall effect estimated using only one post-policy cohort. Given, the difference in pre-policy means, this implies that students induced to enroll by the policy actually persist at higher rates than inframarginal students.

Examining persistence to the fourth year requires redefining the enrollment measure. In columns 4-6, I restrict enrollment to be by the first fall following on-time high school graduation. Using this measure of enrollment, and all three post cohorts, the overall effect is the same as before ( 0.6 percentage points) and statistically significant at the $10 \%$ level. The effects on persistence to years two and three are identical in percent terms to the enrollment effects using the respective samples. And the effect on enrolling and persisting to year four is slightly greater in percentage terms than the enrollment effect. Though statistically imprecise, these results suggest that marginal students persist through college at the same rate as their inframarginal peers. This result is consistent with other interventions that provide information and dismantle barriers to the college application process, and find that students induced to enroll persist at high rates (Bettinger et al., 2012; Carrell and Sacerdote, 2013).

While the ultimate postsecondary outcome is whether a student completes college, the implementation of the policy is too recent to accurately assess if there are increases in degree completion. In the bottom row of Table 1.11, in column 4, I report the overall effect on graduating from a four-year college within four years of scheduled on-time high school graduation. Only $9 \%$ of the sample pre-policy earns a bachelor's degree in four years with this rate doubling when examining five-year completion rates. Unfortunately, I cannot observe fiveyear graduation rates as the first cohort exposed to the policy is currently in their fifth year of
college. ${ }^{53}$ The results for four-year graduation rates are quite imprecise, but there is suggestive evidence that the enrollment and persistence effects translate into degree completion. The overall effect is 0.3 percentage points, which is a $3 \%$ increase relative to the pre-policy mean. ${ }^{54}$

### 1.5.4. Robustness Checks

I present several robustness checks to examine the sensitivity of my estimates. In Table 1.12, columns $1-3$, I present estimates that control for pre-trending of the outcome variable. Given the relatively few data points in the sample before and after the policy change (three before, three after) these are not my preferred specifications. Yet it is informative to present the results as a specification check. I estimate the following equation:

$$
\begin{gather*}
Y_{i s d t}=\beta_{0}+\beta_{1} \text { Post }_{t}+\beta_{2} \operatorname{Post}_{t}+\beta_{3} \text { Post }_{t}+\beta_{4}\left(\text { Post }_{t} x \text { NoCenter }_{\text {isd }}\right)+\beta_{5}\left(\text { Post }_{t} \times \text { NoCenter }_{\text {isd }}\right) \\
 \tag{6}\\
+\beta_{6}\left(\text { Post }_{t} \times \text { NoCenter }_{\text {isd }}\right)+\text { Cohort }_{t}+\beta_{7} X_{\text {isdt }}+\alpha_{s}+\varepsilon_{\text {isdt }},
\end{gather*}
$$

where Post1, Post2, and Post 3 are dummies for the three post periods, and Cohort is a linear time trend. The reported coefficient is $\frac{\beta 4+\beta 5+\beta 6}{3}$, or the average effect of being in the post period conditional on the covariates, school fixed effects, and pre-trend. Estimating the post dummies separately assures that the trend is estimated using only the pre-policy period.

The results controlling for pre-trends are very similar to the main results, though slightly attenuated. The point estimate for the overall sample is 0.5 percentage points. The effect among students attending a high poverty high school is 1.2 percentage points. The results are similar but much less precise when I control for school-specific time-trends.

My next robustness check uses a different method of constructing the treatment and comparison groups. Instead of grouping students by whether they attend a high school with or without a test center pre-policy, I use a student's home address during the eleventh grade, and the address of the nearest pre-policy test center, to create a driving distance from the student's home to that test center. I then separate students by whether they are less than or greater than five miles

[^27]to the nearest pre-policy center (the pre-policy mean). ${ }^{55}$ This strategy serves as a test of the external validity of the matched sample to the entire Michigan sample, as well as a test of the sensitivity of the results to the different method of constructing the treatment / comparison group. ${ }^{56}$

Columns 4-6 of Table 1.12 present the results using the driving distance analysis for students in the matched sample of schools. ${ }^{57}$ The effects on four year enrollment are larger and more precise than when using the test center measure and the pattern of heterogeneity is the same. There is a 1.0 percentage point increase in four-year enrollment overall, and a 1.9 point increase among students at high poverty schools. Both effects are statistically significant at the $1 \%$ level. The effect on two-year enrollment is negative as in the main analysis, however, it is larger in magnitude, and is statistically significant.

In columns 7-9, I do not restrict the analysis to students in the matched sample of schools. The results are slightly attenuated but are very similar. The effect on four-year enrollment for all students is 0.9 percentage points (standard error of 0.3 points). The pattern of heterogeneity is the same, though less extreme. Using this distance-based methodology, it appears that the effects of the policy estimated on the matched sample extrapolate to the entire population of Michigan. I cannot say with certainty whether these results would have external validity in other states, given differences in higher education systems and other factors.

However, the fact that the analysis in Section 1.4 finds that the supply of college-ready students not taking an exam pre-policy is nearly identical across other mandatory ACT states, suggests that the postsecondary results may be generalizable as well.

### 1.6. Discussion

The effects estimated in this paper using the difference-in-difference design are not average treatment effects (ATE) for the entire population of Michigan, or even for the entire

[^28]matched sample of schools. They are local average treatment effects (LATE) estimated for a specific and marginal group of students. The LATE is the expected outcome gain, or ATE, for those induced to receive treatment through a change in the instrument (Imbens and Angrist, 1994). In this context, these are post-policy ACT-takers who were enrolled in a high school without a pre-policy center, would not have taken a college entrance exam pre-policy in their high school, but would have if enrolled at a high school with a center. I estimate the effect of the policy as the effect of inducing these students to take the ACT. This means that to get a treatment on the treated (TOT) estimate for this specific group of students, I can think of the difference-indifference increase in ACT-taking as a first stage by which I can scale up the effects on four-year enrollment.

Scaling the effects on four-year enrollment by the first-stage effect on ACT-taking yields a TOT effect suggesting that $18 \%$ of students induced into taking the ACT by the policy would subsequently enroll in a four year college $(=0.6 / 3.4)$. This percentage is larger among the subgroups of students that experience the largest impacts of the policy on 4-year enrollment. ${ }^{58}$ These fairly large results are plausible given that marginal students picked up by LATEs in the context of education policies often realize large treatment effects (Card, 1995). However, these results are unlikely scalable to the entire population of students induced to take the ACT by the mandatory ACT policy. If the results were scalable, we would expect to see statewide increases in four-year enrollment rates due to this policy greater than 6 percentage points, given the 35 percentage point increase in ACT-taking. Michigan experienced nowhere near this dramatic increase in four year enrollment post-policy.

Although my estimated reduced form four-year college enrollment effect is a LATE that cannot be extrapolated to the entire population, it is a policy-relevant parameter. A state considering implementing the mandatory ACT policy could expect to observe this effect among high schools without a pre-existing test center. There could also be an additional effect for all schools that I am unable to identify with the difference-in-differences design.

A remaining threat to validity that I cannot rule out involves supply-side capacity constraints on the side of colleges. If there are a fixed number of slots, at least in the short-run,

[^29]then it is possible that colleges could be accepting more applications from students in schools with no pre-policy center, and accepting fewer applications from students enrolled at high schools with a pre-policy center. This would positively bias my estimated treatment effect, artificially suggesting an enrollment effect, when there is only a compositional effect of who is enrolling. While I cannot conclusively rule out this story, there is little reason to think that in the matched sample of schools, students would be displaced at higher rates from schools with a prepolicy test center than from schools without one. The two types of schools are similar across observed characteristics and have similarly sized supplies of college-goers pre-policy who could be potentially displaced by the new enrollees.

Though I argue that capacity constraints should equally affect the treatment and comparison groups in my analysis, I do not assert that they should be taken lightly. Bound and Turner (2007) show that a $10 \%$ increase in a state's cohort size leads to a $4 \%$ decrease in the fraction of students earning a BA from that state. They find that part of this cohort crowding effect is due to decreased completion rates at non-selective colleges. These colleges respond to the increased demand by enrolling more students, but subsequently have lower per-student resources to serve these students and help them through college. The other portion of the decrease in the fraction of students earning a BA is due to decreased enrollment rates at flagship public universities that want to maintain high per-student resources, and so do not expand slots to accommodate the increased demand.

These results suggest several testable implications for my analysis. ${ }^{59}$ First, the types of institutions in which there is plausibly greater demand due to the mandatory ACT policy are those that have binding capacity constraints. If a substantial portion of the four-year enrollment effect that I estimate in this paper is due to increases at non-selective four-year colleges, than this could provide evidence that students induced into selective colleges by the mandatory ACT policy are displacing inframarginal students into less selective colleges.

Second, if cohorts tend to be increasing in size, as is the case in my sample from the pre to post period, this should support the possibility of capacity constraints. If on the other hand, cohorts were decreasing in size (as they are in the last two cohorts in my sample and younger, recent cohorts), then this could leave more slots open for students induced in by the mandatory

[^30]ACT. This is particularly likely since public universities are required to enroll a certain fraction of student from in-state. Furthermore, it implies that variation across states in the effectiveness of the mandatory college entrance exam policy at boosting postsecondary enrollment rates could stem from whether states are in a period of population expansion or contraction.

Finally, the discussion of capacity constraints and cohort crowding brings up the discussion of equity and efficiency in the sorting of students into postsecondary education. Even if there is one-for-one crowd out due to the policy where every student induced in displaces a student who would have attended, this would still be a policy that reduces inequality in educational attainment as I find that those induced in are disadvantaged and from high-poverty schools. Prior to the policy, there is discrimination in the postsecondary market in the sense that college-ready students for some reason other than their productivity are not enrolling in college. I show that after the barrier has been lifted, underprivileged students enroll at higher rates, so that the policy increases equity, even if it doesn't increase enrollment rates. Similarly, if colleges prepolicy are letting in students on the margin who are less well-qualified than those admitted after the policy, then the mandatory ACT policy would increase efficiency in the sorting of students into college as well as equity.

### 1.7. Conclusion

Nearly a dozen states have incorporated the ACT or SAT into their eleventh grade statewide assessment, requiring that all public school students take a college entrance exam. In this paper, I use the implementation of this policy to show that there are many students, particularly low-income students, who would score quite well on a college entrance exam but who do not take the test. For every ten poor students who take a college entrance exam and score college-ready, there are an additional five poor students who do not take the test but would score college-ready.

I compare changes in college-going rates pre- and post-policy among students at schools that did not have an ACT test center pre-policy to those that did, showing that the policy increases four-year enrollment rates by 0.6 percentage points or $2 \%$. This increase is 1.3 points for students with a low- to mid-level predicted probability of taking the ACT in the absence of the policy. It is similarly high among males ( 0.9 points), poor students ( 1.0 point), and among students in the poorest third of high schools (1.3 points). Though estimated imprecisely, the
effect on enrolling in a four-year college for up to four years is similar, implying that the students induced to attend college by the policy persist at the same rate as inframarginal college-goers.

While these increases in the four-year college enrollment rate might not appear to be dramatically large, relative to other educational interventions this policy is inexpensive and currently being implemented on a large scale. The direct costs to states of a mandatory ACT policy include: (1) the per-student test fee, which for spring 2012 was $\$ 32$ (a $\$ 2$ discount off the price a student would pay privately); ${ }^{60}(2)$ a statewide administration management fee, which is approximately another dollar per student; and (3) the costs associated with trainings, meetings, and other logistical issues, which comes to less than a dollar per student. ${ }^{61}$ While (2) and (3) seem to vary by state, the total cost is less than $\$ 50$ per student for all mandatory ACT states. Further, this is an upper bound, given that the actual cost to a state is the direct cost of the policy minus the cost to design, administer, and grade the portions of the eleventh grade exam displaced by the ACT. ${ }^{62}$

To show the relative cost-effectiveness of the mandatory ACT policy at increasing postsecondary attainment, I compare this policy to other educational interventions that increase college-going. Following Dynarski, Hyman, and Schanzenbach (forthcoming), I create an index of cost-effectiveness by dividing a policy's cost by the proportion of students it induces into college. For example, assuming a $\$ 50$ per student cost and an increase in the four-year college enrollment rate of 0.6 percentage points, the amount spent by the mandatory ACT policy to induce a single child into college is $\$ 8,333(=\$ 50 / 0.006)$.

Dynarski (2003) shows that for $\$ 7,000$ in traditional student aid, about two-thirds of the treated students attending college were inframarginal, while the other one-third were induced into college by the scholarship. The cost per student induced into college in that study is therefore $\$ 21,000$, because three students take the scholarship for every one induced in. Reduced class size during elementary school in the Tennessee STAR experiment boosted college enrollment by 3 percentage points (Dynarski, Hyman, and Schanzenbach, forthcoming). The cost

[^31]per student was $\$ 12,000$, resulting in a cost per student induced into college of $\$ 400,000$ (=\$12,000 / 0.03). Deming (2009) shows a college enrollment effect of Head Start, the federally funded preschool program, near 6 percentage points. The cost per student induced into college by attending Head Start is therefore $\$ 133,000(=\$ 8,000 / 0.06)$.

These more traditional education policies are far more expensive than the mandatory ACT policy. Alternatively, Bettinger et al. (2012) randomly offer families assistance filling out the FAFSA, which costs $\$ 88$ per student, and increases college enrollment by 8 percentage points. The cost per student induced into college is therefore $\$ 1,100(=\$ 88 / 0.08)$. This policy is extremely cost effective; more so than the mandatory ACT. However, it is unclear whether this policy could be successfully operated on a scale as large as the mandatory ACT policy. ${ }^{63}$ For instance, class size reduction modeled after the success of STAR was less effective at the state level than in the experiment (Jepsen and Rivkin, 2009). Relative to other interventions operating on a large scale, such as traditional student aid, the mandatory ACT policy seems very costeffective. ${ }^{64}$

Furthermore, if the mandatory ACT policy was targeted at the poorest third of schools, the cost per student induced into college would drop to under $\$ 4,000$. One policy discussion moving forward could center around whether states could implement this policy only in certain schools, or whether this is logistically infeasible or jeopardizes the effectiveness of the policy. Doing so would require states to use a different statewide test for accountability purposes. Regardless of targeting, the mandatory ACT policy appears to be a relatively low-cost intervention operating on a large-scale that increases postsecondary attainment.

Still, the mandatory ACT is far from a cure-all. The results in Section 1.4 suggest that requiring all students to take a college entrance exam increases the supply of poor students scoring at a college-ready level on the exam by nearly $50 \%$. Yet the policy increases the number of poor students enrolling at a four-year institution by only $6 \%$. In spite of the policy, there remains a large supply of disadvantaged students who are high-achieving, and not on the path to

[^32]enrolling at a four-year college. The important question still stands: What policies beyond simply requiring these students to take a college entrance exam will help them to achieve their educational potential, and reduce the income-gap in postsecondary attainment? Mandatory ACT helps, but is not the final act.
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## Appendix 1.1: Replication of Goodman (2012)

A recent working paper using aggregate institution-year level data from the Integrated Postsecondary Education Data System (IPEDS) finds much larger effects from the mandatory ACT policy than does my paper (Goodman, 2012). In this appendix, I replicate the author's analysis and show that using equally or arguably more valid specification choices, I find that the results become substantially attenuated and statistically indistinguishable from zero. This is an important finding given the large difference in magnitude between our results.

I reconstruct the sample from Goodman (2012) using data from IPEDS. IPEDS collects annual information from every university, college, and vocational and technical postsecondary institution nationwide that participates in federal student aid programs. Goodman (2012) defines enrollment as first-time, first-year enrollment of degree- or certificate-seeking students. Her measure is disaggregated by state of residence when the student was admitted. This information is reported in even years only since 1994. Unless otherwise noted, in my construction of the data and discussion of the methodology, my choices follow Goodman (2012).

Also following Goodman (2012), I merge the IPEDSs data to Barron's college quality rankings, and to several state-year level covariates derived from the March Current Population Survey. ${ }^{65}$ I designate a selective college as one that has a Barron's quality ranking higher than the lowest ranking of "uncompetitive." Goodman also examines several increasingly selective definitions of selectivity, which I do not report, but my replication of the author's results and my subsequent null finding are consistent for these other definitions of selectivity. The state-year level covariates that I construct from the CPS include the unemployment rate among adults aged 16 or older, the fraction of adults aged 25 or older with a BA, the population of 16 year olds lagged by two years, the fraction of all residents who are poor, and the fraction who are minorities.

Goodman uses a difference-in-difference methodology to examine the effects of the mandatory ACT policy in the two earliest adopting states, Colorado and Illinois. The control states she uses are the 22 other states in which the ACT is the dominant college entrance exam,

[^33]excluding Michigan since its first high school graduating class exposed to the policy is in 2008, the final year in the sample. ${ }^{66}$ The author's primary estimating equation is:
\[

$$
\begin{equation*}
\ln (E N R)_{s t}=\alpha+\beta A C T_{s t}+\lambda_{t}+\gamma_{s}+X_{s t}+\varepsilon_{s t}, \tag{13}
\end{equation*}
$$

\]

where $\ln (E N R)_{s t}$ is logged first-time enrollment in state $s$ and year $t, A C T_{s t}$ is an indicator for being a treated state in the post-policy period, $\lambda_{t}$ and $\gamma_{s}$ are a set of year and state fixed effects, respectively, and $X_{s t}$ is the set of state-year level covariates. $\varepsilon_{s t}$ is the error term, which I cluster at the state level following Bertrand et al. (2000). The identifying assumption is that any changes in the dependent variable experienced by students in treated states, relative to students in comparison states, after the mandatory ACT policy was implemented in 2002, are due to the policy. Under this assumption, $\beta$ gives the effect of the policy.

In a separate specification, Goodman includes state-specific linear time trends to account for pre-trending of the dependent variable, allowing for treatment and control states to follow different trends:

$$
\begin{equation*}
Y_{s t}=\alpha+\beta A C T_{s t}+\lambda_{t}+\gamma_{s}+\gamma_{s} * \text { Trend }_{t}+X_{s t}+\varepsilon_{s t}, \tag{14}
\end{equation*}
$$

where Trend $_{t}$ is the linear time tend. Following the author, when I estimate Equation (14) I use unclustered heteroskedasticity-robust standard errors, because they are more conservative than clustering by state.

I report the main results transcribed from Goodman (2012) in the first row of Table 1.A.2. In columns 1 and 2, the author finds no effects of the policy on overall college enrollment. However, in columns 3 through 8 , the author finds statistically significant effects of the policy on selective college enrollment ranging between $10 \%$ and $16 \%$. Column 4 controls for all of the covariates listed above except for the two year lagged population of 16 year olds. Column 5 controls for the log of this population. Column 6 controls for all of the covariates and the logged population. Given the apparent effects on selective enrollment but not overall enrollment, Column 7 includes the logged total enrollment in the state-year as a further control for any factors affecting postsecondary enrollment. Column 8 adds the covariates from the CPS to this specification.

[^34]I present my best attempt at replicating the author's results in the second row. The point estimates and standard errors on overall enrollment (columns 1 and 2) are identical. Turning to selective enrollment, the results are very similar, but not identical. One possible explanation for these small discrepancies could be differences between our versions of the Barron's data, or in our matching of the Barron's data to the IPEDS. Regardless, the magnitudes of the coefficients, standard errors, and the pattern of results across the various specifications are very similar to those reported in Goodman (2012).

The first way in which I change the author's specification is by adding an additional set of four covariates to the four she includes. I add the median household income from the CPS as an additional control beyond the unemployment rate already included, in an attempt to further capture the financial situation of families and opportunity cost of attending college. I then add three variables from the Common Core of Data (CCD), a survey of all public K-12 schools in the US administered annually by the National Center for Education Statistics. These variables are (1) average in-state tuition at public four-year universities, which again is meant to capture the cost of enrolling in college; (2) average per-pupil, public school, K-12 expenditure, which is meant to capture the educational environment of the state; and (3) the lagged number of eleventh graders enrolled in public schools as a second measure of cohort size (in addition to the two-year lagged count of 16 year olds) that also reflects what proportion of the school-aged population has dropped out by eleventh grade, is enrolled in a private school, or is homeschooled.

The third row of Table 1.A. 2 includes these additional controls. In columns 4, 6, and 8 we see that when controlling for these extra measures, the percent increase in the number of students enrolling at a selective college drops to near zero. The effect loses statistical significance in columns 6 and 8, and maintains statistical significance at the $10 \%$ level in column 8. A possible threat to validity in this sort of difference-in-difference design is if the treatment states tend to adopt other education reforms, or otherwise invest in education in the years after the mandatory ACT policy. The drop in results when controlling for these education-related variables suggests this may be the case. When I add these additional covariates individually, the drop in the point estimates is most dramatic with the inclusion of the lagged number of eleventh graders. ${ }^{67}$ This measure of cohort size could be picking up effects of other changes in the

[^35]education system that are affecting high school dropout, homeschooling, and private school enrollment not picked up by the more broad measure of overall population.

The second way in which I change the author's specification is by using a different measure of college enrollment. ${ }^{68}$ Goodman uses first-time, first-year (i.e., freshman) enrollment regardless of when a student graduated high school. This adds measurement error to the difference-in-difference research design, because some of the students enrolling during the postpolicy period would have graduated high school before the policy was in effect. I instead use the same first-time enrollment variable, but counted only for those students who graduated high school within the last twelve months. This measure of immediate enrollment more accurately assigns enrollment to the pre- versus post-policy cohorts. As a large fraction of first-time enrollees graduated high school more than twelve months in the past, the difference between these two variables is non-trivial. The average state-year in my sample had approximately 35,000 first-time students and 24,000 first-time, immediate enrollees. The Digest of Education Statistics, put out annually by NCES, corroborates that immediate, first-time enrollees comprise roughly two-thirds of all first-time enrollment. ${ }^{69}$

Goodman's only justification for using the non-immediate first-time enrollment is a footnote: "IPEDS also releases counts for the number of first-time, first-year enrollees that have graduated high school or obtained an equivalent degree in the last 12 months, but these are less complete." The author does not include a citation for her statement that the data are incomplete, or expand on the way in which the data are incomplete. The author also does not mention that the use of non-immediate enrollment could bias her results.

I check the completeness of the immediate enrollment variable and find little evidence that it is incomplete. The institution-year level data include the number of first-time enrollees from each state (Goodman's measure) and the number of first-time, immediate enrollees from each state. I calculate that $1.2 \%$ of college-years have a missing value for the immediate enrollment variable for at least one of the fifty states, when the non-immediate enrollment variable from the same state is not missing. Most of these cases occur when there are only a handful of first-time students enrolled from the state. The total first-time enrollment of these

[^36]college-year-sending states that are missing immediate enrollment constitute $0.1 \%$ of all firsttime enrollment in the sample. ${ }^{70}$ Furthermore, the Digest of Education Statistics reports annually on both the first-time and immediate, first-time enrollment counts from IPEDS by year, and makes no mention of any incompleteness in the immediate enrollment data. Finally, nowhere on the IPEDS website does it mention incompleteness of this data. Communication between myself and IPEDS staff revealed that they have no knowledge of the by-state immediate enrollment measure being less complete than the overall by-state first-time enrollment. They also stated that missing values in this particular question of the survey are interpretable as zeros, which is not the case in other parts of the survey.

The fourth row of Table 1.A. 2 uses the logged number of immediate first-time enrollees as the dependent variable. The point estimates for selective college enrollment are consistently smaller, but well within the confidence interval of Goodman's results.

After reporting her main results, Goodman shows that the effects become largely attenuated and lose statistical significance when controlling for state-specific time trends (column 9, Table 1.A.2). The author then shows that when she uses a different specification, the results are less sensitive to the inclusion of the time trends. This specification allows for separate effects of the policy in the first three years post-policy versus later years:

$$
\begin{gather*}
Y_{s t}=\alpha+\beta_{1}\left(A C T_{s} *(<4 \text { Years of policy })_{t}\right)+\beta_{2}\left(A C T_{s} *(\geq 4 \text { Years of policy })_{t}\right) \\
+\lambda_{t}+\gamma_{s}+X_{s t}+\varepsilon_{s t} \tag{15}
\end{gather*}
$$

where ( $<4$ Years of policy) $)_{t}$ is a dummy for being in the year 2002 or 2004 and ( $\geq 4$ Years of policy) is a dummy for being in the year 2006 or 2008. I report the author's results from regressions using Equation (15) in Table 1.A.3, columns 1 and 2. In column 1, Goodman reports a $10 \%$ increase in selective enrollment in the first years of the policy, and a $19 \%$ effect in the later years. Controlling for state-specific time trends in column 2 attenuates these results but they are still in the range of $6 \%-14 \%$ and are jointly statistically different from zero. In columns 3 and 4 I replicate these results, finding nearly identical point estimates and standard errors without the time trends (column 3), and similar point estimates and identical standard errors with the time

[^37]trends (column 4). Finally, I show the effect using this same specification but replacing the enrollment dependent variable with the measure of immediate enrollment. Comparing column 5 to column 3, the coefficients drop by one-half and one-third for the immediate and delayed effects respectively. More importantly, when including the time trends, the results vanish entirely and are statistically indistinguishable from zero. ${ }^{71}$

Goodman notes that the attenuation of her initial results when including the state time trends, and the finding of larger impacts in later post-policy years, is consistent with the initial small effect of the policy growing over time. Another explanation for this pattern is that Colorado and Illinois happen to have selective enrollment patterns that are trending upward over time relative to the control states. The fact that the effects disappear when I use immediate firsttime enrollment, rather than all first-time enrollment, and control for state-specific time trends, is consistent with a story where the increases reflect shifts in educational investment and policy other than the mandatory ACT policy. It appears that the increases Goodman (2012) observes are due to other policies that are inducing older, non-traditional, first-time enrollees to attend college, not just students recently graduated from high school who were affected by the mandatory ACT policy.

[^38]Table 1.1. States With Mandatory College Entrance Exam

|  | State | Exam | Year Implemented |
| :---: | :---: | :---: | :---: |
| 1 | Colorado | ACT | 2001 |
| 2 | Illinois | ACT | 2001 |
| 3 | Maine | SAT | 2006 |
| 4 | Michigan | ACT | 2007 |
| 5 | Kentucky | ACT | 2008 |
| 6 | Tennessee | ACT | 2009 |
| 7 | Delaware | SAT | 2011 |
| 8 | North Carolina | ACT | 2012 |
| 9 | Louisiana | ACT | 2013 |
| 10 | Wyoming | ACT | 2013 |
| 11 | Alabama | ACT | 2014 |
| Notes: Year refers to the first spring that 11th graders were (or |  |  |  |
| will be) required to take the exam. |  |  |  |

Table 1.2. Sample Means of Michigan Eleventh Grade Student Cohorts

|  | All Cohorts <br> $(2004-2009)$ | Pre-ACT Cohorts <br> $(2004-2006)$ | Post-ACT Cohorts <br> $(2007-2009)$ | Difference: <br> $(3)-(2)$ | P-Value: <br> $(4)=0$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ |
| Demographics |  |  |  |  |  |
| Female | 0.498 | 0.498 | 0.498 | -0.001 | 0.436 |
| White | 0.764 | 0.778 | 0.751 | -0.027 | 0.000 |
| Black | 0.167 | 0.155 | 0.179 | 0.024 | 0.000 |
| Hispanic | 0.033 | 0.031 | 0.035 | 0.004 | 0.000 |
| Other race | 0.035 | 0.036 | 0.035 | 0.000 | 0.258 |
| Free or reduced lunch | 0.283 | 0.241 | 0.322 | 0.080 | 0.000 |
| Special Education | 0.123 | 0.124 | 0.122 | -0.002 | 0.041 |
| Limited English | 0.021 | 0.020 | 0.023 | 0.002 | 0.000 |
| Local unemployment | 8.25 | 7.34 | 9.13 | 1.79 | 0.000 |
| Driving miles to nearest | 3.60 | 4.72 | 2.52 | -2.20 | 0.000 |
| ACT test center |  |  |  |  |  |
| Educational Attainment |  |  |  |  |  |
| Reaches twelfth grade | 0.908 | 0.904 | 0.912 | 0.009 | 0.000 |
| Graduates high school | 0.844 | 0.844 | 0.844 | 0.000 | 0.923 |
| Enrolls in any college | 0.580 | 0.570 | 0.589 | 0.020 | 0.000 |
| Enrolls in four-yr college | 0.314 | 0.309 | 0.319 | 0.010 | 0.000 |
| ACT score | 19.6 | 20.7 | 18.9 | -1.9 | 0.000 |
| ACT-Taking Rate: |  |  |  |  |  |
| All students | 0.739 | 0.558 | 0.912 | 0.354 | 0.000 |
| Males | 0.706 | 0.507 | 0.898 | 0.392 | 0.000 |
| Females | 0.611 | 0.926 | 0.315 | 0.000 |  |
| Blacks | 0.456 | 0.806 | 0.350 | 0.000 |  |
| Whites | 0.583 | 0.939 | 0.355 | 0.000 |  |
| Free or reduced lunch | 0.644 | 0.350 | 0.852 | 0.503 | 0.000 |
| Non-free lunch | 0.778 | 0.625 | 0.940 | 0.316 | 0.000 |
| <Median grade eight score | 0.662 | 0.401 | 0.902 | 0.501 | 0.000 |
| >Median grade eight score | 0.868 | 0.766 | 0.961 | 0.195 | 0.000 |
| Missing grade eight score | 0.101 | 0.123 | 0.079 | -0.044 | 0.000 |
| Took SAT | 0.048 | 0.064 | 0.033 | -0.030 | 0.000 |
| Took SAT \& ACT | 0.045 | 0.058 | 0.033 | -0.025 | 0.000 |
| SAT Score | 25.0 | 24.7 | 25.8 | 1.1 | 0.000 |
| Students per cohort | 122,301 | 119,928 | 124,586 |  |  |
| Total Students | 733,466 | 359,752 | 373,714 |  |  |

Notes: The sample is all first-time eleventh graders in Michigan public high schools during 2003-04 through 2008-09 conditional on reaching their eleventh grade spring semester. Free lunch, special education, and limited English proficiency status are all as of eleventh grade. Driving miles to nearest ACT test center are measured from a student's home address duing eleventh grade to the nearest ACT test center open during that year. First score is used for students taking the ACT multiple times. SAT score is scaled to ACT metric. College enrollment is measured as of 16 months (October 1st) following scheduled on-time high school graduation. Eighth grade score is the average of scores on the 8th grade math and writing exams, standardized at the subject-cohort level.

Table 1.3. Comparison of Distributions of Observed and Latent ACT Scores Pre-Policy, By Sensitivity Check

|  | Entire Sample |  |  | Exclude High School Dropouts and SPED Test-Takers |  |  | Include Predicted Scores of NonCompliers in Post-Period |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Takers | Non-Takers | Difference | Takers | Non-Takers | Difference | Takers | Non-Takers | Difference |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Moments |  |  |  |  |  |  |  |  |  |
| Mean | 20.7 | 16.7 | 4.0 | 20.8 | 17.1 | 3.7 | 20.8 | 16.6 | 4.1 |
| Standard Deviation | 4.6 | 4.3 | 0.3 | 4.6 | 4.5 | 0.1 | 4.6 | 4.3 | 0.3 |
| Percentiles |  |  |  |  |  |  |  |  |  |
| 5th | 14 | 12 | 2 | 14 | 12 | 2 | 14 | 11 | 3 |
| 25th | 17 | 14 | 3 | 17 | 14 | 3 | 17 | 14 | 3 |
| Median | 20 | 16 | 4 | 21 | 16 | 5 | 20 | 16 | 4 |
| 75th | 24 | 19 | 5 | 24 | 19 | 5 | 24 | 19 | 5 |
| 95th | 29 | 25 | 4 | 29 | 26 | 3 | 29 | 25 | 4 |
| Scoring >=20 |  |  |  |  |  |  |  |  |  |
| Percent | 58.2 | 21.3 | 36.8 | 58.9 | 23.7 | 35.1 | 58.2 | 19.8 | 38.4 |
| Number | 117,953 | 26,717 | 91,236 | 114,075 | 23,454 | 90,621 | 117,953 | 30,707 | 87,246 |
| Non-Takers / Takers | 0.227 |  |  | 0.206 |  |  | 0.260 |  |  |
| Scoring >=22 |  |  |  |  |  |  |  |  |  |
| Percent | 41.9 | 13.0 | 28.9 | 42.4 | 15.0 | 27.5 | 41.9 | 11.9 | 30.0 |
| Number | 84,996 | 16,319 | 68,677 | 82,261 | 14,794 | 67,467 | 84,996 | 18,471 | 66,525 |
| Non-Takers / Takers | 0.192 |  |  | 0.180 |  |  | 0.217 |  |  |

Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade. Latent scores of non-takers estimated as explained in text and reweighted to adjust for cohort size and composition following DiNardo, Fortin and Lemieux (1996). Columns (4)-(9) test sensitivity of the analysis to non-compliance in the post period: Columns (4)-(6) exclude high school dropouts and students taking the special education version of the 11th grade test. Columns (7)-(9) include predicted scores of non-compliers based on observed characteristics of ACT-takers in the post period.

Table 1.4. Heterogeneity in the Pre-Policy Supply of College-Ready Students Not Taking a College Entrance Exam

|  | All | White | Black | Female | Male | Non-Poor | Poor | Among Poor Students |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | Urban | Rural | High Gr. 8 Scores | Low Gr. 8 <br> Scores |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) |
| Scoring College-Ready (ACT>=20) |  |  |  |  |  |  |  |  |  |  |  |
| Percent of ACT-Takers | 58.2 | 64.5 | 19.4 | 57.4 | 59.2 | 62.5 | 33.5 | 20.0 | 47.0 | 56.7 | 16.4 |
|  | (0.9) | (0.5) | (2.1) | (0.9) | (0.8) | (0.7) | (1.2) | (2.0) | (0.9) | (1.0) | (0.8) |
| Percent of Non-Takers | 21.3 | 23.9 | 4.5 | 21.9 | 20.8 | 27.6 | 11.3 | 8.8 | 12.1 | 32.1 | 5.4 |
| (latent score) | (1.5) | (1.5) | (1.4) | (1.8) | (1.3) | (1.8) | (0.5) | (1.0) | (1.0) | (1.3) | (0.3) |
| Proportion of Non-Takers to | 0.227 | 0.221 | 0.175 | 0.193 | 0.265 | 0.217 | 0.480 | 0.544 | 0.392 | 0.365 | 0.651 |
| Takers | (0.016) | (0.013) | (0.060) | (0.016) | (0.017) | (0.014) | (0.032) | (0.092) | (0.043) | (0.024) | (0.054) |
| Scoring College-Ready (ACT>=22) |  |  |  |  |  |  |  |  |  |  |  |
| Percent of ACT-Takers | 41.9 | 47.0 | 10.1 | 40.7 | 43.4 | 45.7 | 20.6 | 10.7 | 30.3 | 37.8 | 7.9 |
|  | (0.8) | (0.6) | (1.2) | (0.9) | (0.8) | (0.8) | (0.8) | (1.2) | (0.8) | (0.9) | (0.4) |
| Percent of Non-Takers (latent score) | 13.0 | 14.6 | 1.9 | 13.3 | 12.8 | 18.1 | 5.0 | 4.5 | 4.7 | 16.9 | 1.5 |
|  | (1.4) | (1.4) | (1.0) | (1.6) | (1.2) | (1.8) | (0.4) | (0.7) | (0.8) | (1.2) | (0.2) |
| Proportion of Non-Takers to Takers | 0.192 | 0.185 | 0.137 | 0.164 | 0.222 | 0.195 | 0.343 | 0.518 | 0.234 | 0.287 | 0.383 |
|  | (0.020) | (0.016) | (0.065) | (0.020) | (0.020) | (0.018) | (0.034) | (0.095) | (0.049) | (0.027) | (0.055) |

Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade. Latent scores of non-takers estimated as explained in text and reweighted to adjust for cohort size and composition following DiNardo, Fortin and Lemieux (1996). Free lunch status measured as of eleventh grade. Standard errors in parentheses calculated using 200 bootstrap replications.

Table 1.5. Sample Means Pre- and Post-Policy, by Pre-Policy Test Center Status

|  | Before Mandatory ACT Policy |  |  | After Mandatory ACT Policy |  |  | $\begin{aligned} & \text { Diff-in-Diff } \\ & (6)-(3) \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No Center | Center | Difference | No Center | Center | Difference |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| Demographics |  |  |  |  |  |  |  |
| Black | 0.124 | 0.166 | -0.043* | 0.145 | 0.180 | -0.035 | 0.008 |
| Hispanic | 0.032 | 0.029 | 0.003 | 0.037 | 0.032 | 0.005 | 0.002 |
| Free lunch | 0.248 | 0.220 | 0.028* | 0.331 | 0.292 | 0.040** | $0.012^{*}$ |
| Eighth grade scores | -0.009 | 0.071 | -0.080** | -0.025 | 0.056 | -0.080** | 0.000 |
| Pupil-teacher ratio | 20.6 | 21.8 | -1.2 | 19.8 | 20.1 | -0.3 | 0.9 |
| Grade 11 enrollment | 216.6 | 345.1 | -128.5*** | 223.3 | 360.1 | $-136.8^{* * *}$ | -8.3* |
| Local unemployment | 7.57 | 7.11 | 0.45* | 9.26 | 8.83 | 0.43 | -0.024 |
| Urban area | 0.543 | 0.711 | $-0.167^{* * *}$ | 0.551 | 0.714 | $-0.163^{* * *}$ | 0.004 |
| Rural area | 0.457 | 0.289 | $0.167^{* * *}$ | 0.449 | 0.286 | $0.163^{* * *}$ | -0.004 |
| Educational Attainment |  |  |  |  |  |  |  |
| Take ACT or SAT | 0.540 | 0.607 | $-0.067^{* * *}$ | 0.927 | 0.932 | -0.005 | $0.061^{* * *}$ |
| Graduate High School | 0.847 | 0.876 | $-0.029 * * *$ | 0.847 | 0.879 | $-0.032^{* * *}$ | -0.003 |
| Enroll in any college | 0.554 | 0.611 | -0.056*** | 0.576 | 0.631 | -0.055*** | 0.001 |
| Enroll in four-year college | 0.292 | 0.343 | -0.050*** | 0.306 | 0.352 | -0.046*** | 0.004 |
| Enroll in two-year college | 0.262 | 0.268 | -0.006 | 0.270 | 0.279 | -0.009 | -0.003 |
| Number of Schools | 523 | 251 |  | 518 | 251 |  |  |
| Number of Students | 165,009 | 181,463 |  | 168,825 | 186,468 |  |  |

Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade. "No Center" and "Center" refer to whether or not a high school was an ACT test center before the mandatory ACT policy. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, ${ }^{*}=1 \%$ level.

Table 1.6. Sample Means Pre- and Post-Policy for Matched Sample of Schools, by Pre-Policy Test Center Status

|  | Before Mandatory ACT Policy |  |  | After Mandatory ACT Policy |  |  | $\begin{gathered} \text { Diff-in-Diff } \\ (6)-(3) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | No Center | Center | Difference | No Center | Center | Difference |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| Demographics |  |  |  |  |  |  |  |
| Black | 0.120 | 0.169 | -0.043* | 0.138 | 0.184 | -0.046 | 0.003 |
| Hispanic | 0.031 | 0.029 | 0.002 | 0.036 | 0.033 | 0.003 | 0.000 |
| Free lunch | 0.238 | 0.240 | -0.001 | 0.312 | 0.319 | -0.008 | -0.006 |
| Eighth grade scores | 0.045 | 0.024 | 0.021 | 0.015 | 0.004 | 0.011 | -0.010 |
| Pupil-teacher ratio | 20.5 | 22.2 | -1.8 | 19.8 | 20.1 | -0.3 | 1.5 |
| Grade 11 enrollment | 259.6 | 288.8 | -29.2** | 268.1 | 303.9 | -35.8** | -6.7 |
| Local unemployment | 7.43 | 7.32 | 0.107 | 9.08 | 9.03 | 0.051 | -0.057 |
| Urban area | 0.553 | 0.669 | -0.116** | 0.562 | 0.673 | -0.111** | 0.005 |
| Rural area | 0.447 | 0.331 | 0.116** | 0.438 | 0.327 | 0.111** | -0.005 |
| Educational Attainment |  |  |  |  |  |  |  |
| Take ACT or SAT | 0.566 | 0.592 | -0.026* | 0.941 | 0.928 | 0.012* | 0.039*** |
| Graduate High School | 0.869 | 0.869 | 0.000 | 0.871 | 0.871 | -0.001 | -0.001 |
| Enroll in any college | 0.575 | 0.597 | -0.022 | 0.599 | 0.616 | -0.017 | 0.005 |
| Enroll in four-year college | 0.313 | 0.327 | -0.015 | 0.329 | 0.335 | -0.007 | 0.008* |
| Enroll in two-year college | 0.262 | 0.270 | -0.007 | 0.271 | 0.281 | -0.011 | -0.003 |
| Number of Schools | 226 | 226 |  | 226 | 226 |  |  |
| Number of Students | 122,566 | 142,418 |  | 125,447 | 146,382 |  |  |

Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade. The sample is restricted to the 226 schools without a pre-policy ACT test center and the 226 schools with a pre-policy test center matched using nearest neighbor matching. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, * $=1 \%$ level.

Table 1.7. The Effect of the Mandatory ACT on Postsecondary Enrollment

|  | Dep. Var. = Any Enrollment |  |  |  |  | Dep. Var. = Four-Year Enrollment |  |  |  |  | Dep. Var. = Two-Year Enrollment |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Nearest Neighbor Matching |  |  | Kernel Matching | P-Score Weighting | Nearest Neighbor Matching |  |  | Kernel Matching | P-Score Weighting | Nearest Neighbor Matching |  |  | Kernel Matching <br> (14) | P-Score Weighting <br> (15) |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) | (13) |  |  |
| Post * No Test | 0.005 | 0.003 | 0.003 | 0.003 | 0.004 | 0.008* | 0.008* | 0.006 | 0.006 | 0.007* | -0.003 | -0.005 | -0.003 | -0.002 | -0.002 |
| Center In School | (0.005) | (0.004) | (0.004) | (0.004) | (0.004) | (0.004) | (0.004) | (0.004) | (0.004) | (0.004) | (0.004) | (0.005) | (0.004) | (0.004) | (0.004) |
| Post | 0.019*** | 0.029*** | 0.016*** | 0.015*** | $0.014^{* * *}$ | $0.008^{* *}$ | 0.016*** | 0.011*** | 0.011*** | $0.011^{* * *}$ | $0.012^{* * *}$ | 0.013*** | 0.005 | 0.004 | 0.004 |
|  | (0.003) | (0.005) | (0.003) | (0.003) | (0.003) | (0.003) | (0.004) | (0.003) | (0.003) | (0.003) | (0.003) | (0.005) | (0.003) | (0.003) | (0.003) |
| No Test Center in | -0.022 | -0.014 |  |  |  | -0.015 | -0.014* |  |  |  | -0.007 | 0.000 |  |  |  |
| School | (0.015) | (0.011) |  |  |  | (0.015) | (0.008) |  |  |  | (0.012) | (0.011) |  |  |  |
| Covariates | N | Y | Y | Y | Y | N | Y | Y | Y | Y | N | Y | Y | Y | Y |
| School Fixed Effects | N | N | Y | Y | Y | N | N | Y | Y | Y | N | N | Y | Y | Y |
| Pre-Policy Mean |  | 0.587 |  | 0.590 | 0.588 |  | 0.321 |  | 0.320 | 0.317 |  | 0.266 |  | 0.270 | 0.271 |
| Sample Size |  | 536,813 |  | 614,974 | 701,765 |  | 536,813 |  | 614,974 | 701,765 |  | 536,813 |  | 614,974 | 701,765 |

Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade. For columns (1)-(3), (6)-(8), and (11)-(13), the sample is restricted to the 226 schools without a pre-policy ACT test center and the 226 schools with a pre-policy test center matched using single nearest neighbor matching without replacement. An epanechnikov kernel and bandwidth of 0.06 is used in columns (4), (9), and (14). Each column is a separate linear probability model regression. Postsecondary enrollment is measured as of October 1st following scheduled on-time high school graduation. Standard errors in parentheses are clustered at the school level. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}=$ $5 \%$ level, ${ }^{*}=1 \%$ level.

Table 1.8. Using Students' Predicted Probability of ACT-Taking Pre-Policy to Narrow in on the Marginal Student


Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade. The sample is restricted to the 226 schools without a pre-policy ACT test center and the 226 schools with a pre-policy test center matched using nearest neighbor matching. Each point estimate is from a separate linear probability model, difference-in-difference regression. Standard errors in parentheses are clustered at the school level. Pre-policy dependent variable means are in italics. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}$ $=5 \%$ level, ${ }^{*}=1 \%$ level.

| Dependent Variable | All | White | Black | Female | Male | Non-Poor | Poor | School Poverty Share |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | Low/Middle | High |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Enroll in: |  |  |  |  |  |  |  |  |  |
| Any College | 0.003 | 0.003 | 0.003 | -0.000 | 0.005 | -0.001 | 0.016** | -0.000 | 0.009 |
|  | (0.004) | (0.004) | (0.011) | (0.005) | (0.005) | (0.004) | (0.007) | (0.004) | (0.007) |
|  | 0.587 | 0.605 | 0.515 | 0.622 | 0.552 | 0.640 | 0.415 | 0.634 | 0.494 |
| Four-Year College | 0.006 | 0.005 | 0.009 | 0.002 | 0.009** | 0.004 | 0.010** | 0.001 | 0.013** |
|  | (0.004) | (0.004) | (0.009) | (0.005) | (0.004) | (0.004) | (0.005) | (0.004) | (0.006) |
|  | 0.321 | 0.334 | 0.256 | 0.350 | 0.291 | 0.370 | 0.164 | 0.368 | 0.228 |
| Two-Year College | -0.003 | -0.002 | -0.006 | -0.002 | -0.004 | -0.005 | 0.006 | -0.001 | -0.004 |
|  | (0.004) | (0.004) | (0.009) | (0.005) | (0.004) | (0.004) | (0.006) | (0.004) | (0.006) |
|  | 0.266 | 0.271 | 0.259 | 0.272 | 0.261 | 0.271 | 0.251 | 0.266 | 0.267 |
| Covariates | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| School Fixed Effects | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sample Size | 536,813 | 417,851 | 83,061 | 268,573 | 268,240 | 384,331 | 148,147 | 358,113 | 178,700 |

Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade. The sample is restricted to the 226 schools without a pre-policy ACT test center and the 226 schools with a pre-policy test center matched using nearest neighbor matching. Each point estimate is from a separate linear probability model, difference-in-difference regression. Free lunch is measured as of eleventh grade. Standard errors in parentheses are clustered at the school level. Pre-policy dependent variable means are in italics. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, ${ }^{*}=1 \%$ level.

Table 1.10. Does the Mandatory ACT Policy Induce Higher Ability Students to Attend College?

|  | All Students |  |  | High Poverty Schools |  |  | Low/Middle Poverty Schools |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All | $\begin{aligned} & \text { High } \\ & \text { Scores } \end{aligned}$ | $\begin{aligned} & \text { Low } \\ & \text { Scores } \end{aligned}$ | All | High Scores | $\begin{aligned} & \text { Low } \\ & \text { Scores } \end{aligned}$ | All | $\begin{aligned} & \text { High } \\ & \text { Scores } \end{aligned}$ | $\begin{aligned} & \text { Low } \\ & \text { Scores } \end{aligned}$ |
| Dependent Variable | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Enroll in: |  |  |  |  |  |  |  |  |  |
| Any College | $\begin{gathered} 0.004 \\ (0.004) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ | $\begin{gathered} 0.005 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.008) \end{gathered}$ | $\begin{aligned} & 0.020^{*} \\ & (0.010) \end{aligned}$ | $\begin{gathered} 0.005 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.005) \end{aligned}$ | $\begin{gathered} 0.006 \\ (0.007) \end{gathered}$ |
|  | 0.604 | 0.718 | 0.473 | 0.569 | 0.654 | 0.429 | 0.647 | 0.737 | 0.507 |
| Four-Year College | $\begin{aligned} & 0.007^{*} \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.006) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.004) \end{gathered}$ | $\begin{aligned} & 0.015^{\star *} \\ & (0.007) \end{aligned}$ | $\begin{aligned} & 0.023^{\star *} \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.011^{*} \\ & (0.006) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.006) \end{aligned}$ | $\begin{gathered} 0.002 \\ (0.005) \end{gathered}$ |
|  | 0.332 | 0.470 | 0.173 | 0.240 | 0.383 | 0.152 | 0.377 | 0.497 | 0.190 |
| Two-Year College | $\begin{gathered} -0.003 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.002 \\ (0.004) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.005 \\ & (0.006) \end{aligned}$ | $\begin{gathered} -0.003 \\ (0.006) \end{gathered}$ | $\begin{aligned} & -0.006 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & -0.001 \\ & (0.005) \end{aligned}$ | $\begin{gathered} 0.004 \\ (0.006) \end{gathered}$ |
|  | 0.272 | 0.247 | 0.300 | 0.275 | 0.271 | 0.278 | 0.270 | 0.240 | 0.317 |
| Covariates | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| School Fixed Effects | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sample Size | 486,522 | 247,731 | 238,791 | 158,477 | 57,091 | 101,386 | 328,045 | 190,640 | 137,405 |

Notes: The sample is as in Tables 1.6-1.9 except that it excludes the $10 \%$ of students with missing eighth grade test scores. Each point estimate is from a separate linear probability model, difference-in-difference regression. Scores are the average of standardized math and English eighth grade test scores. High and low scores are above and below the mean. Standard errors in parentheses are clustered at the school level. Pre-policy dependent variable means are in italics. *** $=$ significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, ${ }^{*}=1 \%$ level.

Table 1.11. Examining if Four-Year Enrollment Effects Persist, by Timing of Enrollmer

|  | Enroll Within Two Years |  |  | Enroll Within One Year |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All | School Poverty |  | All | School Poverty |  |
|  |  | High | Low/Mid |  | High | Low/Mid |
| Dependent Variable | (1) | (2) | (3) | (4) | (5) | (6) |
| All Three Post Cohorts |  |  |  |  |  |  |
| Enroll | 0.006 | 0.013** | 0.001 | 0.006* | 0.013** | 0.001 |
|  | (0.004) | (0.006) | (0.004) | (0.003) | (0.006) | (0.004) |
|  | 0.321 | 0.228 | 0.368 | 0.291 | 0.204 | 0.336 |
| Persist to Year Two |  |  |  | 0.005 | 0.008* | 0.001 |
|  |  |  |  | (0.003) | (0.004) | (0.004) |
|  |  |  |  | 0.256 | 0.193 | 0.305 |
| First Two Post Cohorts |  |  |  |  |  |  |
| Enroll | 0.007* | 0.012* | 0.003 | 0.006* | 0.012** | 0.002 |
|  | (0.004) | (0.006) | (0.005) | (0.004) | (0.006) | (0.005) |
|  | 0.321 | 0.228 | 0.368 | 0.291 | 0.204 | 0.336 |
| Persist to Year Two | 0.005 | 0.011* | 0.001 |  |  |  |
|  | (0.004) | (0.005) | (0.005) |  |  |  |
|  | 0.278 | 0.180 | 0.328 |  |  |  |
| Persist to Year Three |  |  |  | 0.005 | 0.008 | 0.002 |
|  |  |  |  | (0.003) | (0.005) | (0.004) |
|  |  |  |  | 0.239 | 0.147 | 0.286 |
| First Post Cohort Only |  |  |  |  |  |  |
| Enroll | 0.007 | 0.017** | -0.000 | 0.006 | 0.010 | 0.003 |
|  | (0.005) | (0.007) | (0.006) | (0.004) | (0.007) | (0.005) |
|  | 0.321 | 0.259 | 0.369 | 0.291 | 0.204 | 0.336 |
| Persist to Year Three |  | $0.009$ | 0.006 |  |  |  |
|  | (0.004) | (0.008) | (0.005) |  |  |  |
|  | 0.258 | 0.228 | 0.368 |  |  |  |
| Persist to Year Four |  |  |  | 0.006 | 0.005 | 0.005 |
|  |  |  |  | (0.004) | (0.005) | (0.005) |
|  |  |  |  | 0.227 | 0.136 | 0.273 |
| Graduate in Four Years |  |  |  | 0.003 | 0.001 | 0.003 |
|  |  |  |  | (0.002) | (0.003) | (0.003) |
|  |  |  |  | 0.091 | 0.040 | 0.116 |
| Sample Size, Three Pre Cohorts Plus: |  |  |  |  |  |  |
| All Post Cohorts | 536,813 | 178,700 | 358,113 | 536,813 | 178,700 | 358,113 |
| First 2 Post | 448,234 | 150,023 | 298,211 | 448,234 | 150,023 | 298,211 |
| First Post Only | 357,181 | 120,037 | 237,144 | 357,181 | 120,037 | 237,144 |
| Covariates | Y | Y | Y | Y | Y | Y |
| School Fixed Effects | Y | Y | Y | Y | Y | Y |

Notes: The sample is as in Tables 1.6-1. 9. Each point estimate is from a separate linear probability model, difference-in-difference regression. Standard errors in parentheses are clustered at the school level. Pre-policy dependent variable means are in italics. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, ${ }^{*}=1 \%$ level.

Table 1.12. Robustness Checks: Controlling for Pre-Trend and Using Student-Level Driving Distance to Nearest Pre-Policy Test Center

|  | Controlling for Pre-Trend |  |  | Using Student-Level Distance, Matched Sample of High Schools |  |  | Using Student-Level Distance, All High Schools |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | School Poverty |  |  | School Poverty |  |  | School Poverty |  |
|  | All | High | Low/Middle | All | High | Low/Middle | All | High | Low/Middle |
| Dependent Variable | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| Take ACT | $0.033^{* * *}$ | 0.050 *** | 0.022 | $0.048^{* * *}$ | 0.039*** | $0.055^{* * *}$ | $0.045^{* * *}$ | 0.029*** | $0.055^{* * *}$ |
|  | (0.013) | (0.015) | (0.015) | (0.009) | (0.014) | (0.011) | (0.008) | (0.011) | (0.009) |
|  | 0.580 | 0.470 | 0.636 | 0.580 | 0.470 | 0.637 | 0.559 | 0.431 | 0.622 |
| Enroll in Any College | 0.001 | 0.007 | -0.002 | 0.003 | 0.012* | -0.001 | 0.002 | 0.001 | 0.002 |
|  | (0.004) | (0.007) | (0.004) | (0.004) | (0.007) | (0.004) | (0.003) | (0.006) | (0.003) |
|  | 0.587 | 0.494 | 0.634 | 0.587 | 0.494 | 0.635 | 0.570 | 0.460 | 0.625 |
| Enroll in Four-Year College | 0.005 | $0.012^{*}$ | 0.000 | $0.010^{* * *}$ | $0.019^{* * *}$ | 0.005 | 0.009*** | 0.010* | 0.007** |
|  | (0.004) | (0.006) | (0.004) | (0.004) | (0.007) | (0.004) | (0.003) | (0.006) | (0.003) |
|  | 0.321 | 0.228 | 0.368 | 0.321 | 0.227 | 0.369 | 0.309 | 0.210 | 0.359 |
| Enroll in Two-Year College | -0.004 | -0.005 | -0.002 | $-0.008^{* *}$ | -0.007 | -0.007* | -0.007** | -0.008 | -0.005 |
|  | (0.004) | (0.006) | (0.004) | (0.003) | (0.006) | (0.004) | (0.003) | (0.005) | (0.003) |
|  | 0.266 | 0.267 | 0.266 | 0.266 | 0.267 | 0.266 | 0.261 | 0.250 | 0.266 |
| Covariates | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| School Fixed Effects | Y | Y | Y | Y | Y | Y | Y | Y | Y |
| Sample Size | 536,813 | 178,700 | 358,113 | 526,652 | 175,348 | 351,304 | 719,092 | 238,329 | 480,763 |

Notes: The sample is all first-time, public school Michigan eleventh graders in years 2004-2009, conditional on reaching spring of eleventh grade.
Columns (1)-(6) restrict the sample to the set of 552 matched high schools that comprise the sample for Tables $6-11$. In columns (4) - (9) the $2 \%$ of the sample with missing home address are excluded. In these columns each point estimate is from a separate linear probability model, difference-indifference regression where the treatment (control) group is students living further (closer) than 5 driving miles from their home to the nearest prepolicy ACT center. Standard errors in parentheses are clustered at the school level. Control means are in italics. ${ }^{* * *}=$ significant at the $10 \%$ level, ** $=5 \%$ level, * $=1 \%$ level.

Table 1.A.1. Coefficients from Pre-Policy ACT-Taking Prediction Equation

|  | Dep Var = Take ACT |
| :--- | :---: |
| Free Lunch | $-0.221^{* * *}$ |
|  | $(0.006)$ |
| Female | $0.084^{* * *}$ |
|  | $(0.003)$ |
| Black | $-0.071^{* * *}$ |
|  | $(0.009)$ |
| Hispanic | $-0.118^{* * *}$ |
|  | $(0.010)$ |
| Other Race | 0.012 |
|  | $(0.009)$ |
| Lunch*Female | -0.001 |
|  | $(0.004)$ |
| Lunch*Black | $0.124^{* * *}$ |
|  | $(0.007)$ |
| Lunch*Hispanic | $0.091^{* * *}$ |
|  | $(0.014)$ |
| Female*Black | 0.003 |
|  | $(0.006)$ |
| Female*Hispanic | -0.009 |
|  | $(0.009)$ |
| Test of Equality of School FE's |  |
| F-Stat | 11,326 |
| P-Value | 0.000 |
| R-Squared | 0.222 |
| Sample Size | 354,923 |
| N The sam |  |

Notes: The sample is as in Tables 6-9, except excludes the approximately 5,000 eleventh graders in spring 2006 who took the mandatory ACT in its pilot phase. Free lunch status measured as of eleventh grade. Several other student level variables and interactions as well as school- and district-year level covariates interacted with the student-level covariates are included in the regression but excluded from this table. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, ${ }^{*}=1 \%$ level.

Table 1.A.2. Replicating Goodman (2012) Effect of Mandatory-ACT Policy in CO and IL on Postsecondary Enrollment Using IPEDS

| Dependent Variable: | In(Overall Enrollment) |  | In(Selective Enrollment) |  |  |  |  |  |  |  | In(4-Year Enrollment) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) |
| Goodman (2012) | 0.054 | 0.032 | 0.159*** | 0.138** | 0.111*** | 0.102*** | $0.142^{* * *}$ | 0.128*** | 0.043 | NA | NA | NA |
|  | (0.142) | (0.138) | (0.057) | (0.053) | (0.034) | (0.033) | (0.018) | (0.021) | (0.044) | NA | NA | NA |
| Replication | 0.054 | 0.032 | 0.164** | 0.132** | 0.156** | 0.127** | 0.144*** | 0.121*** | 0.028 | 0.030 | 0.064** | 0.011 |
|  | (0.142) | (0.138) | (0.063) | (0.057) | (0.061) | (0.057) | (0.019) | (0.022) | (0.041) | (0.043) | (0.026) | (0.022) |
| Replication using additional |  | -0.039 |  | 0.027 |  | 0.027 |  | 0.035* |  | 0.013 | -0.013 |  |
| covariates |  | (0.103) |  | (0.031) |  | (0.031) |  | (0.020) |  | (0.040) | (0.028) |  |
| Replication using first-time, immediate enrollment | 0.100 | 0.055 | 0.157** | 0.109** | 0.149** | 0.104** | 0.088** | 0.072** | -0.039 | -0.044 | 0.048 | -0.040* |
|  | (0.123) | (0.110) | (0.058) | (0.047) | (0.056) | (0.047) | (0.032) | (0.032) | (0.029) | (0.030) | (0.040) | (0.020) |
| Control States | 22 | 22 | 22 | 22 | 22 | 22 | 22 | 22 | 22 | 22 | 22 | 22 |
| $N$ (number of state-years) | 192 | 192 | 192 | 192 | 192 | 192 | 192 | 192 | 192 | 192 | 192 | 192 |
| Includes Covariates | N | Y | N | Y | N | Y | N | Y | N | Y | Y | N |
| Includes In(total enrollment) | N | N | N | N | N | N | Y | Y | Y | Y | Y | Y |
| Includes $\ln$ (population) | N | N | N | N | Y | Y | N | N | N | N | N | N |
| State-Specific Time Trend | N | N | N | N | N | N | N | N | Y | Y | N | Y |

Notes: The level of observation is the state-year. The sample is the twenty-four states where the majority of students take the ACT, excluding Michigan. Each cell reports a difference-in-difference coefficient from a separate regression comparing Colorado and Illinois to the remaining states. Covariates included in Goodman (2012) are unemployment rate, fraction of adults with a B.A., fraction poor, and fraction minority. "Additional covariates" include median household income, average tuition at a public four-year university, K-12 expenditure per student, and lagged number of public school eleventh graders. All postsecondary enrollment is first-time enrollment. Immediate enrollment is first-time enrollment of students who graduated high school within the past twelve months. Following Goodman (2012), standard errors in parentheses are clustered at the state level except for when state-specific time trends are included, in which case errors are corrected for heteroskedasticity but not clustered. ${ }^{* * *}=$ significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, ${ }^{*}=1 \%$ level.

Table 1.A.3. Effect of Mandatory-ACT Policy in CO and IL on Selective Enrollment Using IPEDS

|  | Goodman (2012) |  | Replication |  | Replication Using Immediate Enrollment |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Treatment $_{\text {s }}{ }^{*}(<4 \text { years of policy })_{t}$ | $\begin{gathered} \hline 0.095^{* * *} \\ (0.014) \end{gathered}$ | $\begin{aligned} & \hline 0.065^{* *} \\ & (0.029) \end{aligned}$ | $\begin{gathered} \hline 0.092^{* * *} \\ (0.014) \end{gathered}$ | $\begin{aligned} & \hline 0.050^{*} \\ & (0.028) \end{aligned}$ | $\begin{gathered} \hline 0.044 \\ (0.030) \end{gathered}$ | $\begin{aligned} & \hline-0.025 \\ & (0.025) \end{aligned}$ |
| Treatment ${ }^{*}$ * ${ }^{\text {( }}=4$ years of policy $)_{\text {t }}$ | $\begin{gathered} 0.190^{* * *} \\ (0.029) \end{gathered}$ | $\begin{gathered} 0.140^{* * *} \\ (0.034) \end{gathered}$ | $\begin{aligned} & 0.195^{* * *} \\ & (0.030) \end{aligned}$ | $\begin{gathered} 0.122^{* * *} \\ (0.034) \end{gathered}$ | $\begin{gathered} 0.133^{* * *} \\ (0.035) \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.031) \end{gathered}$ |
| Joint Significance Test |  |  |  |  |  |  |
| F-Statistic | 30.962 | 9.9425 | 29.559 | 7.233 | 19.131 | 3.452 |
| P-Value | 0.000 | 0.000 | 0.000 | 0.001 | 0.000 | 0.034 |
| Control States | 22 | 22 | 22 | 22 | 22 | 22 |
| $N$ (num. of state-years) | 192 | 192 | 192 | 192 | 192 | 192 |
| Includes $\ln$ (total enrollment) | Y | Y | Y | Y | Y | Y |
| State-Specific Time Trend | N | Y | N | Y | N | Y |

Notes: The level of observation is the state-year. The sample is the twenty-four states where the majority of students take the ACT, excluding Michigan. All postsecondary enrollment is first-time enrollment. Immediate enrollment is first-time enrollment of students who graduated high school within past twelve months. *** = significant at the $10 \%$ level, ${ }^{* *}=5 \%$ level, ${ }^{*}=1 \%$ level.

Figure 1. 1: ACT Score Distributions Pre- and Post-Mandatory ACT Policy in Michigan


Notes: Figure (a) shows the distribution of ACT scores post-policy, pre-policy, and the difference, which is the latent score distribution among non-takers in the pre-period. Figure (b) reweights the post-policy sample to resemble the pre-period sample according to observed characteristics following DiNardo, Fortin, and Lemieux (1996). The weights are normed so the pre- and post-policy samples are of equal size.

Figure 1. 2: Diagnosing External Validity Using National ACT Micro-Data


Notes: These figures use a one-in-four sample of all ACT-takers three years before and after adoption of mandatory ACT exams in Michigan and two other mandatory ACT states. Panel (a) shows the distribution of observed ACT scores pre- and post-policy, and of latent scores pre-policy for Illinois and Kentucky combined. Panel (b) shows the same figure for Michigan. Panels (c) and (d) show Illinois and Kentucky separately. Post-policy cohorts are weighted to resemble pre-policy cohorts according to observed characteristics. Weights are normed so the pre- and post-policy samples are of equal size.

Figure 1. 3: Observed and Latent ACT Scores by Subgroup


Notes: Figures show the distribution of ACT scores post-policy, pre-policy, and the difference, which is the latent score distribution among non-takers in the pre-period. All figures reweight the post-policy sample to resemble the pre-period sample according to observed characteristics following DiNardo, Fortin, and Lemieux (1996). The weights are normed so the pre- and post-policy samples are of equal size.

Figure 1. 4: Proportion of College-Ready Non-Takers to Takers, by ACT Score and GPA Threshold
(a) By ACT Score College-Readiness Threshold

(b) By High School GPA College-Readiness Threshold


[^39]Figure 1. 5: College Enrollment by Cohort and Pre-Policy Test Center Status


Notes: Figures show college enrollment pre- and post-mandatory ACT by whether a not a student attends a school with an ACT test center pre-mandatory ACT. The sample is restricted to the propensity score matched sample of high schools. Figure (a) includes any college enrollment, figure (b) includes four-year enrollment only, and figure (c) includes two-year enrollment.

Figure 1. 6: ACT-Taking and College Enrollment by Predicted Probability of ACT-Taking

(b) 4-Year College Enrollment (Regression Adjusted)


Notes: Figure (a) plots the ACT-taking rate pre and post mandatory ACT at twenty quantiles of the predicted probability that a student would take the ACT based on pre-reform observed characteristics and ACT-taking. Figure (b) plots the raw, pre-policy four-year enrollment rate among students in the matched sample of high schools (solid line) at these same twenty quantiles. It then adds to this line the difference-in-difference four-year enrollment effect of the policy (dashed line). Note the smaller scale of the Y-axis in figure (b) designed to more clearly show the difference between the two lines.

Figure 1.A. 1: Distance to Nearest ACT Center by District, Pre-Policy


Notes: Figure plots school-district averages of the student-level driving distance from home to the nearest ACT test center pre-policy for students attending high school in the district.

## CHAPTER II

# Experimental Evidence on the Effect of Childhood Investments on Postsecondary Attainment and Degree Completion 


#### Abstract

This paper examines the effect of early childhood investments on college enrollment and degree completion. We use the random assignment in the Project STAR experiment to estimate the effect of smaller classes in primary school on college entry, college choice, and degree completion. We improve on existing work in this area with unusually detailed data on college enrollment spells and the previously unexplored outcome of college degree completion. We find that assignment to a small class increases the probability of attending college by 2.7 percentage points, with effects more than twice as large among blacks. Among students enrolled in the poorest third of schools, the effect is 7.3 percentage points. Smaller classes increase the likelihood of earning a college degree by 1.6 percentage points and shift students towards high-earning fields such as STEM (science, technology, engineering and mathematics), business and economics. We find that test score effects at the time of the experiment are an excellent predictor of long-term improvements in postsecondary outcomes.


### 2.1. Introduction

Education is intended to pay off over a lifetime. Economists conceive of education as a form of "human capital," requiring costly investments in the present but promising a stream of returns in the future. Looking backward at a number of education interventions (e.g., Head Start, compulsory schooling), researchers have identified causal links between these policies and long-term outcomes such as adult educational attainment, employment, earnings, health and civic engagement (Ludwig \& Miller, 2007; Deming, 2009; Angrist \& Krueger, 1991; Dee, 2004; Lleras-Muney, 2005). But decisionmakers attempting to gauge the effectiveness of current education inputs, policies and practices in the present cannot wait decades for these long-term effects to emerge. They therefore rely upon short-term outcomes - primarily standardized test scores - as their yardstick of success.

A critical question is the extent to which short-term improvements in test scores
translate into long-term improvements in well-being. Puzzling results from several evaluations make this a salient question. Three small-scale, intensive preschool experiments produced large effects on contemporaneous test scores that quickly faded (Schweinhart, et al., 2005; Anderson, 2008). Quasi-experimental evaluations of Head Start, a preschool program for poor children, reveal a similar pattern, with test score effects gone by middle school. In each of these studies, treatment effects have re-emerged in adulthood as increased educational attainment, enhanced labor market attachment, and reduced crime (Deming, 2009; Garces, Thomas, \& Currie, 2002; Ludwig \& Miller, 2007). Further, several recent papers have shown large impacts of charter schools on test scores of disadvantaged children (Abdulkadiroglu, et al., 2011; Angrist, et al., 2012; Dobbie \& Fryer, 2011). A critical question is whether these effects on test scores will persist in the form of long-term enhancements to human capital and well-being.

We examine the effect of smaller classes on educational attainment in adulthood, including college attendance, degree completion and field of study. We exploit random variation in class size in the early grades of elementary school created by the Tennessee Student/Teacher Achievement Ratio (STAR) Experiment. Participants in the STAR experiment are now in their thirties, an age at which it is plausible to measure completed education. Our postsecondary outcome data is obtained from the National Student Clearinghouse (NSC), a national database that covers approximately 90 percent of students enrolled in colleges in the U.S.

We find that being assigned to a small class increases the rate of postsecondary attendance by 2.7 percentage points. The effects are considerably higher among populations with traditionally low rates of postsecondary attainment. For Black students and students eligible for free lunch the effects are 5.8 and 4.4 percentage points, respectively. At elementary schools with the greatest concentration of poverty, measured using the fraction of students receiving a subsidized lunch, smaller classes increase the rate of postsecondary attendance by 7.3 percentage points. We further find that being assigned to a small class increases the probability of earning a college degree by 1.6 percentage points. Smaller classes shift students toward earning degrees in high-earning fields such as science, technology, engineering and mathematics (STEM), business and economics.

Our results shed light on the relationship between the short-and long-term effects
of educational interventions. The short-term effect of small classes on test scores, it turns out, is an excellent predictor of its long-term effect on adult outcomes. We show this by adding K-3 test scores to our identifying equation; the coefficient on the class size dummy drops to zero. The coefficient on the interaction of class size and test scores is also zero, indicating that the scores of children in small classes are no less (or more) predictive of adult educational attainment than those of children in the regular classes.

Our analysis identifies the effect of manipulating a single policy-relevant educational input on adult educational attainment. By contrast, the early-childhood interventions for which researchers have identified lifetime effects (e.g., Head Start, Abecederian) are multi-pronged, including home visits, parental coaching and vaccinations in addition to time in a preschool classroom. We cannot distinguish which dimensions of these treatments generate short-term effects on test scores, and whether they differ from the dimensions that generate long-term effects on adult well-being. The effective dimensions of the treatment are also ambiguous in the recent literature on classroom and teacher effects. For example, Chetty et al. (2011) show very large effects of kindergarten classroom assignment on adult well-being. In those estimates, the variation in classroom quality that produces significant variation in adult outcomes excludes class size but includes anything else that varies at the classroom level, including teacher quality and peer quality, both of which are extremely difficult to manipulate with policy. By contrast, the effects we measure in this paper, both short-term and long-term, can be attributed to a well-defined and replicable intervention: reduced class size.

### 2.2 The Tennessee STAR Experiment

The Tennessee Student/Teacher Achievement Ratio (STAR) Experiment randomly assigned class sizes to children in kindergarten through third grade. The experiment was initiated in the 1985-86 school year, when participants were in kindergarten. A total of 79 schools in 42 school districts participated, with over-sampling of urban schools. An eventual 11,571 students were involved in the experiment. The sample is 60 percent white and the balance African American. About 60 percent of students were eligible for subsidized lunch during the experiment. The experiment is described in greater detail elsewhere (Word, et al., 1990; Folger \& Breda, 1989; Finn \& Achilles, 1990; Krueger, 1999; and Achilles, 1999.)

Children in the STAR experiment were assigned to either a small class (target size of 13 to 17 students) or regular class ( 22 to 25 students). ${ }^{1}$ Students who entered a participating school after kindergarten were randomly assigned during those entry waves to a regular or small class. Teachers were also randomly assigned to small or regular classes. All randomization occurred within schools.

Documentation of initial random assignment in STAR is incomplete (Krueger, 1999). Krueger (1999) examines records from 18 STAR schools for which assignment records are available. He finds that, as of entry into STAR, 99.7 percent of students were enrolled in the experimental arm to which they were initially assigned. Krueger's approach, and that of the subsequent literature, is to assume that the class type in which a student is first enrolled is the class type to which she was assigned. We follow that convention in our analysis.

Numerous papers have tested, and generally validated, the randomization in STAR (Krueger, 1999). There are no baseline outcome data (e.g., a pre-test) available for the STAR sample. On the handful of covariates available in the STAR data (free lunch eligibility, race, sex), the arms of the experiment appear balanced at baseline (see Table 2.1 for a replication of these results). Recent work by Chetty et al. (2011) shows that the STAR entry waves were balanced at baseline on a detailed set of characteristics (e.g., family income, home ownership) contained in the income tax returns of the STAR subjects' parents.

### 2.3 Previous Research on the Long-Term Effects of Small Classes

A substantial body of research has examined the effect of Project STAR on short-and medium-run outcomes. We do not comprehensively discuss this literature but instead summarize the pattern of findings. These papers show that students assigned to a small class experience contemporaneous test score gains of about a fifth of a standard deviation. These test score results diminish after the experiment ends in third grade. ${ }^{2}$

[^40]There is evidence of lasting effects on other dimensions. Krueger and Whitmore (2001) show that students assigned to small classes are more likely to take the ACT and SAT, required for admission to most four-year colleges. Schanzenbach (2006) reports that smaller classes reduce the rate of teen pregnancy among female participants by about a third. In addition, Fredriksson, Ockert, and Oosterbeek (2013) find positive long-term impacts of reduced class size in grades 4-6 in Sweden on educational attainment and wages.

The paper most closely related to our own examined the impact of Project STAR on adult outcomes using the income tax records of STAR participants and their parents (Chetty et al., 2011). That paper emphasizes the differential long-term impacts of being randomly assigned to classrooms of different "quality" levels stemming from higher-quality teachers and/or classmates, after accounting for class size. Chetty et al. (2011) document the sizeable long-term payoff to having a high quality classroom, though recognize that this cannot be directly manipulated by public policy. By contrast, we focus on the long-term impacts of randomly assigned class size, which is an easily measured input that can be manipulated by policy.

### 2.4. Empirical Strategy

The experimental nature of Project STAR motivates the use of a straightforward empirical specification. We compare outcomes of students randomly assigned to small and regular classes by estimating the following equation using Ordinary Least Squares:

$$
\begin{equation*}
y_{i s g}=\beta_{0}+\beta_{1} \text { SMALL }_{\text {is }}+\beta_{2} X_{i s}+\beta_{\text {sg }}+\varepsilon_{\text {isg }}, \tag{1}
\end{equation*}
$$

where $y_{\text {isg }}$ represents a postsecondary schooling outcome of student i , who entered the STAR experiment in school $s$ and in grade $g$. $X$ is a vector of covariates including sex, race and free lunch status (an indicator for whether the student ever received free or reduced price lunch during the experiment), included to increase precision. $\beta_{\text {sg }}$ is a set of school-by-entry-grade fixed effects. We include these because students who entered STAR schools after kindergarten were randomly assigned at that time to small or regular classes. The variable of interest is $\operatorname{SMALL}_{\mathrm{is}}$, an indicator set to one if student i was assigned to a small class upon entering the experiment. The omitted group to which small classes are compared is regular classes (with or without a teacher's aide). We cluster

[^41]standard errors by school, the most conservative approach. Standard errors are about ten percent smaller if we cluster at the level of school-by-wave.

### 2.5. Data

We use the original data from the STAR experiment, which includes information on the type of class in which a student is enrolled, basic demographics (race, poverty status, sex), school identifiers, and standardized test scores. These data also include the name and date of birth of the student, which we use to match to data on postsecondary attainment and completion.

Data on postsecondary outcomes for the STAR sample come from the National Student Clearinghouse (NSC). NSC is a non-profit organization that was founded to assist student loan companies in validating students' college enrollment. Borrowers can defer payments on most student loans while in college, which makes lenders quite interested in tracking enrollment. Colleges submit enrollment data to NSC several times each academic year, reporting whether a student is enrolled, at what school, and at what intensity (e.g., part-time or full-time). NSC also records degree completion and the field in which the degree is earned. States and school districts use NSC data to track the educational attainment of their high school graduates (Roderick, Nagaoka, \& Allensworth, 2006). Recent academic papers making use of NSC data include Deming et al. (2011) and Bettinger et al. (2012).

With the permission of the Project STAR researchers and the state of Tennessee, we submitted the STAR sample to the NSC in 2006 and again in $2010 .{ }^{3}$ The STAR sample was scheduled to graduate high school in 1998. We therefore capture college enrollment and degree completion for twelve years after on-time high-school graduation, when the STAR sample is about 30 years old.

The NSC matches individuals to its data using name and date of birth. If birth date is missing, the NSC attempts to match on name alone. Some students in the STAR sample are missing identifying information used in the NSC match: 12 percent have incomplete name or birthdate. In our data, a student that attends college but fails to produce a match in the NSC database is indistinguishable from a student who did not attend college. If the absence of these identifiers is correlated with the treatment, then our

[^42]estimates may be biased. To determine whether identifiers are missing at a differential rate across treatment groups, we estimate equation (1) replacing $y_{\text {isg }}$ with an indicator variable equaling one if a student has a missing name or date of birth. We find a precisely estimated zero for $\beta_{1}(=-0.008, \mathrm{SE}=0.008)$ indicating that the probability of missing identifying information is uncorrelated with initial assignment. In the concluding section of the paper, we present the results of a second test exploring the possible bias in our main result associated with missing identifiers.

Not all schools participate in NSC; the company estimates they currently capture about 93 percent of undergraduate enrollment nationwide. During the late 1990s, when the STAR subjects would have been graduating from high school, the NSC included colleges enrolling about $80 \%$ of undergraduates in Tennessee (Dynarski, Hemelt, \& Hyman, 2012). ${ }^{4}$ Since we miss about $20 \%$ of undergraduate enrollment using the NSC data, we expect that we will underestimate the college attendance rate of the STAR sample by about a fifth. The NSC data indicate that 39.4 percent of the STAR sample had attended college by age 30 . Among those born in Tennessee in the same years as the STAR sample, the attendance rate is 52.8 percent in the 2005 American Community Survey (Ruggles, et al., 2010). ${ }^{5}$ Our NSC estimate of college attendance is therefore, as expected, about four-fifths of the magnitude of the ACS estimate.

In the NSC, we find that 15.1 percent of the STAR sample has earned a college degree. This is substantially lower than the corresponding rate we calculate from the 2005 American Community Survey ( 29.3 percent). Not all of the colleges that report enrollment to the NSC report degree receipt, and this explains at least part of the discrepancy. ${ }^{6}$

The exclusion of some colleges from NSC will induce measurement error in the dependent variable. If this error is not correlated with treatment (i.e., classical measurement error) then the true effect of class size on college enrollment will be larger

[^43]than our observed effect by the proportion of enrollment that is missed (approximately 20 percent). ${ }^{7}$ This is because the true treatment effect is the sum of the observed treatment effect and the treatment effect of the unobserved college attenders (Bound, Brown, \& Mathiowetz, 2001). However, if the measurement error in college attendance is correlated with assignment to treatment then our effect could be either downward or upward biased. This would be the case, for example, if colleges attended by marginal students are disproportionately undercounted by NSC.

To determine whether the NSC systematically misses certain types of schools, we compare the schools that participate in NSC with those in IPEDS. Along all measures we examined (i.e., sector, racial composition, selectivity), the NSC colleges are similar to the universe of IPEDS colleges, with a single exception: NSC tends to exclude for-profit institutions. ${ }^{8}$ These are primarily trade schools such as automotive, technology, business, nursing, culinary arts and beauty schools. If small classes tend to induce into such schools those students who would not otherwise attend college, we will underestimate the effect of small classes on college attendance. If on the other hand small classes induce students out of such schools into colleges that we tend to observe, such as community colleges, then our estimates will be upward biased. In the concluding section of our paper, we conduct a back-of-the-envelope exercise to bound the possible upward bias that could be due to this phenomenon.

### 2.6. Results

In this section, we examine the effect of assignment to a small class on a set of postsecondary outcomes: college entry, the timing of college entry, college choice, degree receipt and field of degree.

### 2.6.1. College Entry

In Table 2.2, we estimate the effect of assignment to a small class on the probability of college entry by age 30 . The effect is close to three percentage points (Column 1, 2.8 percentage points), which is an impact of approximately 7 percent relative to the control

[^44]mean of 38.5 percent (control means are italicized in the tables). This estimate is statistically significant, with a standard error of about one percentage point. Including covariates does not alter the estimate, as is expected with random assignment. For the balance of the paper we report results that include covariates, since they are slightly more precise.

Splitting the sample by race reveals that the effects are concentrated among Blacks ( 5.8 points relative to a mean of 30.8 percent) and those eligible for free or reduced-price lunch ( 4.4 points relative to a mean of 27.2 percent). The effects are twice as large for boys ( 3.2 points relative to a mean of 32.4 percent) than girls ( 1.6 points relative to a mean of 45.5 percent). Breaking the effects down yet more finely shows that the effects are largest for Black females ( 7.2 points, standard error of 3.5), with no effect on white females ( 1.3 points, standard error of 2.3 ). The effects for Black and white males are indistinguishable (3.1 and 4.4 points, respectively; standard error of 1.8 and 2.4 points).

One caveat to consider when examining results by race and gender is that the probability of enrolling in a college not in the NSC could be correlated with race-gender, which could cause bias in the estimates. Dynarski et al. (2012) show that NSC coverage is similar by sex, but is lower for Black students than white students. To examine this issue for a population similar to the STAR sample of students, we examine the share of first-time college students in Tennessee in 1998 in IPEDS by race and sex attending forprofits (which tend not to appear in NSC) and attending any type of college. We find that black and female students tend to enroll in higher proportions in for-profit colleges. This suggests that part of the large treatment effect for black females could be due to these students being induced from non-NSC colleges to those that participate in NSC.

Our results by student demographics indicate that there is substantial heterogeneity by race and income in the effect of class size. However, policy decisions regarding staffing levels and class size tend to be set at the school level rather than the student level. School-level characteristics, rather than student-level characteristics, may therefore be the more policy-relevant dimension along which to measure heterogeneity in effects. In order to capture this policy-relevant variation in effects, we divide the STAR schools into three groups: those with low, medium and high levels of poverty, which we proxy with the share of children eligible for a subsidized lunch. We sort students by this
share, and construct the groups such that the number of students in each group is nearly identical (see Table 2.A.1). Note that the STAR sample was disproportionately poor and urban, so even the schools with the lowest levels of poverty are relatively disadvantaged.

When we estimate Equation (1) separately for these three groups of schools, we find that the treatment effect is concentrated in the poorest schools. At schools with low to medium concentrations of poverty, the estimated effect of class size on postsecondary attainment is indistinguishable from zero (Table 2.2, Columns 7 and 8 ). But the estimated effect is 7.3 percentage points in the poorest schools. This is a 28 percent increase relative to the control mean in these schools. A test of the equality of the coefficients for the poorest schools versus the combined bottom two terciles is strongly rejected (p-value of 0.008 , Column 11).

Inequality in postsecondary education has increased in recent decades, with the gap in attendance between those born into lower-income and higher-income families expanding (Belley \& Lochner, 2007; Bailey \& Dynarski, 2011). The pattern of effects described above will tend to decrease gaps in postsecondary attainment. Figure 2.1 shows this graphically. On the top is depicted the gap in college attendance between blacks and whites in regular classes (left) and in small classes (right). The black-white gap is about half as large in small classes ( 7.7 percentage points) as it is in regular classes (12.4 percentage points). The drastic reduction in the race gap in college attendance is driven by females, for whom the race gap virtually disappears in small classes (results not shown).

In the control group, students who were eligible for free or reduced-price lunch are 29.1 percentage points less likely to attend college than their higher-income classmates. The gap is slightly smaller in the treatment group ( 25.7 percentage points). Finally, we compare the effect of small classes on the gap in postsecondary outcomes between schools with high and moderate levels of poverty. Among students in regularsized classes, the gap in postsecondary attendance is 18.1 percentage points. Among students in small classes, the gap is nearly halved, to 9.8 percentage points.

Class size could plausibly affect the intensity with which a student enrolls in college, in addition to the decision to enroll at all. The overall impact on the intensity of enrollment is theoretically ambiguous: students induced into college by smaller classes may be more likely to enroll part-time than other students, while treatment could induce
those who would have otherwise enrolled part-time to instead enroll full-time. In the control group, about three-quarters of college entrants (ever) attend college full-time, while a quarter never do (Table 2.2, second row). When we re-estimate Equation (1) with these two variables as dependent variables, we find that the effect on entry is evenly divided between part-time and full-time enrollment. While the standard errors preclude any firm conclusions, these results suggest that the marginal college student is more likely than the inframarginal student to attend college exclusively on a part-time basis.

### 2.6.2. Timing of College Attendance

Class size could plausibly affect the timing of postsecondary attendance. The net effect is theoretically ambiguous. Smaller classes may lead students who would otherwise have attended college to advance through high school more rapidly, enter college sooner after graduation, and move through college more quickly. On the other hand, students induced into college by smaller classes may enter and move through college at a slower pace than their inframarginal peers.

We first estimate the effect of class size upon "on-time enrollment," which we define as entering college by fall of 1999 , or about 18 months after the STAR cohort is scheduled to have graduated high school. This variable captures the pace at which students complete high school, how quickly they enter college, and whether they attend college at all. By this measure, 27.4 percent of the control group has enrolled on-time, or about three-quarters of the 38.5 percent who ever attend college (Table 2.2). Assignment to a small class increases the likelihood of entering college on time by 2.4 percentage points. Among those students enrolled in the poorest third of schools, the effect is 4.7 points, a 29 percent increase relative to this group's control mean of 16 percent. These results suggest that students in smaller classes are no less likely to start college on time than control students: 72 percent of the treatment-group students who attend college do so on time, while among the control group the share of attendance that is on-time is 71 percent.

We next look at the year-by-year evolution of the effect of class size on postsecondary attainment. For each year, we plot the share of students who have ever attended college, separately for the treatment and control group (Figure 2.2, top panel). We also plot the treatment-control difference, along with its $95 \%$ confidence interval
(Figure 2.2, bottom panel). The fraction of the sample that has ever attended college rises from under 5 percent in 1997 to over 20 percent in 1998 (when students are 18). The rate rises slowly through age 30, when the share of the sample with any college experience reaches nearly 40 percent. The difference between the two groups reaches about three points by age 19 and remains at that level through age $30 .{ }^{9}$ When we examine the shares of students who are currently enrolled in college (Figure 2.3) we see that the treatment group is more likely to be enrolled in college at every point in time, peaking at around 25 percent in 1999. Plausibly, smaller classes could have sped up college enrollment and completion, and the control group could eventually have caught up with the treatment group in its rate of college attendance. This is not what we see, however. The effect is always positive, and is largest right after high school, when the sample is 18 to 19 years old. ${ }^{10}$

### 2.6.3. College Choice

By boosting academic preparation, smaller classes in primary school may induce students to alter their college choices. For example, those who would have otherwise attended a two-year community college may instead choose to attend a four-year institution. Bowen, Chingos, and McPherson (2009) suggest that attending higher quality colleges (which provide more inputs, including better peers) is a mechanism through which students could increase their rate of degree completion.

In Table 2.3, we examine the effect of class size on college choice. Across the entire sample, we find little evidence that exposure to smaller classes shifts students toward higher-quality schools. The treatment effect is concentrated on attendance at twoyear institutions. While 22 percent of the control group starts college at a two-year school, the rate is 2.5 percentage points higher in the treatment group (with a standard error of 0.9 percentage points). The effect is 6.3 percentage points among students in the poorest third of schools. We find positive but imprecise effects on the probability of ever attending a four-year college, attending college outside Tennessee, or attending a

[^45]selective college. ${ }^{11}$

### 2.6.4. Persistence and Degree Completion

While college entry has been on the rise in recent decades, the share of college entrants completing a degree is flat or declining (Bound, Lovenheim, \& Turner, 2010). About half of college entrants never earn a degree. A key concern is that marginal students attending college may drop out quickly, in which case the attendance effects discussed above would overestimate the effect of class size on social welfare.

We explore this issue by examining the effect of small classes on the number of semesters that students attend college, as well as on the probability that they complete a college degree. Overall, the number of semesters attempted (including zeroes) is quite low: the control group attempts an average of three semesters by age 30 . Among those in the control group with any college experience, the average number of semesters attempted is eight.

The treatment group spends 0.22 more semesters in college than the control group (Figure 2.4, top; Table 2.4). The effects are somewhat larger among students in the poorest schools (coefficient of 0.32), though the effect is imprecisely estimated and the difference across terciles is less stark than with the college entry effects. The size of these effects is comparable to treatment effects found in the Opening Doors demonstration, which gave short-term rewards to community college students for achieving certain enrollment and grade thresholds (Barrow, et al., 2009).

Assignment to a small class increases the likelihood of completing a college degree by 1.6 percentage points (Table 2.4); the result is statistically significant at the 10 percent level. When we examine effects separately by highest degree earned, we find that the 1.6 percentage point effect is driven evenly by increases in 2-year (associates) and 4-year (bachelors) degree receipt ( 0.7 and 0.9 percentage points, respectively). When we turn to the timing of degree completion, we see that there is a positive treatment effect at every age. The difference is largest between age 22 and 23 (Figure 2.4, Panel C). Students assigned to small classes during childhood continue to outpace their peers in their rate of degree completion well into their late twenties. This may explain why Chetty

[^46]et al. (2011) do not find an effect of small classes on earnings, which they observe at age 27. Members of the treatment group are still attending and completing college at this age, and so have likely not yet spent enough time in the labor market for their increased education to offset experience forgone while in college.

### 2.6.5. Field of Degree

The earnings of college graduates vary considerably by field. In particular, those who study science, technology, engineering and mathematics (STEM), as well as business and economics, enjoy higher returns than other college graduates (Arcidiacono, 2004; Hamermesh \& Donald, 2008). In this section we examine whether class size affects the field in which a student completes a degree. ${ }^{12}$

We divide degrees into three categories: 1) STEM fields; business and economics concentrations; and all others. ${ }^{13}$ Students can earn more than one degree (e.g., an AA and a BA); we code them as having a STEM degree if any degree falls in this category, and as having a business or economics degree if any degree falls in this category and they have not earned a STEM degree. In practice, very few students earn both a STEM and business or economics degree.

Assignment to a small class shifts the composition of degrees toward STEM, business and economics. While 1.9 (2.6) percent of the control group earns a degree in a STEM (business or economics) field, the rate is 2.4 (3.3) in the treatment group (Table 2.4). However, these estimates are imprecisely estimated. In order to increase precision and to group fields by whether or not they are high-paying, we combine the STEM, business and economics fields into one category. Assignment to a small class increases degree receipt in these high-paying fields by 1.3 percentage points. This difference is statistically significant at the 5 percent level, with a standard error of 0.6 percentage points. There is no difference in the rate at which students receive degrees in other fields.

These results are consistent with two scenarios: (1) those induced into completing a degree tend to concentrate in STEM, business and economics or (2) inframarginal

[^47]degree completers are shifted toward STEM, business and economics. While we cannot conclusively identify those who are and are not on the margin of completing a degree, our analysis by school-level poverty tercile (Table 2.4, Columns 2 and 3) suggests that the second scenario is at work. The effect of small classes on graduating in a STEM, business or economics degree is 1.9 percentage points (standard error of 0.8 points) among the less poor schools where students are more likely to be inframarginal degree completers. The effect is zero among the poorest third of schools, where students are more likely to be induced into completing a degree. These effects are statistically different from one another at the 10 percent level.

### 2.6.6. Testing for Sources of Heterogeneity in Effects

One interpretation of these results is that the groups with the lowest control means are most sensitive to class size. An alternative interpretation, however, is that the groups that display the largest response are actually exposed to a more intense dosage of the treatment. All of our estimates so far have been of the effect of the intention to treat (ITT), which is attenuated toward zero when there is crossover and noncompliance. The groups that show the largest ITT effects may have received larger dosages of the treatment, in the form of particularly small classes or more years spent in a small class. Krueger and Whitmore (2002) show that disadvantaged students in the treatment group are not systematically assigned to the smallest of the small classes. Here we examine whether they are exposed to more years in a small class.

We generate subgroup estimates of the effect of assignment to a small class on years spent in a small class. To do so, we instrument for years actually spent in a small class with years potentially spent in a small class. Potential years in a small class is the product of assignment to a small class and the number of years the student could be enrolled in a small class, based on year of entry into STAR. For example, a student who entered STAR in kindergarten could spend as many as four years in a small class, while a child who entered in third grade could spend only one. ${ }^{14}$

We estimate the following equations:

$$
\begin{equation*}
\mathrm{YEARS}_{\text {is }}=\delta_{0}+\delta_{1} Z_{\text {is }}+\delta_{\text {sg }}+\psi_{\text {isg }} \tag{2}
\end{equation*}
$$

[^48]\[

$$
\begin{equation*}
\operatorname{COLL}_{\text {isg }}=\alpha_{0}+\alpha_{1} \text { YEARS }_{\text {is }}+\alpha_{\text {sg }}+\varepsilon_{\text {isg }}, \tag{3}
\end{equation*}
$$

\]

where COLL $_{\text {isg }}$ is an indicator variable for whether student $i$, who entered the STAR experiment in school s and in grade g , ever enrolls in college. YEARS is the number of years the student spends in a small class. Z is the potential number of years a student could attend a small class multiplied by an indicator for whether the student was assigned to a small class. School-by-entry-grade fixed effects are included in each equation. We estimate these equations separately by subgroup.

Table 2.5 reports the estimates of the first stage equation, the reduced-form intention-to-treat model (ITT) and the two-stage least squares model (2SLS). The firststage results in column (1) measures compliance, reporting the number of years actually spent in a small class for each year assigned to a small class. Overall, for each year of potential small-class attendance, students on average attend 0.64 years in a small class. The compliance rate is consistently smaller for the groups for whom we have estimated the largest effects of ITT. This is likely driven by higher mobility among black and poor students. The 2SLS estimates (Column 3) indicate that each year spent in a small class increases college attendance rates by one percentage point for the entire sample, but by 2.8 points for students attending the poorest schools, 2.4 points for black students, and 1.6 points for poor students. These results indicate that students who are black, poor, or attend high-poverty schools benefit more from a year spent in a small class than do their peers.

### 2.6.7. Do Short-Term Effects Predict Long-Term Effects?

We have shown that random assignment to small classes increases college entry and degree completion and shifts students toward high-paying majors. Could these effects have been predicted by the short-term effects of STAR on test scores? That is, are the effects measured at the time of the experiment predictive of the program's long-term effects?

A back-of-the-envelope prediction would combine the experiment's effect on scores with information from some other data source on the relationship between scores and postsecondary attainment. We now make such an informed guess about the long-term effects of STAR, then compare our guess with the paper's findings.

The guess requires information about the relationship between standardized
scores in childhood and adult educational attainment, ideally for a cohort born around the same time as the STAR subjects. The NLSY79 Mother-Child Supplement contains longitudinal data on the children of the women of the National Longitudinal Survey of Youth. These children were born at roughly the same time as the STAR cohort. The children of the NLSY (CNLSY) were tested every other year, including between the ages of six and nine (the ages of the STAR subjects while the experiment was underway). Postsecondary attainment is also recorded in CNLSY.

In CNLSY a standard deviation increase in childhood test scores is associated with a 16 percentage-point increase in the probability of attending college. ${ }^{15}$ Assignment to a small class in STAR increases the average of K-3 scores by 0.17 standard deviations. Under the assumption that the relationship between scores and attainment is the same for the STAR and NLSY79 children, a reasonable prediction of the effect of STAR on the probability of college attendance is 2.72 percentage points $(=0.17 * 16)$. This back-of-theenvelope calculation is nearly identical to the 2.7 point estimate we obtained in our regression analysis, indicating that the contemporaneous effect of STAR on scores is an excellent predictor of its effect on adult educational attainment.

Another way to approach this question is to examine whether the estimated effect of small classes on postsecondary attainment disappears when we control for K-3 test scores. This is an informal test of whether class size affects postsecondary attainment through any channel other than test scores. This sort of informal test is often used when checking whether an instrument (e.g., assigned class size) affects the outcome of interest (e.g., postsecondary attainment) through any channel other than the endogenous regressor (e.g., test scores). We first re-estimate Equation (1) and report the main result in column 1 of Table 2.6. We then add to this regression a student's test scores and the interaction of the test scores and assignment to a small class. The interaction allows the relationship between test scores and postsecondary attainment to differ between small and regular classes:

$$
\begin{equation*}
\text { Coll }_{\text {isg }}=\beta_{0}+\beta_{1} \text { SMALL }_{\text {is }}+\beta_{2} \text { TEST }_{\text {is }}+\beta_{3} \text { SMALL }_{\text {is }} * \text { TEST }_{\text {is }}+\beta_{4} X_{\text {is }}+\beta_{\text {sg }}+\varepsilon_{\text {isg }} \tag{4}
\end{equation*}
$$

[^49]Here, $\mathrm{Coll}_{\text {isg }}$ is a dummy that equals one if student i who entered the STAR experiment in school s and grade g ever attended college. $\mathrm{TEST}_{\text {is }}$ is the average of student i 's nonmissing kindergarten through third grade math and reading test scores, normalized to mean zero and standard deviation of one. Results are in Table 2.6 (Column 2).

First looking to the coefficient on test scores, in STAR a one-standard deviation increase in K-3 scores is associated with a 17 percentage-point increase in the probability of attending college. ${ }^{16}$ This is very similar to the relationship estimated among the children of the NLSY. The estimated coefficient on the interaction term between small class assignment and average test score is zero, indicating that scores have no differential predictive power for postsecondary attendance across students in small and regular classes. Similarly, the estimated coefficient on the small class indicator variable is also zero, suggesting that there is no additional boost to the likelihood a student attends postsecondary school from small class assignment after accounting for contemporaneous test scores (which are boosted by smaller classes). The pattern is similar if we replace college attendance with degree receipt (Columns 3-4). These findings indicate that shortterm gains in cognitive test scores are indeed predictive of long-term benefits.

By contrast, we find that scores from tests administered after children left STAR are not nearly so predictive of its long-term effect. We estimate the equation just described, replacing contemporaneous scores with those obtained from tests administered in grades six through eight, three to five years after the experiment had ended. Now we see that, even after controlling for test scores, small-class assignment raises the likelihood of attending college by a statistically significant 2 percentage points. Further, the negative coefficient on the interaction term indicates that these subsequent test scores have less predictive power in small than regular classes. We conclude that scores recorded several years after the experiment do a significantly poorer job than contemporaneous scores in predicting the effect of the experiment on adult outcomes. One caveat to this analysis is that there could be omitted variables that are correlated both with assignment to a small class, test scores, and college attendance. If this were the case, then it might not be the contemporaneous test scores that are mediating the effect of small class assignment, but rather the omitted variables.

[^50]
### 2.7. Conclusion

We estimate the effect of class size in early elementary school on postsecondary attainment. Assignment to a small class increases college attendance by 2.7 percentage points. Enrollment effects are largest among black students, students from low-income families, and high-poverty schools, indicating that class-size reductions during early childhood can help to close income and racial gaps in postsecondary attainment. Assignment to a small class also increases degree completion by 1.6 percentage points, with the effects concentrated in high-earning fields such as business, economics, and STEM.

As a final check on the sensitivity of our main result to possible sources of bias, we conduct two exercises. First, we examine the extent that students missing name and date of birth could influence the results, given that the NSC uses these identifiers to match students to college enrollment data. We assign all students with a missing name or date of birth first as having enrolled in college and then as having not enrolled in college regardless of their observed enrollment status. After each of these imputations we reestimate Equation (1). Imputing students with missing identifiers as enrolled (not enrolled) yields a point estimate of 0.017 ( 0.025 ) and standard error of 0.009 ( 0.011 ). These coefficients are somewhat attenuated relative to our main result of 0.027 ( $\mathrm{SE}=0.011$ ). However, this check shows that even if we impute the most extreme cases of possible bias due to missing identifiers, our result remains positive, statistically significant, and similar in magnitude to our main result.

Our final check is a back-of-the-envelope exercise to bound the possible upward bias that could be due to small class assignment inducing students out of colleges not participating in the NSC (e.g., for-profits) and into colleges that do participate (e.g., community colleges). Using the NSC participant list and IPEDS enrollment data, we calculate that 8.7 percent of first-time enrollment in Tennessee during 1998 is in for-profit colleges. If small classes induce all of these students out of for-profit institutions and into colleges that we observed in the NSC (an extreme assumption), then our estimated effect on college enrollment would be biased upward by 3.7 percentage points. ${ }^{17}$ This upper

[^51]bound on the upwards bias is larger than our observed treatment effect. However, a somewhat more realistic estimate based on past studies of STAR would be to assume that the treatment induces 10 percent of students out of for-profit institutions and into colleges that we observe (Krueger and Whitmore, 2001). This would cause our estimates to be biased upwards by 0.4 percentage points. This excludes any possible attenuation bias due to classical measurement error in the unobserved nonprofit college attendance, and any possible downward bias due to small classes inducing non-college attenders into forprofit institutions. This is thus a source of potential upward bias that under a somewhat plausible worst case scenario would explain only a small fraction of our treatment effect.

Is the nearly three percentage-point increase due to reduced class size that we estimate a large effect? To put this effect in context, we compare the estimate to those of other interventions that boost postsecondary attainment. We focus on the results of randomized trials when possible, turning to plausibly-identified quasi-experiments where no controlled experiment has been conducted. Deming and Dynarski (2010) provide a review of this literature, from which much of this information is drawn. We focus on evaluations of discrete, replicable interventions. We deliberately ignore several excellent papers that demonstrate that schools or teachers "matter" for postsecondary attainment, since they do not identify the effect of a manipulable parameter of the education production function (e.g., Deming et al., 2011, Chetty et al., 2011).

Two small experiments have tested the effect of intensive preschool on long-term outcomes. Abecedarian produced a 22 percentage-point increase in the share of children who eventually attended college. The Perry Preschool Program had no statistically significant effect on postsecondary outcomes (Anderson, 2008). The subjects in these experiments were almost exclusively poor and black. Head Start, a less intensive preschool program, increases college attendance by 6 percentage points (Deming, 2009), with larger effects for blacks and females (14 and 9 percentage points, respectively). Upward Bound provides at-risk high-school students with increased instruction, tutoring and counseling. The program had no detectable effect on the full sample of treated students, but it did increase college attendance among students with low educational aspirations by 6 percentage points (Seftor, Mamun, \& Schirm, 2009).

There are no experimental estimates of the effect of financial aid on college entry. However, there are several well identified quasi-experimental studies showing that
student aid can boost postsecondary enrollment by several percentage points depending on how much aid is provided (Deming \& Dynarski, 2010). Another way of increasing college enrollment is by assisting students with the administrative requirements of enrolling in college. Bettinger et al. (2012) randomly assign families to a low-cost treatment that consists of helping them to complete the FAFSA, the lengthy and complicated form required to obtain financial aid for college. Their intervention increases enrollment by eight percentage points.

The costs of the above interventions vary dramatically. We create an index of cost effectiveness for increasing college enrollment by dividing each program's costs by the proportion of treated students it induces into college. ${ }^{18}$ Head Start costs $\$ 8,000$ per child. Given the 6 percentage-point effect noted above, the amount spent by Head Start to induce a single child into college is therefore $\$ 133,333(=\$ 8,000 / 0.06)$. For Abecedarian, the figure is $\$ 410,000(=\$ 90,000 / 0.22)$. The cost of reduced class size is $\$ 12,000$ per student, larger than that of Head Start but considerably smaller than that of Abcedarian. The amount spent in STAR to induce a single child into college is $\$ 400,000$ $(=\$ 12,000 / 0.03)$. If the program could be focused on students in the poorest third of schools (the subpopulation that most closely matches that of the preschool interventions) then the cost drops to $\$ 171,000$ per student induced into college.

Upward Bound costs $\$ 5,620$ per student. If the program could be targeted to students with low educational aspirations, the implied cost of inducing a single student into college is $\$ 93,667$ ( $=\$ 5,620 / 0.06$ ). Dynarski (2003) examines the effect of the elimination of the Social Security Student Benefit Program, which paid college scholarships to the dependents of deceased, disabled and retired Social Security beneficiaries. Eligible students were disproportionately black and low-income. The estimates from that paper indicate that about two-thirds of the treated students who attended college were inframarginal, while the other third was induced into the college by the $\$ 7,000$ scholarship. These estimates imply that three students are paid a scholarship in order to induce one into college. The cost per student induced into college is therefore $\$ 21,000$. Finally, the cost per treated subject in the FAFSA experiment (Bettinger et al., 2012) was $\$ 88$ for an implied cost per student induced into college of $\$ 1,100$

[^52](=\$88/0.08).
A fair conclusion from this analysis is that the effects we find in this paper of class size on college enrollment alone are not particularly large given the costs of the program. If focused on students in the poorest third of schools, then the cost-effectiveness of class size reduction is within the range of other interventions. There is no systematic evidence that early interventions pay off more than later ones when the outcome is limited to increased college attendance.

In addition to estimating the effects of reduced class size during childhood on educational attainment, the results in our paper shed light on the relationship between the short-and long-term effects of an educational intervention. We find that the short-term effect of small class assignment on test scores is an excellent predictor of its effect on adult educational attainment. In fact, under the assumption that there are no omitted variables correlated with small class assignment, test scores, and college enrollment, the effect of small classes on college attendance is completely "explained" by their positive effect on contemporaneous test scores. Further, the relationship between scores and postsecondary attainment is the same in small and regular classes; that is, the scores of children in the small classes are no less (or more) predictive of adult educational attainment than those of children in the regular classes. This is an important and policyrelevant finding, given the necessity to evaluate educational interventions based on contemporaneous outcomes.

A further contribution of this paper is to identify the effect of manipulating a single educational input on adult educational attainment. The early-childhood interventions for which researchers have identified lifetime effects (e.g., Head Start, Abecederian) are intensive and multi-pronged, including home visits, parental coaching and vaccinations. We cannot distinguish which dimensions of these treatments generate short-term effects on test scores, and whether they differ from the dimensions that generate long-term effects on adult wellbeing. By contrast, the effects we measure in this paper, both short-term and long-term, can be attributed to a well-defined and replicable intervention: reduced class size.
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Table 2.1. Means of Demographics and Outcome Variables by Class Size

|  | Regular Class <br> (1) | Small Class <br> (2) | Regression <br> Adjusted <br> Difference |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| Demographics |  |  |  |  |
| White | 0.620 | 0.660 | -0.003 | (0.005) |
| Female | 0.471 | 0.473 | -0.000 | (0.011) |
| Free Lunch | 0.557 | 0.521 | -0.015 | (0.011) |
| College attendance |  |  |  |  |
| Ever attend | 0.385 | 0.420 | 0.027 | (0.011) |
| Ever attend full-time | 0.278 | 0.300 | 0.013 | (0.011) |
| Enrolled On-Time | 0.274 | 0.308 | 0.024 | (0.011) |
| Number of Semesters |  |  |  |  |
| Attempted | 3.07 | 3.39 | 0.219 | (0.133) |
| Attempted, conditional on attending | 7.98 | 8.08 | 0.132 | (0.209) |
| Degree Receipt |  |  |  |  |
| Any degree | 0.151 | 0.174 | 0.016 | (0.009) |
| Associates | 0.027 | 0.034 | 0.007 | (0.004) |
| Bachelors or higher | 0.124 | 0.141 | 0.009 | (0.008) |
| Degree Type |  |  |  |  |
| STEM, business or economics field | 0.044 | 0.060 | 0.013 | (0.006) |
| All other fields | 0.085 | 0.094 | 0.003 | (0.006) |
| First Attended |  |  |  |  |
| 2-year | 0.215 | 0.245 | 0.025 | (0.009) |
| Public 4-year | 0.127 | 0.132 | 0.005 | (0.007) |
| Private 4-year | 0.042 | 0.043 | -0.003 | (0.004) |
| Number of Schools | 79 |  |  |  |
| Number of Students | 8,316 | 2,953 |  |  |

Notes: Column (3) controls for school-by-wave fixed effects and demographics.
Standard errors, in parentheses, are clustered by school.

Table 2.2. The Effect of Class Size on College Attendance - Linear Probability Models

| Dependent variable | Total |  | White | Black | No Free Lunch | Free <br> Lunch | Tercile of Poverty Share |  |  |  | P -value: <br> High vs. <br> Middle/Low |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | High |  |  |  | Middle | Low | Middle \& Low |  |
|  | (1) | (2) |  | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) |
| College Attendance |  |  |  |  |  |  |  |  |  |  |  |
| Ever attend | 0.028 | 0.027 | 0.011 | 0.058 | 0.010 | 0.044 | 0.073 | -0.010 | 0.022 | 0.006 | 0.008 |
|  | (0.012) | (0.011) | (0.013) | (0.022) | (0.017) | (0.015) | (0.021) | (0.017) | (0.018) | (0.012) |  |
|  | 0.385 |  | 0.432 | 0.308 | 0.563 | 0.272 | 0.262 | 0.417 | 0.476 | 0.446 |  |
| Ever attend full-time | 0.014 | 0.013 | -0.000 | 0.037 | 0.000 | 0.025 | 0.048 | -0.012 | 0.008 | -0.003 | 0.048 |
|  | (0.011) | (0.011) | (0.013) | (0.021) | (0.016) | (0.014) | (0.022) | (0.015) | (0.018) | (0.012) |  |
|  | 0.278 |  | 0.317 | 0.212 | 0.440 | 0.175 | 0.173 | 0.297 | 0.363 | 0.330 |  |
| Enrolled On-Time | 0.025 | 0.024 | 0.018 | 0.036 | 0.025 | 0.024 | 0.047 | 0.007 | 0.023 | 0.015 | 0.228 |
|  | (0.012) | (0.011) | (0.013) | (0.021) | (0.017) | (0.014) | (0.023) | (0.017) | (0.018) | (0.013) |  |
|  | 0.274 |  | 0.321 | 0.197 | 0.449 | 0.163 | 0.163 | 0.296 | 0.363 | 0.329 |  |
| Demographics | No | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes | Yes |  |
| Number of Schools | 79 |  | 79 |  | 79 |  | 24 | 29 | 26 | 55 |  |
| Number of Students | 11,269 | 11,269 | 7,160 | 4,109 | 4,454 | 6,815 | 3,681 | 3,784 | 3,804 | 7,588 |  |

Notes: All regressions control for school-by-entry-wave fixed effects. Demographics include race, sex and free lunch status. Standard errors, in parentheses, are clustered by school. Control means are in italics below standard errors.

Table 2.3. The Effect of Class Size on College Choice - Linear Probability Models

|  |  | Tercile | verty Share | P-value: High |
| :---: | :---: | :---: | :---: | :---: |
|  | Total | High | Middle \& Low | Middle/Low |
| Dependent variable | (1) | (2) | (3) | (4) |
|  | $\begin{gathered} \hline 0.027 \\ (0.011) \end{gathered}$ | $\begin{gathered} \hline 0.073 \\ (0.021) \end{gathered}$ | $\begin{gathered} \hline 0.006 \\ (0.012) \end{gathered}$ | 0.008 |
|  | 0.385 | 0.262 | 0.446 |  |
| First Attended: |  |  |  |  |
| 2-year | $\begin{gathered} 0.025 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.063 \\ (0.019) \end{gathered}$ | $\begin{gathered} 0.007 \\ (0.010) \end{gathered}$ | 0.009 |
|  | 0.215 | 0.162 | 0.242 |  |
| Public 4-year | $\begin{gathered} 0.005 \\ (0.007) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.003 \\ (0.010) \end{gathered}$ | 0.690 |
|  |  | 0.070 | 0.156 |  |
| Private 4-year | $\begin{aligned} & -0.003 \\ & (0.004) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.004 \\ & (0.005) \end{aligned}$ | 0.491 |
| Ever Attended: Out of state |  |  |  |  |
|  |  |  | $\begin{gathered} 0.006 \\ (0.012) \\ 0.157 \end{gathered}$ | 0.197 |
| Selective |  |  | $\begin{gathered} 0.011 \\ (0.011) \\ 0.231 \end{gathered}$ | 0.839 |
| Number of Schools | 79 | 24 | 55 |  |
| Number of Students | 11,269 | 3,681 | 7,588 |  |

Notes: All regressions control for school-by-entry-wave fixed effects and demographics including race, sex, and free lunch status. Standard errors, in parentheses, are clustered by school. Control means are in italics below standard errors.

Table 2.4. The Effect of Class Size on Persistence and Degree Receipt - Linear Probability Models

| Dependent variable | Total | Tercile of Poverty Share |  | P-value: High vs. Middle/Low |
| :---: | :---: | :---: | :---: | :---: |
|  |  | High | Middle \& Low |  |
|  | (1) | (2) | (3) | (4) |
| Number of Semesters | 0.22 | 0.32 | 0.19 | 0.651 |
| Attempted | (0.13) | (0.26) | (0.15) |  |
|  | 3.07 | 1.91 | 3.65 |  |
| Receive Any Degree | 0.016 | 0.011 | 0.019 | 0.624 |
|  | (0.009) | (0.012) | (0.012) |  |
|  | 0.151 | 0.071 | 0.191 |  |
| Highest Degree |  |  |  |  |
| Associates | 0.007 | 0.007 | 0.007 | 0.918 |
|  | (0.004) | (0.006) | (0.006) |  |
|  | 0.027 | 0.013 | 0.034 |  |
| Bachelors or higher | 0.009 | 0.003 | 0.012 | 0.532 |
|  | (0.008) | (0.011) | (0.010) |  |
|  | 0.124 | 0.058 | 0.157 |  |
| Degree Type |  |  |  |  |
| STEM field | 0.005 | 0.000 | 0.008 | 0.194 |
|  | (0.003) | (0.004) | (0.004) |  |
|  | 0.019 | 0.008 | 0.024 |  |
| Business or economics field | 0.007 | 0.001 | 0.011 | 0.189 |
|  | (0.005) | (0.004) | (0.006) |  |
|  | 0.026 | 0.012 | 0.033 |  |
| All other fields | 0.003 | 0.013 | -0.000 | 0.279 |
|  | (0.006) | (0.008) | (0.008) |  |
|  | 0.085 | 0.039 | 0.108 |  |
| STEM, business or economics field | 0.013 | 0.001 | 0.019 | 0.092 |
|  | (0.006) | (0.006) | (0.008) |  |
|  | 0.044 | 0.020 | 0.057 |  |
| Number of Schools | 79 | 24 | 55 |  |
| Number of Students | 11,269 | 3,681 | 7,588 |  |

Notes: All regressions control for school-by-entry-wave fixed effects and demographics including race, sex, and free lunch status. Standard errors, in parentheses, are clustered by school. Control means are in italics below standard errors.

Table 2.5. Examining Whether Heterogeneity is in Treatment Effects or Dosage

|  | First Stage | Reduced Form | Two-Stage- <br> Least-Squares | Control <br> Mean |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| Everyone | 0.643 | 0.006 | 0.009 | 0.385 |
| $\quad(\mathrm{n}=11,269)$ | $(0.016)$ | $(0.003)$ | $(0.005)$ |  |
| High Poverty Share | 0.602 | 0.017 | 0.028 | 0.262 |
| $\quad(\mathrm{n}=3,681)$ | $(0.025)$ | $(0.006)$ | $(0.010)$ |  |
| Middle/Low Poverty | 0.662 | 0.001 | 0.002 | 0.446 |
| Share <br> $\quad(\mathrm{n}=7,588)$ | $(0.019)$ | $(0.004)$ | $(0.005)$ |  |
| Black <br> $\quad(\mathrm{n}=4,109)$ | 0.589 | 0.014 | 0.024 | 0.308 |
| White | $(0.019)$ | $(0.006)$ | $(0.010)$ |  |
| $\quad(\mathrm{n}=7,160)$ | 0.669 | 0.003 | 0.004 | 0.432 |
| Free Lunch | $(0.019)$ | $(0.004)$ | $(0.006)$ |  |
| $\quad(\mathrm{n}=6,815)$ | 0.628 | 0.010 | 0.016 | 0.272 |
| Non-Free Lunch | $(0.015)$ | $(0.004)$ | $(0.007)$ |  |
| $\quad(\mathrm{n}=4,454)$ | 0.665 | 0.002 | 0.003 | 0.563 |

Notes: All regressions control for school-by-entry-wave fixed effects and demographics including race, sex, and free lunch status. Standard errors, in parentheses, are clustered by school.

Table 2.6. Examining Whether Short-Term Gains Predict Long-Term Gains - Linear Probability Models

|  | College Enrollment |  | Degree Receipt |  |
| :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) |
| Mean K-3 Test Score Small class | $\begin{gathered} 0.027 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.016 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.009) \end{gathered}$ |
| Test score |  | $\begin{gathered} 0.169 \\ (0.006) \end{gathered}$ |  | $\begin{gathered} 0.096 \\ (0.007) \end{gathered}$ |
| Small class * test score |  | $\begin{gathered} -0.008 \\ (0.010) \end{gathered}$ |  | $\begin{gathered} 0.000 \\ (0.008) \end{gathered}$ |
| Mean 6-8 Test Score |  |  |  |  |
| Small class | $\begin{gathered} 0.027 \\ (0.011) \end{gathered}$ | $\begin{gathered} 0.020 \\ (0.010) \end{gathered}$ | $\begin{gathered} 0.016 \\ (0.009) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.008) \end{gathered}$ |
| Test score |  | $\begin{gathered} 0.230 \\ (0.005) \end{gathered}$ |  | $\begin{gathered} 0.141 \\ (0.006) \end{gathered}$ |
| Small class * test score |  | $\begin{gathered} -0.014 \\ (0.008) \end{gathered}$ |  | $\begin{gathered} 0.009 \\ (0.008) \end{gathered}$ |
| Control Mean | 0.385 | 0.385 | 0.151 | 0.151 |
| Number of Students | 11,269 | 11,269 | 11,269 | 11,269 |

Notes: All regressions control for school-by-entry-wave fixed effects and demographics including race, sex, and free lunch status. Missing test-score indicators included for students with no test scores in grade range. Standard errors, in parentheses, are clustered by school.

Table 2.A.1. Student Demographics by School Poverty Share

|  | High Poverty | Middle <br> Poverty | Low Poverty | Middle/Low <br> Poverty |
| :--- | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ |
| White | 0.253 | 0.746 | 0.881 | 0.814 |
| Female | 0.471 | 0.475 | 0.469 | 0.472 |
| Free Lunch | 0.855 | 0.504 | 0.292 | 0.398 |
| Number of Schools | 24 | 29 | 26 | 55 |
| Number of | 3,681 | 3,784 | 3,804 | 7,588 |
| Students |  |  |  |  |

Notes: School poverty share is measured as the fraction of the school that is eligible for a subsidized lunch.

Table 2.A.2. The Effect of Class Size Censoring to Match IRS Data Span - Linear Probability Models

|  | $\begin{aligned} & \text { Baseline - All } \\ & \text { Years of } \\ & \text { Enrollment } \end{aligned}$ | Exclude <br> Pre-1999 <br> Enrollment | Exclude <br> Post-2007 <br> Enrollment | Include 19992007 <br> Enrollment Only |
| :---: | :---: | :---: | :---: | :---: |
| Dependent variable | (1) | (2) | (3) | (4) |
| Ever attend | 0.027 | 0.018 | 0.023 | 0.015 |
|  | (0.011) | (0.011) | (0.011) | (0.011) |
|  | 0.385 | 0.369 | 0.372 | 0.357 |
| Number of Students | 11,269 | 11,269 | 11,269 | 11,269 |

Notes: All regressions control for school-by-entry-wave fixed effects and demographics including race, sex, and free lunch status. Standard errors, in parentheses, are clustered by school. Control means are in italics below standard errors.

Figure 2. 1: The Effect of Class Size on Racial and Income Gaps in Postsecondary Attainment
(a) Regular Class

(c) Regular Class
(b) Small Class

(d) Small Class

(e) Regular Class


(f) Small Class


Notes: Figures (a), (c), and (e) plot the fraction ever attended college by year for STAR students assigned to regular size classes, and figures (b), (d), and (f) for STAR students assigned to small classes. Figures (a) and (b) compare college attendance by race, figures (c) and (d) by subsidized lunch status, and figures (e) and (f) by school poverty share.

Figure 2. 2: College Attendance Over Time, by Class Size


Notes: Figure (a) plots the mean fraction ever attended college by year for students assigned to small vs. regular size classes. It controls for both school-by-wave fixed effects and demographics, including race, sex and subsidized lunch status. Figure (b) plots the difference and its $95 \%$ confidence interval by year. Standard errors are clustered by school.

Figure 2. 3: Fraction Currently Enrolled in College Over Time, by Class Size and Enrollment Status
(a) Any Enrollment Status

(b) Full-Time Status

(c) Part-Time Status


Notes: Figures plot the fraction currently attending college by year for STAR students assigned to small vs. regular size classes. All figures control for both school-by-wave fixed effects and demographics, including race, sex and subsidized lunch status.

Figure 2. 4: Postsecondary Persistence and Degree Receipt Over Time, by Class Size
(a) Cumulative Number of Semesters Attended

(b) Fraction Ever Received a Degree

(c) Fraction Receiving Degree in Current Year


Notes: Figure (a) plots the mean cumulative number of semesters attended by year for STAR students assigned to small vs. regular size classes. Figure (b) plots the mean fraction ever receiving any postsecondary degree (associate's or higher). Figure (c) plots the mean fraction receiving any postsecondary degree in the current year. All figures control for both school-by-wave fixed effects and demographics, including race, sex and subsidized lunch status.

## CHAPTER III

## College Entrance Exams, Sample Selection, and the Distribution of Student Achievement


#### Abstract

Student scores on college entrance exams such as the ACT and SAT can provide policymakers, administrators, and researchers with a powerful measure of college-readiness. However, fewer than half of public school students take one of these exams, raising concerns about the representativeness of observed scores. In order to examine the degree of selection into college entrance exam-taking, I exploit a policy in Michigan requiring all students to take the ACT. Using pre-policy data, I compare the performance of several parametric and semiparametric sample selection correction methods at approximating the true distribution of post-policy scores. I use the driving distance from a student's home to the nearest ACT test center as an exclusion restriction in the selection corrections. I find that when using basic student demographics or school-level information, all of the corrections I employ perform similarly poorly. However, when adding students' eighth and eleventh grade test scores to the prediction, simple OLS does a good job at predicting the true distribution of latent scores of all students. This suggests that the level of detail of data is much more important than the choice of correction technique in correcting for selection bias in college entrance exam scores.


### 3.1. Introduction

In the post-No Child Left Behind educational landscape of assessment-based accountability, measures of state, district, or school performance are increasingly important and have high stakes. An appealing measure used to evaluate the college-readiness of these groups is their average ACT or SAT score. However, given that less than half of public high school students in the U.S. take a college entrance exam, it is unclear to what extent this measure accurately reflects the true college-readiness level of the overall student population. Similarly, because test-taking rates vary across key subgroups of students, comparisons by administrators or policy-makers of the college-readiness of these subgroups may not be representative of the true differences that would be observed if scores were available for all students. Understanding the degree of selection into college entrance exam-taking, and the extent to which existing
econometric techniques can correct for this selection, is important for estimating the true levels and gaps in college-readiness.

Understanding the extent of selection into college entrance exam taking would also make an important methodological contribution to the line of literature that examines the impact of an education policy or intervention on student achievement, using student scores on college entrance exams as a proxy for achievement (Krueger and Whitmore, 2001; Card and Payne, 2002; Angrist, Bettinger and Kremer, 2006; Rothstein, 2006). These studies use parametric correction methods to correct for the selection bias in college entrance exam scores that arises from only a select group of students taking the exams. These techniques rely on assumptions whose validity is difficult to verify without understanding the full distribution of latent test scores, but if incorrect, can result in misleading findings. Unfortunately, gaining insight into the true distribution of latent test scores by using naturally occurring geographic or temporal variation in test scores and participation rates is unreliable, due to the correlation between testtaking rates and unobserved determinants of achievement.

In this paper, I uncover and describe the full distribution of typically latent college entrance exam scores by exploiting the recent statewide adoption of mandatory college entrance exams in Michigan. Nearly a dozen states in recent years have incorporated a college entrance exam into their eleventh grade statewide test that all public school students must take to fulfill the requirements of No Child Left Behind (NCLB). The result is that almost all public school students in these states now take a college entrance exam, while far fewer students took one before the implementation of the policy. My paper diagnoses whether states that are considering the implementation of these reforms can predict their new average scores using current econometric methods. ${ }^{1}$

I use student-level enrollment, demographics, ACT and SAT scores, and state assessment data for two recent cohorts of eleventh graders in Michigan that straddle the implementation of the reform. Using the complete post-policy distribution of scores as the full distribution prepolicy, I compute the latent scores of non-test-takers pre-policy, and compare this distribution to

[^53]the observed scores of test-takers pre-policy. I show that while non-takers have lower scores on average, a substantial fraction score above the pre-policy mean, calling into question some of the assumptions used in previous studies.

I then consider the performance of methods previously used to correct for selection bias in college entrance exam scores, by examining how closely the pre-policy corrections can predict the post-policy distribution of scores. I additionally employ a more flexible parametric correction method, as well as a semiparametric correction method that makes minimal distributional assumptions. I show that using basic student demographics and school- and district-level characteristics, none of the methods that I employ with the pre-policy data come near to replicating the non-selected distribution of post-policy ACT scores. However, when including measures of students' past and contemporaneous achievement (eighth and eleventh grade scores), both simple OLS and all of the correction methods accurately predict the correct mean ACT score.

The rest of the paper is outlined as follows: In Section 3.2.1, I describe the classic sample selection model and correction procedure introduced by Gronau (1974) and Heckman (1974, 1976, and 1979). Section 3.2.2 discusses studies that have used corrections for sample selection in college entrance exam scores. I also briefly discuss one recent study that, like my paper, explicitly examines the degree of selection in ACT- and SAT-taking (Clark, Rothstein, and Schanzenbach, 2009). I discuss my data in Section 3.3. Section 3.4.1 compares the latent score distribution of ACT-takers and non-takers pre-policy. Section 3.4.2 and 3.4.3 consider the performance of several student-level and group-level correction methods, respectively. Section 3.5 concludes.

### 3.2. Sample Selection Bias

Before describing a formal model, I briefly discuss the intuition behind the issue of sample selection bias. While this issue first arose in studying the determinants of wages among females (Gronau, 1974; Heckman, 1974), I frame the model in the context of estimating the determinants of student achievement, where I proxy for achievement using student scores on a college entrance exam such as the ACT. Consider a population of students where only a subset of students takes the ACT. Suppose I am interested in estimating the determinants of achievement among the entire population of students, but I only have ACT scores for the subset
of students who take the test. If it is random whether a student takes the ACT, then selection bias will not be an issue, because (in expectation) the population of test-takers will be identical to the population of non-takers across observable and unobservable characteristics. The determinants of achievement that we identify among test-takers would be the same as for non-takers.

The problem of sample selection bias arises when the decision to take the ACT is nonrandom. In this situation, the characteristics of test-takers and non-takers will likely be different. Sample selection occurs when some of the determinants of the decision to take the ACT also influence the ACT score itself. If these determinants are fully observed, then we can control for them, and selection bias will again not be an issue. However, if there are unobserved characteristics affecting test-taking that are correlated with observed characteristics affecting achievement, failure to control for these unobserved characteristics will lead to selection bias in the estimates of the effect of the observed characteristics on achievement.

### 3.2.1. The Model

Consider a model of ACT-taking and ACT scores of the form:

$$
\begin{gather*}
A C T_{i}^{*}=\beta X_{i}+\varepsilon_{i}  \tag{1}\\
T A K E_{i}^{*}=\gamma Z_{i}+u_{i}  \tag{2}\\
T A K E_{i}=1 \text { if } T A K E_{i}^{*}>0 ; \quad T A K E_{i}=0 \text { otherwise }  \tag{3}\\
A C T_{i}=A C T_{i}^{*} * T A K E_{i} \tag{4}
\end{gather*}
$$

where $A C T_{i}^{*}$ is the latent ACT score of student $i$, with observed score $A C T_{i} . T A K E_{i}^{*}$ is a latent variable with associated indicator $T A K E_{i}$, reflecting whether a student takes the ACT. Equations (3) and (4) show the relationships between latent and observed ACT participation and scores. Equation (1) is the equation of primary interest, and Equation (2) models the sample selection. $X_{\mathrm{i}}$ and $Z_{\mathrm{i}}$ are vectors of observed, exogenous variables, $\beta$ and $\gamma$ are vectors of unknown parameters, and $\varepsilon_{i}$ and $u_{i}$ are mean zero error terms. $X_{\mathrm{i}}$ is contained in $Z_{\mathrm{i}}$, and later I discuss the implications of whether there are additional variables in $Z_{\mathrm{i}}$ that are not in $X_{\mathrm{i}}$.

Selection bias arises when the conditional expectation of the error term is not equal to zero: $E\left[A C T_{i} \mid X_{i}\right]=\beta X_{i}+E\left[\varepsilon_{i} \mid u_{i}>-\gamma Z_{i}\right]$. The error term, $\varepsilon_{i}$, is conditional on $T A K E_{i}^{*}>0$, or on $u_{i}>-\gamma Z_{i}$. Thus, it is likely to not be mean zero and to be correlated with $X_{i}$, yielding an inconsistent estimate of $\beta$. A key insight in Heckman (1976) is that this is an omitted variables problem. If we can control for the conditional expectation of $\varepsilon_{i}, E\left[\varepsilon_{i} \mid u_{i}>-\gamma Z_{i}\right]$, then $\beta$ can be consistently estimated. A large literature beginning with Gronau and Heckman's work in the
mid-1970's, and extending for over two decades, develops various parametric and semiparametric corrections for selection bias in the context of the above sample selection model.

Gronau (1974), Heckman (1974), and later $\operatorname{Heckman}(1976,1979)$ proposed the first methods to correct for this sort of sample selection bias. Their model requires some additional assumptions beyond Equations (1) - (4). Assume that the error terms in Equations (1) and (2) are distributed jointly normal, or $(\varepsilon, u) \sim N\left(0,0, \sigma_{\varepsilon}^{2}, \sigma_{u}^{2}, \rho_{\varepsilon u}\right)$. Furthermore, assume that $\varepsilon$ and $u$ are independent of $X$ and $Z$. Also, $\sigma_{u}^{2}$ is typically normalized to equal 1 , though this is innocuous. The properties of the joint normal distribution, also known as the bivariate normal distribution, allow for consistent estimation of $\beta$, either by limited information maximum likelihood (LIML), or by a two-step method in which $T A K E_{i}=\gamma Z_{i}+u_{i}$ (the selection equation) is estimated using probit, and then $A C T_{i}=\beta X_{i}+\lambda\left(\hat{\gamma} Z_{i}\right)+\varepsilon_{i}$ (the outcome equation) is estimated using OLS. $\lambda$, the inverse Mills ratio (IMR), is defined as $\frac{\varphi(.)}{\phi(.)}$, where $\varphi($.$) and \phi($.$) represent the probability$ density and cumulative distribution functions of the standard normal distribution.

There are several important weaknesses to the above two-step correction procedure. First, it is sensitive to the bivariate normality assumption of the error terms. If this assumption is incorrect, then the estimates of $\beta$ will be inconsistent. Also, when $X=Z$, the model is identified only through the non-linearity of the IMR. Given that the IMR is quasi-linear for most of the range of its argument, substantial collinearity between the estimated IMR and $X$ in the outcome equation tends to decrease precision and bias results when $X=Z$ (Puhani, 2002). This is particularly true when the values of $T \widehat{A K} E$ tend not to be in the tails, i.e., near zero or one. In Monte Carlo simulations, this method performs poorly without an exclusion restriction, that is, without a variable in $Z$ that does not belong in $X$. Performance also suffers the greater the degree of censoring in the sample.

The maximum likelihood version of the bivariate normal selection model correction method is fully efficient under the assumptions of the model, but it is less robust to departures from the bivariate normal assumption than the two-step estimator. This is because it relies more heavily on the functional form assumption than the two-part estimator, which relies also on the non-linearity of the IMR for identification. Soon after Gronau and Heckman developed their corrections, other authors developed similar parametric correction methods that somewhat loosen the bivariate normality assumption (Olsen, 1980; Lee, 1982 and 1983). Other authors developed semiparametric correction methods that more fully relax the distributional assumptions about the
error terms, such that the resulting corrections have limited reliance on parametric assumptions (Heckman and Robb, 1985; Powell, 1987; Newey, 1988; Robinson, 1988; Ahn and Powell, 1993; and Choi, 1993). In Section 3.4 I describe these methods in further detail.

One important restriction to note is that the above parametric and semiparametric extensions require the use of an exclusion restriction, because there is no non-linear inverse Mills ratio to help eliminate the collinearity between $X$ and $Z$. I use student-level distance to the nearest ACT test center as an exclusion restriction in my analysis. I discuss the details of this instrument and test its validity in Section 3.4.

### 3.2.2. Selection Bias in College Entrance Exam Scores

Several studies estimate the effect of an educational intervention on the college entrance exam scores of students, but must account for the increased probability of test-taking among the treated group. These studies use parametric methods to correct for selection bias at the studentlevel. Krueger and Whitmore (2001) use the two-step Heckman correction without an exclusion restriction. Angrist, Bettinger, and Kremer (2006) artificially censor the score distribution at various quantiles and estimate Tobit regressions, relying on different (and arguably stronger) assumptions than the Heckman correction. ${ }^{2}$ Both papers also adjust for selection by trimming the treated students with the lowest scores in the spirit of Lee (2009), creating a nonparametric upper bound of the treatment effect. In this context, the lower bound is simply the comparison of mean scores across groups, without correcting for selection. In both Krueger and Whitmore (2001) and Angrist, Bettinger, and Kremer (2006), the strong assumptions of the parametric methods, and the wide range of nonparametric bounds leave room for question as to the true treatment effects.

A second set of papers controls for selection bias in group-level estimates where the groups (for example, states or schools) have different test-taking rates (Card and Payne, 2002; Rothstein, 2006). These studies use ACT/SAT micro-data, but do not have student-level information on non-takers, so they cannot model the selection process at the individual level as in the Heckman correction. They control for selection bias using a group-level control function approach that follows Gronau's (1974) original group-level correction procedure. Assuming bivariate normality of the error terms, the control function term is the IMR evaluated at the

[^54]group-level test participation rate. This group-level method assumes that the only variables in $Z$ are the variables by which the data are grouped. For example, if the analysis is at the school level, the assumption is that the only factor affecting ACT-taking is a student's school, and that within a school, variation in test-taking is due only to the disturbance term.

In both Card and Payne (2002) and Rothstein (2006), the authors test the sensitivity of their estimates to using other functions besides the IMR as the control function in their analysis. Their results do not change substantially, which reassures the authors that they have adequately corrected for selection bias. However, without a measure of "truth" with which to compare their estimates, it is possible that all of the corrections perform similarly poorly.

Most similar to my paper is a recent study by Clark, Rothstein, and Schanzenbach (CRS, 2009) that attempts to explicitly examine the extent of selection bias in college-entrance scores. ${ }^{3}$ They model selection following the group-level bivariate selection model (Gronau, 1974). The bulk of the paper consists of regressing observed mean state- or school-level ACT and SAT scores on the IMR evaluated at the state or school's test participation rate. The coefficient on the IMR term demonstrates the degree of selection in the sample. However, without an exogenous shock to the participation rate, the coefficient on this term will be biased, if there is correlation between test-taking rates and unobserved factors affecting achievement. The main contribution of the paper is that the authors use ACT data from Illinois, and exploit the change to a mandatory ACT-taking policy, in order to generate a plausibly exogenous change in the IMR term. The authors estimate the parameters of the bivariate normal selection model, and conclude that the correlation between latent and observed school-level mean scores is so high that using observed mean scores as a proxy for latent mean scores is unlikely to substantially alter the main results of research, not correcting for selection bias.

My paper improves on Clark, Rothstein, and Schanzenbach (2009) in two key ways. First, their paper is estimated entirely within a framework of the bivariate normal selection model, requiring strong functional form assumptions. I test the performance of different parametric correction methods that make different functional form assumptions, as well as a

[^55]semiparametric correction that largely relaxes the functional form assumptions. Second, because CRS (2009) do not have data on non-test takers, they are forced to use the grouped data selection model, and assume that their group variable (school or state) is the only factor affecting testtaking. I model selection at the individual level and use measures of past and contemporaneous student achievement (eighth and eleventh grade test scores) of test-takers and non-takers to help predict latent college entrance exam scores.

### 3.3. Data

For the majority of the analyses in my paper, I use a new student-level data set containing two recent cohorts (2004-05 and 2007-08) of all first-time eleventh graders attending Michigan public high schools. ${ }^{4}$ Because students who drop out before graduating, or who take the special education version of the eleventh grade test, are likely to not take the ACT in the 2008 cohort, I restrict my sample to high school graduates not taking the special education version of the eleventh grade test. To abstract away from changing demographics over time, I would ideally have liked to use the last pre-policy cohort (2006) and the first post-policy cohort (2007). However, several thousand students in the 2006 cohort were required to take the ACT as part of a pilot program the year before the statewide launch. Also, non-compliance was higher in the first post-policy cohort, as districts struggled to adapt to the reform. Thus, I use the 2005 and 2008 cohorts.

The data contains time-invariant demographic information such as sex, race, and date of birth, as well as time-varying characteristics such as free and reduced-price lunch status, limited-English-proficiency (LEP) status, special education (SPED) status, and student home addresses. The data also contains eighth grade and eleventh grade state-assessment results. For the cohorts of students after the implementation of the mandatory ACT exam, the eleventh grade results include ACT scores.

I have acquired and merged on several other key pieces of information. First, using student name, date of birth, sex, race, and eleventh grade home zip code, I matched the studentlevel Michigan data to micro-data from ACT Inc. and the College Board on every ACT-taker and SAT-taker in Michigan over the sample period. I also acquired from ACT Inc. a list of all ACT

[^56]test centers in Michigan over the sample period, including their addresses and their open and close dates. I geocoded student home addresses during the eleventh grade, and the addresses of these test centers, to calculate the driving distance from the student's eleventh grade home to the nearest ACT test center. ${ }^{5}$

Table 3.1 shows sample means for the combined sample and for the two cohorts separately, before and after implementation of the mandatory ACT. In the three years between these two cohorts of students, the demographic composition of Michigan students changed substantially. The percentage of eleventh graders who are black increased from $13 \%$ to $16 \%$, while the percentage eligible for free lunch jumped from $20 \%$ to $28 \%$. The local unemployment rate rose slightly from $7.3 \%$ to $7.7 \%$ during the sample period. ${ }^{6}$ Prior to the mandatory policy, $64 \%$ of high school graduates took the ACT. The percentage who took it in the post-policy cohort is $98.5 \%$. While $95 \%$ of students in each school are required to take the eleventh grade assessment for NCLB purposes, it is not technically a graduation requirement; hence this small remaining gap. Prior to the implementation of the mandatory ACT policy, $7.6 \%$ of high school graduates in Michigan took the SAT. After, 3.9\% took it.

ACT-taking rates increased more for those groups of students who had lower rates prior to the policy. This is particularly pronounced among students eligible for free or reduced-price lunch, whose rate of ACT-taking more than doubled from $43 \%$ to $97 \%$. These same groups tend to experience larger drops in their mean scores. The exception is black students who had only a slightly larger change in test-taking than white students, and whose mean score decreased by slightly less than white students.

### 3.4. Selection in College Entrance Exam Taking

I begin the exploration of selection into college entrance exam-taking by using the postpolicy distribution to back out the predicted distribution of latent ACT scores of non-takers before the policy change. This allows me to describe where in the observed pre-policy score distribution these non-takers come from. I then proceed to compare the effectiveness of a variety of sample selection methods which correct for selection bias at the student and group-level.

[^57]
### 3.4.1. Latent Scores of Non-Takers Pre-Policy

It is reasonable to expect that students not taking a college-entrance exam are lower achieving on average than those taking the test. Various analyses undertaken in papers correcting for selection in college-entrance exam scores make stronger assumptions about how negatively selected these students are. The Tobit analysis used in Angrist, Bettinger, and Kremer (2006), in which the authors artificially censor the scores of test-takers below various percentiles, assumes that all non-takers would score at or below that point in the distribution. Similarly the bounding exercises undertaken by that paper and in Krueger and Whitmore (2001) create upper bounds assuming that all non-takers would score below test-takers.

I test whether these assumptions are valid by predicting the ACT score distribution that we would see among non-takers during the pre-policy period if they were required to take the ACT. I do this by subtracting the number of test-takers scoring at each ACT score in the preperiod from the number scoring at each score in the post-period. Students who take the SAT but not the ACT pre-policy are included in all of my analyses, which prevents inaccurate categorization of students in the pre-policy period who took the SAT instead of the ACT as nontakers. ${ }^{7}$

Because the composition in Michigan shifts toward higher minority and more disadvantaged students from the pre- to the post-policy cohort, I reweight the post-policy cohort following DiNardo, Fortin, and Lemieux (DFL, 1996) to resemble the pre-policy students according to their observed characteristics. Using OLS, I estimate:

$$
\begin{equation*}
P R E_{i s}=\alpha+\beta_{1} X_{i t}+\beta_{2} S_{s t}+\varepsilon_{i s t}, \tag{5}
\end{equation*}
$$

where $P R E_{i s}$ is an indicator for student $i$ in school $s$ being in the pre-period. $X$ is a vector of individual level covariates, and $S$ is a vector of school-level covariates. ${ }^{8}$ I predict $P \hat{R} E_{i s}$, which is the propensity score of being in the pre-policy period. The DFL weight equals: $\frac{P \widehat{R} E_{i s}}{\left(1-P \hat{R} E_{i s}\right)}$, which I censor at its first and ninety-ninth percentile and normalize so that the pre- and post-policy cohorts are of equal size. When summing the number of ACT-scorers in the pre-policy cohort,

[^58]each student receives a weight of one, but when summing in the post-policy cohort, each student receives a weight equal to their censored DFL weight.

Assume that after the DFL-reweighting and cohort size adjustment the only difference between the pre- and post-period cohorts is that nearly everyone takes the ACT in the postperiod. Then the difference in the number of students scoring at each ACT score bin should reflect the distribution of unobserved latent scores of students who did not take the exam before it was mandatory.

Figure 3.1a plots the frequency distribution of ACT scores pre-policy (circles), the reweighted post-policy distribution of scores (squares), and the difference, or the latent scores of non-takers pre-policy (triangles). While the latent scores of non-takers are shifted to the left relative to the test-takers, there is a long tail of students with reasonably high latent scores. Table 3.2 reports moments and percentiles of the three distributions. The patterns across the three distributions in the mean, variance, and skewness are all easily discernible from the figure: the non-takers have a lower mean, higher variance, and greater skew. Almost $60 \%$ of takers score at a college-ready level, while less than $30 \%$ of the non-takers would do so. I use a score of 20 to denote college-readiness, which ACT Inc. reports likely qualifies a student for admission to a "traditional" four-year institution (ACT Inc., 2002). Finally, Kolmogorov-Smirnov tests of equality between both the pre-policy non-taker and taker distributions, and the observed pre- and post-policy distributions are strongly rejected. This provides evidence that there is substantial selection into ACT-taking.

In Angrist, Bettinger, and Kremer (2006), the authors use Tobit analyses, censoring scores at the first and tenth (among other) percentiles. They suggest that while the assumption that non-takers would all score below the first percentile of observed scores is unlikely, it might be reasonable that they score below the tenth percentile. In Figure 3.1b, I plot the densities of pre-policy observed scores among takers and latent scores among non-takers. I mark with a vertical dotted line the first percentile of the observed score distribution of takers. As indicated at the top of the figure, $96 \%$ of non-takers have latent scores above the first percentile. Looking to the tenth percentile, we see that $67 \%$ of non-takers would still score above that mark; $23 \%$ would score above the median, $14 \%$ above the $75^{\text {th }}$ percentile, and $4 \%$ above the $95^{\text {th }}$ percentile. It is clear that while most non-takers would score in the lower half of the distribution, there are a nontrivial number of scores in the top quartile.

This suggests that the upper bounds of the exercises conducted in Krueger and Whitmore (2001) and in Angrist, Bettinger, and Kremer (2006) are quite far from the true treatment effects. In the latter paper, the authors present quantile-specific upper bounds that equal the treatment effect at that quantile under the assumption that no test-takers induced to take the test by the treatment would score above that quantile. The authors present these bounds at the $75^{\text {th }}, 85^{\text {th }}$, and $95^{\text {th }}$ percentiles of the control group distribution, with the magnitudes of the upper bound decreasing sharply as the quantiles increase. My analysis suggests that the reader should not interpret the upper bound as a good proxy for the true effect until perhaps the $95^{\text {th }}$ percentile. Note that Angrist, Bettinger, and Kremer (2006) analyze scores on a college entrance exam in Colombia. This is a very different context than the analysis in my paper and may include a substantively different selection process. Thus, while my results likely extrapolate to Krueger and Whitmore (2001), this is less certain to be true for Angrist, Bettinger, and Kremer (2006).

### 3.4.2. Comparing Individual-Level Selection Bias Corrections

In this section, I test the performance of a number of sample selection correction methods at correcting for selection in college entrance exam scores. I examine whether researchers or state policy-makers in states without a mandatory college entrance exam could use available data to predict the mean score if all students were to take the test. ${ }^{9}$

In Table 3.3 (row 1, column 1), I report the mean ACT score in the post-policy period as 19.25. Since (nearly) all students take the test in my sample post-policy, I consider this the true mean latent score, or $E\left[A C T_{i}^{*}\right]$. I use this as a benchmark to see how well the selection corrections applied to the pre-policy can approximate this parameter. Before correcting the preperiod sample for selection, I first test how well OLS performs at simply predicting the ACT scores of non-takers using observed characteristics. Using the pre-policy students, I estimate the following equation using OLS:

$$
\begin{equation*}
A C T_{i s}=\alpha+\beta X_{i s}+\varepsilon_{i s}, \tag{6}
\end{equation*}
$$

where $A C T_{i s}$ is the ACT score of student $i$ at school $s$ in the 2005 cohort, $X_{i s}$ is a vector of basic student demographics including sex, race, and free lunch status, and $\varepsilon_{i s}$ is a mean zero error term clustered at the school level. Because researchers will have access to different levels of detail in

[^59]their data, I start by estimating Equation (6) using only the most basic demographics in the prediction, and add more covariates later. I predict $\widehat{A C T}_{i s}$ for all students in the pre-policy period whether they took the ACT or not, and compare this to the true $E\left[A C T_{i}^{*}\right]$ estimated using the post-policy data. ${ }^{10}$

The mean of the predicted values using OLS is 20.67 with a standard error of $0.10 .{ }^{11}$ The raw mean of observed scores in the pre-policy period is 20.86. OLS using basic student demographics does very little to get closer to the true mean score of 19.25 .

The next correction method that I test uses Tobit estimation on artificially censored test score data as in Angrist, Bettinger, and Kremer (2006). In that paper, the authors censor their data at the tenth percentile of observed scores, because their treatment group is approximately ten percentage points more likely to take the test than their control group. In the current paper, students after the ACT becomes mandatory are 34 percentage points ( $=98.5-64.1$ ) more likely to take the ACT. So, I estimate two Tobit regressions: In the first, I censor the data so that students not taking the ACT, and students who take the test but score below the tenth percentile of observed scores, are assigned the score associated with the tenth percentile; in the second Tobit regression, I censor the data at the thirty-fourth percentile. I estimate Equation (6) on this artificially censored data using Tobit and report the mean of the predicted ACT scores (Table 3.3, column 5 and 6). The Tobit estimates a mean score that is somewhat lower (20.48 using the tenth percentile, and 19.99 using the thirty-fourth), and closer to the truth of 19.25, than OLS, which estimates a predicted mean score of 20.67.

I next test the performance of the Heckman Two-Step correction procedure. ${ }^{12}$ In the first step, I use probit to estimate:

$$
\begin{equation*}
T A K E_{i s}=\delta+\gamma Z_{i s}+u_{i s} \tag{7}
\end{equation*}
$$

where $T A K E_{i s}$ is an indicator variable for ACT-taking, and $Z_{i s}$ equals $X_{i s}$. In the second step, I estimate using OLS:

$$
\begin{equation*}
A C T_{i s}=\alpha+\beta X_{i s}+\lambda\left(\hat{\gamma} Z_{i s}\right)+e_{i s}, \tag{8}
\end{equation*}
$$

[^60]where $\lambda($.$) is the IMR. The Heckman correction performs worse than Tobit and worse than OLS.$ The mean predicted score is 20.68 , as compared to the true mean score of 19.25.

Because the performance of the Heckman correction without an exclusion restriction is usually poor (e.g., Puhani, 2002), I incorporate the use of an exclusion restriction. The variable that I add to $Z$ but not to $X$ is the student-level driving distance from a student's home to the nearest ACT test-center. ${ }^{13}$ I hypothesize that some students have easier access to a test center than other students, and will thus have a slightly higher probability of taking the test. The identifying assumption is that conditional on $X$, these students are otherwise similar. The mean distance to a test center in the pre-policy period is 4.9 miles, and the median is 3.1 miles. This distance measure varies dramatically by urban/rural status, with the mean distance in urban areas equal to 2.3 miles and in rural areas 8.5 miles. For percentiles of the distribution pre- and postpolicy by urban/rural status, see Table 3.A.1.

In Table 3.4, I examine the relationship between distance and test-taking. I estimate Equation (7) using OLS but add a quadratic in distance to the right hand side of the equation. ${ }^{14}$ Without controlling for any other covariates, there is no statistically significant relationship between distance and ACT-taking pre-policy. A test that the two terms are jointly equal to zero has an F-statistic of 6.3. However, as I start to add covariates, a relationship emerges. When I control for basic student demographics, the coefficients on the distance and distance squared terms become statistically significant, and the F-statistic rises to above ten, the rule-of-thumb threshold for weak instruments (Staiger and Stock, 1997). Moving from the $25^{\text {th }}$ to the $75^{\text {th }}$ percentile of distance is associated with a decrease in the ACT-taking probability of 2.6 percentage points off a baseline rate of $64 \%$. Further controlling for school and district covariates (including urban / rural status, and average eighth grade and eleventh grade test scores), and student-level eighth and eleventh grade test scores slightly attenuates this relationship, but the Fstatistic is stronger at $13.2 .^{15}$

In columns (6) through (10), I informally test the validity of the exclusion restriction. I replace the dummy for ACT-taking as the dependent variable with the average of the student's

[^61]eleventh grade math and English test scores. Without controlling for any covariates, students living farther away from an ACT-test center tend to have higher scores. The point estimates reported in column (6) suggest that moving from the $25^{\text {th }}$ to $75^{\text {th }}$ percentile of distance is associated with a 0.11 standard deviation higher $11^{\text {th }}$ grade score. This is likely due to the same reason that there is no relationship between distance and test-taking before controlling for covariates: disadvantaged, low-performing students in Detroit and other urban areas live very close to a center. However, as I add covariates, the relationship disappears, suggesting that the distance measure is affecting ACT-taking but not latent scores, and thus providing evidence that the exclusion restriction is valid.

I re-estimate Equations (7) and (8) after including the distance variable in Equation (7) and add the results to Table 3.3 (column 7). The instrument hardly improves the performance of the Heckman correction. The predicted mean ACT score barely budges from 20.68 to 20.67, and is still far from the true mean score of 19.25 .

Soon after Gronau and Heckman's development of the bivariate normal selection correction, other authors developed similar parametric corrections that slightly loosened the distributional assumptions. Olsen (1980) showed that joint normality of the error terms is an overly strong assumption. He finds that the necessary assumption is that the distribution of $u$, $F(u)$, is known, and that $e$ is a linear transformation of this distribution. If $F(u)$ is normal, this amounts to joint normality. He derives a correction assuming $u$ is distributed uniformly on the interval $(0,1)$. With this distribution of $u$, the first stage can be estimated using a linear probability model (LPM) rather than probit. Olsen derives that the term that controls for the conditional error term in the outcome equation is no longer $\lambda\left(\hat{\gamma} Z_{i}\right)$ but rather $\rho \sigma_{e} \sqrt{3}\left(Z_{i} * \hat{\gamma}-\right.$ 1). This approach requires an exclusion restriction because there is no non-linear IMR to help with identification. I test the performance of this correction by estimating Equation (7) using OLS and including $\left(\hat{\gamma} Z_{i s d t}-1\right)$ in Equation (8) in place of $\lambda\left(\hat{\gamma} Z_{i s d t}\right)$. The Olsen correction does no better at predicting the post-policy mean ACT score. It is again 20.67, identical to that predicted using the Heckman correction with an exclusion restriction. ${ }^{16}$

[^62]The final method I test to correct for selection bias is semiparametric, in that it relaxes the distributional assumptions about the error terms in both the outcome and selection equations. I estimate the selection equation (7) using nonparametric multivariate kernel regression to estimate the propensity score, $P\left[T A K E_{\text {ist }}=1 \mid Z_{i s t}\right]$. Using generic notation for ease of exposition, a kernel regression estimator calculates $E\left[Y \mid X_{0}\right]$ by taking the weighted average of $Y_{i}$ for observations with $X_{i}$ close to $X_{0}$, and weighting by how near $X_{i}$ is to $X_{0}$. Formally, the kernel estimator, $\hat{g}\left(X_{0}\right)$, equals:

$$
\begin{equation*}
\frac{\frac{1}{N h} \sum_{i=1}^{N} K\left(\frac{X_{i}-X_{0}}{h}\right) Y_{i}}{\frac{1}{N h} \sum_{i=1}^{N} K\left(\frac{X_{i}-X_{0}}{h}\right)}, \tag{9}
\end{equation*}
$$

where $N$ is the sample size, $h$ is a bandwidth parameter, $K$ is the kernel weighting function, and $Y$ and $X$ are the dependent and independent variables of interest. Reverting back to the notation in this paper, the kernel estimator uses the data to predict $T \widehat{A K} E_{i s t}$ without any assumptions about the distribution of $u_{i s t}$, or the functional form of the relationship between $T A K E_{\text {ist }}$ and $Z_{i s t}$.

However, it does not provide a $\hat{\gamma}$, so if I am interested in understanding the factors that affect ACT-taking, then this strategy is less useful. ${ }^{17,18}$

In the second step of the semiparametric correction method, I estimate:

$$
\begin{equation*}
A C T_{i s t}=\alpha+\beta X_{i s t}+g\left(\hat{\gamma} Z_{i s t}\right)+e_{i} \tag{10}
\end{equation*}
$$

approximating the control function term, $g\left(\hat{\gamma} Z_{i s t}\right)$ following Newey (1988) using a power series in $P\left[T A K E_{\text {ist }}=1 \mid Z_{i s t}\right] .{ }^{19}$ Newey suggests using either a series in the predicted value from the first step or a series in the inverse Mills ratio evaluated at the predicted value. I follow Newey, Powell, and Walker (1990) and use the series in the IMR evaluated at the propensity score. ${ }^{20}$ I

[^63]report the results using the Newey correction in column 9. It predicts a post-policy mean ACT score of 20.65. This is slightly closer to the true mean score of 19.25 than OLS, and the Olsen and Heckman corrections, which predict mean scores of 20.67 and 20.68. But it still performs worse than Tobit on the artificially censored score data, which predicts a mean score of 20.48.

I now examine whether a researcher who has access to school- and district-level covariates including demographics, urbanicity, and average eighth and eleventh grade test scores can do a better job at correction for selection in ACT scores. The pattern of results remains the same when adding these covariates to Equation (6) and re-estimating the equation. All of the specifications do a somewhat better job of attaining the post-policy mean score than using only the student demographics; but again, none of the corrections do much better than OLS.

Finally, I include student-level eighth and eleventh grade test scores in the prediction equation. ${ }^{21}$ A state analyst would presumably have access to this data, though it is rare for a researcher to have such data matched to a student's college entrance exam score. The performance of all of the corrections, and of simple OLS, is much better using the student-level scores in the prediction. This is perhaps unsurprising, as we would expect a student's past and contemporaneous achievement to be an excellent predictor of their ACT score. The Tobit and Newey corrections both do considerably better than OLS, attaining or nearly attaining the postpolicy mean. ${ }^{22}$

As another way to compare the performance of these estimators and the use of different levels of data, I plot kernel densities of the actual and predicted ACT scores. Figure 3.2a plots raw ACT scores pre- and post-policy, as well as the predicted ACT scores from Equation (6) including both student demographics and school- and district-level covariates. Also plotted are $95 \%$ confidence intervals of the predicted values. Note that the plots of the predicted values have a much smaller variance than the true scores, which makes sense because the variance of the actual ACT scores will equal the variance of the predicted values, plus the variance of the

[^64]residuals. ${ }^{23}$ Figure 3.2b shows the same picture but plots the predictions adding the student-level test scores. ${ }^{24}$ As was apparent in Table 3.3, the fit of the prediction is substantially better. Figure 3.3 zooms in on Figure 3.2b, drops the actual pre- and post-distributions, and compares the densities of $\widehat{A C T}_{i s}$ estimated on the pre-policy data, using a few of the corrections to the densities of $\widehat{A C T}_{\text {is }}$ pre- and post-policy from OLS. As in Table 3.3, the Heckman correction (with the IV) is very similar to the OLS pre-policy regression, whereas the Tobit (censoring at the tenth percentile) and Newey corrections are between the pre- and post-policy OLS densities.

Although none of the sample selection estimators do a particularly good job at correcting for selection bias when applied to the restricted covariate set, Tobit estimation on artificially censored ACT score data often performs better than the other corrections. This is somewhat surprising given the strong assumptions of this model. In the previous analyses presented in Table 3.3, I censor the pre-policy ACT score distribution at the tenth percentile following Angrist, Bettinger, and Kremer (2006), and also at the thirty-fourth percentile. In Figure 3.4, I more closely examine how the performance varies by the percentile at which I censor the data. The horizontal dotted line gives the mean ACT score post-policy as a measure of the true, unselected mean score. I first include only basic student demographics in the Tobit estimation (circle-shaped markers). The predicted mean generated by Tobit gets closer to the true postpolicy mean as the censoring point increases. Tobit matches the post-policy mean using approximately the seventy-fifth percentile as the censoring point, and over-corrects using higher percentiles.

The next plot (triangle-shaped markers) reports the predicted mean latent ACT score using student demographics and school characteristics. The line is very similar to the previous estimation, though reaches the true mean at a slightly lower censoring percentile of sixty. Additionally including eighth and eleventh grade student test scores (square shaped markers) shifts the line downward substantially, such that the optimal performance of Tobit occurs when the censoring point is near the tenth percentile. It appears that there is no clear censoring point that works best for all data detail levels.

[^65]In addition to the overall mean ACT score, administrators and policy-makers are interested in how this parameter varies across key student subgroups. While I have shown that using student-, school-, and district-level demographics and test scores allows for a highly accurate prediction of true latent scores for all students, the nature of selection into test-taking may differ across groups. The latent scores of some students may be easier or more difficult to predict using observed characteristics.

I explore this in Table 3.5 by estimating Equation (6), including the full set of covariates, separately by race and by free-lunch status. There is a large gap in mean observed scores prepolicy between black and white students, and between poor and non-poor students. As we saw in Table 3.1, the difference in the change in test-taking rates between poor and non-poor students due to the mandatory ACT policy is large (non-poor students experience a 30pp increase while poor students experience a 54 pp increase). As expected, the gap in scores between these two groups increases by 0.4 points.

With the exception of the Newey correction, which performs quite poorly at predicting the post-policy mean ACT score among whites, OLS and the corrections tend to understate the post-policy gap in scores. This is due to overestimating mean scores more for black students than for white students. Apparently, black students are selecting into ACT-taking in a way that is more difficult to predict based on observed characteristics. The same phenomenon occurs for the poor and non-poor students. OLS and the correction methods seem to do a better job among nonpoor students, though at times they overcorrect and predict lower than the true mean latent ACT score. For poor students, they tend not to correct for selection enough to attain the true mean. Both of these forces work in the direction of underpredicting the true gap in scores.

Looking across the subgroups, the relative performance of the corrections is a bit more varied than for the entire sample. Each of the corrections performs best for certain subgroups, but none seems to consistently best-estimate the post-policy mean ACT score for every group.

### 3.4.3. Comparing Group-Level Corrections

Many researchers using ACT/SAT micro-data as their dependent variable do not observe students who do not take the exam, and so cannot estimate an individual's probability of testtaking (Card and Payne, 2002; Rothstein, 2006). Following Gronau (1974), their strategy is to use group-level data where group mean scores are the dependent variable and the control function term is the IMR (or some other function) evaluated at the group-level participation rate.

This approach is equivalent to the two-step individual-level Heckman correction, where $Z_{i}$ is comprised of the student-level variables used to aggregate to the group level.

This equivalence is rarely pointed out, and implies that the level of aggregation matters. If the data are grouped at the school level as in Rothstein (2006), then the control function approach assumes that the only factor affecting test participation (i.e., that is in $Z_{i}$ ) is the school that a student is in. This is equivalent to assuming that variation in test-taking within a school is due only to the disturbance term. Likewise in Card and Payne (2002), data are grouped at the state-year-parental education level. For their control function to fully correct for selection, testtaking must depend only on the state, year, and education of a student's parents. ${ }^{25}$

In this section, I estimate a variety of group-level parametric selection corrections with data aggregated at increasingly fine levels. I compare the results to the "truth" estimated in the mandatory ACT period. Based on these results, I can suggest a "best practice" method to researchers seeking to correct for selection at the group level in their own work.

I begin by estimating the following equation separately for both the pre- and post-policy period using weighted least squares, where the weights are equal to the number of eleventh graders in the school during that cohort:

$$
\begin{equation*}
A C T_{s}=\alpha+\beta X_{s}+e_{s}, \tag{11}
\end{equation*}
$$

where $A C T_{s}$ is the mean ACT score at school $s$, and $X_{s}$ is a vector of school-level covariates, including the fraction of black students, the fraction on free lunch, the teacher-pupil ratio, the average eleventh grade social studies score (standardized across individuals at the grade-year level), and the average eighth grade math and English scores. ${ }^{26}$

I report the predicted mean ACT score in Table 3.6. The observed mean ACT score postpolicy is 19.28 , and pre-policy it is 20.63 . Using the pre-policy data, OLS does little to correct for selection, producing a predicted post-policy mean ACT score of 20.59 (row 1, column 4). I then re-estimate Equation (11) inserting $H(\hat{p})$, where $\hat{p}$ is the school-level ACT participation rate, and $H($.$) is a control function term. I first set H(\hat{p})=\hat{p}$. Then I set $H(\hat{p})=\log (\hat{p})$, and

[^66]$H(\hat{p})=\lambda(\hat{p})$, where $\lambda($.$) is the inverse Mills ratio. { }^{27}$ The control functions improve slightly on the uncorrected OLS regression, producing predicted mean scores of 20.39, 20.45, and 20.40, respectively. However, they remain far from attaining the unselected mean ACT score of 19.28. As found in Card and Payne (2002) and Rothstein (2006), the results are not sensitive to which control function is used; yet, it appears that this is because they equally miss the mark.

We might also think that the degree of selection in ACT-taking could vary with $X_{s}$. In other words, selection into test-taking might play out differently at schools serving different types of students. To address this possibility, I allow the control function term to vary by various school-year characteristics such as the fraction free lunch and the mean eleventh grade test scores. The results are typically no better than when using the control function terms without an interaction; and, in fact, the interaction with test scores (row 1, column 10) performs slightly worse, predicting a post-policy mean ACT score of 20.58.

Finally, I test the performance of the above set of group-level control functions, grouping the data at increasingly refined levels of aggregation. First, I create cells at the school-by-free lunch status-by-minority status level. The post-policy mean score, 19.28, is identical to before. The pre-policy predicted mean, 20.53 , is slightly closer to the post-policy mean than the 20.59 estimated using the school-level data. Though the standard errors preclude firm conclusions, the corrections, which estimate predicted means between 20.19 and 20.52, do seem to get slightly closer to the truth when the cells are more refined.

I then group the data at the school-by-free lunch status-by-minority status-by-eleventh grade test score quartile level. First, note that the raw mean score stays the same in the postperiod (19.28), but drops substantially in the pre-period from 20.59 to $19.96 .{ }^{28}$ However, conditional on this drop, as with the individual-level selection model when I allow student scores to enter the model, OLS in the pre-period does a better job at approximating the true post-policy mean score. In the first two levels of aggregation, OLS predicts nearly the same mean ACT score that is observed in the pre-period data, doing little to correct for selection. For this most refined

[^67]cell level, OLS using pre-policy data predicts a post-policy mean score of 19.61 , which is somewhat lower than the raw pre-policy mean of 19.96. The control functions slightly improve upon OLS, predicting mean latent scores between 19.45 and 19.51 (row 3, columns 5-10). These are all within the $95 \%$ confidence interval of the 19.38 mean score predicted by OLS using postpolicy data (column 2).

In summary, none of the control functions stands out as the clear choice across each of the levels of aggregation, and a researcher's best bet to avoid selection bias is to obtain data at the most detailed level of aggregation possible. In particular, aggregating the data by performance levels on a measure of student achievement outside of the college entrance exam is particularly effective.

### 3.5. Conclusions

College entrance exam scores on the ACT and SAT provide a powerful measure of college-readiness. States, districts, and schools can use these scores to diagnose their performance at preparing their students for post-secondary education. Researchers have used these scores to evaluate the effects of educational interventions (Krueger and Whitmore, 2001; Card and Payne, 2002; Angrist, Bettinger and Kremer, 2006; Rothstein, 2006). The main drawback is that less than half of public high school students take the ACT or SAT. Without knowing the degree of selection into test-taking, an administrator or policy-maker's ability to harness these scores as a true measure of college-readiness that is representative of the overall population is limited. Researchers have attempted to control for the resulting selection bias using a variety of parametric methods.

I use the implementation of a policy in Michigan requiring all eleventh graders to take the ACT to compute the distribution of latent scores for students who were not taking the test prior to the policy. I show that the assumptions made by certain correction and bounding methodssuch as, for example, that all students not taking the test have lower latent scores than all testtakers, or score below some percentile of the observed distribution-are far from true. I further use the near complete distribution of ACT scores post-policy as the true distribution of latent scores, to which I compare the performance of several parametric and semiparametric selection correction methods using pre-policy data. I show that none of the correction methods do a particularly good job at predicting the post-policy mean latent ACT score, when applied using
only basic demographics and with distance to the nearest test center as an exclusion restriction. However, with enough information about students-in particular, with student-level measures of achievement such as state-administrated standardized test scores-simple OLS does a good job at correcting for selection bias. I also show that group-level correction methods using a control function evaluated at the test-taking rate of the group perform poorly, regardless of the functional form of the control function. Aggregating the groups to increasingly refined cells seems to help correct for selection bias, in particular when including test score levels in the aggregation.

In summary, the richness of the data used to model selection into college entrance examtaking matters far more than the econometric method used to correct for selection. This may come as a disappointment to researchers working with data that do not contain measures of student achievement in addition to their college entrance exam score. However, this is good news for states considering the implementation of a mandatory ACT or SAT policy and who hope to predict their future mean score. While they should not rely on being able to accurately forecast differences in scores across groups, simple OLS regression using data that contains demographic and test score information of students and their schools can come very close to providing the overall picture of college-readiness that they seek.
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Table 3.1. Sample Means of Michigan 11th Grade Cohorts of 2005 and 2008

|  | Both Cohorts | $2005$ Cohort | $\begin{aligned} & 2008 \\ & \text { Cohort } \end{aligned}$ | Difference (3) - (2) | P -Value $\text { (4) }=0$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) |
| Demographics |  |  |  |  |  |
| Female | 0.516 | 0.514 | 0.517 | 0.003 | 0.226 |
| White | 0.790 | 0.805 | 0.775 | -0.030 | 0.000 |
| Black | 0.145 | 0.132 | 0.158 | 0.026 | 0.000 |
| Hispanic | 0.029 | 0.027 | 0.031 | 0.004 | 0.000 |
| Other race | 0.035 | 0.036 | 0.035 | 0.000 | 0.600 |
| Free or reduced lunch | 0.242 | 0.204 | 0.279 | 0.075 | 0.000 |
| Local Unemployment | 7.518 | 7.285 | 7.745 | 0.460 | 0.000 |
| Driving miles to nearest |  |  |  |  |  |
| ACT test center | 3.71 | 4.87 | 2.58 | -2.29 | 0.000 |
| Took SAT | 0.058 | 0.076 | 0.039 | -0.037 | 0.000 |
| SAT Score | 25.2 | 24.8 | 25.9 | 1.0 | 0.000 |
| Took SAT \& ACT | 0.054 | 0.070 | 0.039 | -0.031 | 0.000 |
| Took ACT or SAT |  |  |  |  |  |
| All | 0.815 | 0.641 | 0.985 | 0.345 | 0.000 |
| Male | 0.793 | 0.598 | 0.984 | 0.387 | 0.000 |
| Female | 0.836 | 0.681 | 0.986 | 0.305 | 0.000 |
| Black | 0.780 | 0.575 | 0.947 | 0.372 | 0.000 |
| White | 0.822 | 0.652 | 0.993 | 0.341 | 0.000 |
| Free or reduced lunch | 0.749 | 0.434 | 0.970 | 0.536 | 0.000 |
| Not free or reduced lunch | 0.838 | 0.693 | 0.991 | 0.299 | 0.000 |
| First ACT or SAT Score |  |  |  |  |  |
| All | 19.9 | 20.9 | 19.3 | -1.6 | 0.000 |
| Male | 19.9 | 21.0 | 19.2 | -1.8 | 0.000 |
| Female | 19.9 | 20.7 | 19.3 | -1.4 | 0.000 |
| Black | 16.0 | 16.8 | 15.6 | -1.2 | 0.000 |
| White | 20.6 | 21.4 | 20.0 | -1.5 | 0.000 |
| Free or reduced lunch | 17.1 | 18.3 | 16.8 | -1.5 | 0.000 |
| Not free or reduced lunch | 20.7 | 21.3 | 20.2 | -1.1 | 0.000 |
| Number of Students | 197,016 | 97,108 | 99,908 |  |  |
| Notes: The sample is first-time eleventh graders in Michigan public high schools during 2004-05 and 2007-08 who graduate high school, do not take the SPED eleventh grade test, and have a non-missing home address. Free lunch lunch status is measured as of eleventh grade. |  |  |  |  |  |

Table 3.2. ACT Score Distributions Pre- and Post-Policy

|  | 2005 Cohort |  | 2008 |
| :--- | :---: | :---: | :---: |
|  | Takers |  | Non-Takers |
| Cohort |  |  |  |

Notes: The sample is as in Table 3.1. The reported number of students in the 2008 cohort is adjusted to match the size of the 2005 cohort and also includes only the $98.5 \%$ of the sample who take the ACT. Column (2) reports the distribution of latent ACT scores of students not taking the exam calculated using the methodology described in the text. The K-S Test is a Kolmorogov-Smirnov nonparametric test of the equality of the distributions.

Table 3.3. Mean Latent ACT Score by Correction Method and Control Variables

|  | Post-Policy ("Truth") |  | Pre-Policy (Biased) |  | Pre-Policy, by Correction Method |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Tobit | Heckman |  | Olsen | Newey |
|  | Raw | OLS |  |  | Raw |  |  | OLS | 10th Pctl | 34th Pctl | No IV | With IV |
| Control Variables | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
| Student Demographics | 19.25 | $\begin{aligned} & 19.25 \\ & (0.11) \end{aligned}$ | 20.86 | $\begin{aligned} & 20.67 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 20.48 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 19.99 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.68 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 20.67 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 20.67 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 20.65 \\ & (0.10) \end{aligned}$ |
| ...Plus School-Level Covs | 19.25 | $\begin{aligned} & 19.25 \\ & (0.11) \end{aligned}$ | 20.86 | $\begin{aligned} & 20.48 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & 20.26 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 19.72 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.49 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & 20.49 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & 20.48 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & 20.47 \\ & (0.09) \end{aligned}$ |
| ...Plus Student Test Scores | 19.25 | $\begin{aligned} & 19.25 \\ & (0.11) \\ & \hline \end{aligned}$ | 20.86 | $\begin{aligned} & 19.52 \\ & (0.09) \\ & \hline \end{aligned}$ | $\begin{array}{r} 19.25 \\ (0.10) \\ \hline \end{array}$ | $\begin{aligned} & 18.59 \\ & (0.11) \\ & \hline \end{aligned}$ | $\begin{aligned} & 19.59 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & 19.59 \\ & (0.09) \\ & \hline \end{aligned}$ | $\begin{array}{r} 19.52 \\ (0.09) \\ \hline \end{array}$ | $\begin{aligned} & 19.29 \\ & (0.11) \\ & \hline \end{aligned}$ |

Notes: The sample is as in Table 3.1. Columns (1) and (3) give raw mean ACT scores for each sample. Cells in columns (2) and (4) - (10) report the mean predicted ACT score from regressions of ACT scores on covariates. The predicted ACT score is calcuated for ACT-takers and non-takers. Standard errors calculated using 200 bootstrap replications resampling schools.

Table 3.4. Testing the Exclusion Restriction: the Relationship Between Test Center Proximity, Test-Taking, and Achievement

|  | Dependent Variable $=$ Took the ACT |  |  |  |  | Dependent Variable $=$ 11th Grade Test Score |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
| Panel A: Distance to Center |  |  |  |  |  |  |  |  |  |  |
| Distance (miles) | $\begin{aligned} & -0.003 \\ & (0.002) \end{aligned}$ | $\begin{gathered} -0.009^{* * *} \\ (0.002) \end{gathered}$ | $\begin{gathered} -0.005^{\star * *} \\ (0.001) \end{gathered}$ | $\begin{gathered} -0.006^{* * *} \\ (0.001) \end{gathered}$ | $\begin{gathered} -0.006^{* * *} \\ (0.001) \end{gathered}$ | $\begin{aligned} & 0.030^{* * *} \\ & (0.007) \end{aligned}$ | $\begin{aligned} & -0.003 \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.005^{* *} \\ & (0.002) \end{aligned}$ | $\begin{gathered} 0.001 \\ (0.002) \end{gathered}$ | $\begin{gathered} 0.002 \\ (0.002) \end{gathered}$ |
| Distance Squared ( / 10) | $\begin{aligned} & -0.000 \\ & (0.001) \end{aligned}$ | $\begin{gathered} 0.003^{\star * *} \\ (0.001) \end{gathered}$ | $\begin{aligned} & 0.002^{* * *} \\ & (0.001) \end{aligned}$ | $\begin{aligned} & 0.003^{\star * *} \\ & (0.001) \end{aligned}$ | $\begin{gathered} 0.003^{* * *} \\ (0.001) \end{gathered}$ | $\begin{gathered} -0.014^{* * *} \\ (0.003) \end{gathered}$ | $\begin{aligned} & -0.002 \\ & (0.002) \end{aligned}$ | $\begin{aligned} & -0.002^{*} \\ & (0.001) \end{aligned}$ | $\begin{aligned} & -0.000 \\ & (0.001) \end{aligned}$ | $\begin{gathered} -0.001 \\ (0.001) \end{gathered}$ |
| Student-Level Demographics | N | Y | N | Y | Y | N | Y | N | Y | Y |
| School- \& District-Level Covs | N | N | Y | Y | Y | N | N | Y | Y | Y |
| Student-Level Test Scores | N | N | N | N | Y | N | N | N | N | Y |
| R-Squared | 0.001 | 0.062 | 0.078 | 0.112 | 0.261 | 0.003 | 0.111 | 0.165 | 0.203 | 0.644 |
| F-Stat | 6.27 | 11.29 | 6.69 | 10.62 | 13.22 | 15.89 | 9.90 | 2.20 | 0.05 | 0.41 |
| Sample Size | 97,108 | 97,108 | 97,108 | 97,108 | 97,108 | 86,680 | 86,680 | 86,680 | 86,680 | 86,680 |

Notes: The sample is as in Table 3.1 but includes only the 2005 eleventh grade cohort. Distance is driving distance in miles from the student's home address during eleventh grade to the nearest ACT test center. The distance-squared term is divided by ten for interpretability. The dependent variable in columns (1)-(5) is a dummy for taking the ACT (mean $=0.64$ ), and in columns (6)-(10) is the average of eleventh grade math and English test scores standardized to have mean zero and SD one. The drop in sample size between columns (1)-(5) and (6)-(10) is due to missing eleventh grade test scores. Student-level test scores included as covariates are average math and English eighth grade score and eleventh grade social studies score. See text for the complete list of covariates. Standard errors clustered at the school-level. *** indicates statistical significance at the 0.01 level, ** at the 0.05 level, and * at the 0.01 level.

Table 3.5. Race and Poverty Gaps in Mean Latent ACT Scores by Correction Method

|  | Black | White | Gap | Poor | Non-Poor | Gap |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ |
| Post-Policy |  |  |  |  |  |  |
| Raw | 15.61 | 19.98 | 4.38 | 16.77 | 20.19 | 3.42 |
| OLS |  |  |  |  |  |  |
|  | 15.61 | 19.98 | 4.38 | 16.77 | 20.19 | 3.42 |
| Pre-Policy | $(0.17)$ | $(0.09)$ | $(0.19)$ | $(0.07)$ | $(0.10)$ | $(0.11)$ |
| Raw | 16.76 | 21.44 | 4.68 | 18.29 | 21.28 | 3.00 |
|  |  |  |  |  |  |  |
| OLS | 16.04 | 20.07 | 4.03 | 17.21 | 20.12 | 2.91 |
|  | $(0.19)$ | $(0.08)$ | $(0.21)$ | $(0.08)$ | $(0.09)$ | $(0.11)$ |
| Tobit (10th Pctl) | 15.77 | 19.81 | 4.05 | 16.97 | 19.82 | 2.85 |
|  | $(0.20)$ | $(0.09)$ | $(0.23)$ | $(0.08)$ | $(0.10)$ | $(0.12)$ |
| Heckman | 16.06 | 20.14 | 4.07 | 17.23 | 20.19 | 2.97 |
|  | $(0.17)$ | $(0.09)$ | $(0.2)$ | $(0.08)$ | $(0.09)$ | $(0.11)$ |
| Olsen | 16.04 | 20.07 | 4.03 | 17.21 | 20.12 | 2.91 |
|  | $(0.19)$ | $(0.08)$ | $(0.21)$ | $(0.08)$ | $(0.09)$ | $(0.11)$ |
| Newey | 15.99 | 21.06 | 5.07 | 16.88 | 19.95 | 3.07 |
|  | $(0.20)$ | $(1.01)$ | $(1.02)$ | $(1.26)$ | $(0.10)$ | $(1.26)$ |
| Notes: The sample is as in Table 3.1. Cells | report the mean predicted ACT score from |  |  |  |  |  |

Notes: The sample is as in Table 3.1. Cells report the mean predicted ACT score from
regressions of ACT scores on the full set of covariates, including student-level eighth and eleventh grade test scores. The predicted ACT score is calcuated for ACT-takers and non-takers. Poverty status is proxied for using free lunch receipt measured during eleventh grade. Standard errors calculated using 200 bootstrap replications resampling

Table 3.6. Group-Level Mean Latent ACT Score by Control Function and Level of Aggregation

|  | Post-Policy (Truth) |  | Pre-Policy (Biased) |  | Pre-Policy, By Control Function Term |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | $\operatorname{lMR}(\mathrm{p})^{*}$ | $\operatorname{IMR}(\mathrm{p})^{*}$ |
|  | Raw <br> (1) | OLS <br> (2) |  |  | Raw <br> (3) | OLS <br> (4) | $\begin{gathered} p \\ (5) \\ \hline \end{gathered}$ | $\begin{gathered} \ln (p) \\ (6) \\ \hline \end{gathered}$ | $\operatorname{IMR}(\mathrm{p})$ <br> (7) | p*Lunch <br> (8) | lunch <br> (9) | Score (10) |
| School | 19.28 | $\begin{aligned} & 19.29 \\ & (0.10) \end{aligned}$ | 20.63 | $\begin{aligned} & 20.59 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.39 \\ & (0.13) \end{aligned}$ | $\begin{aligned} & 20.45 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.40 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & 20.43 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.45 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.58 \\ & (0.11) \end{aligned}$ |
| Schl-Free Lunch-Minority | 19.28 | $\begin{aligned} & 19.28 \\ & (0.10) \end{aligned}$ | 20.59 | $\begin{aligned} & 20.53 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 20.19 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & 20.30 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.22 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & 20.32 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 20.34 \\ & (0.11) \end{aligned}$ | $\begin{gathered} 20.52 \\ (0.1) \end{gathered}$ |
| Schl-Free Lunch-Minority- <br> Test Score Quartile | 19.28 | $\begin{array}{r} 19.38 \\ (0.10) \\ \hline \end{array}$ | 19.96 | $\begin{array}{r} 19.61 \\ (0.10) \\ \hline \end{array}$ | $\begin{array}{r} 19.49 \\ (0.11) \\ \hline \end{array}$ | $\begin{array}{r} 19.51 \\ (0.11) \\ \hline \end{array}$ | $\begin{aligned} & 19.48 \\ & (0.11) \\ & \hline \end{aligned}$ | $\begin{aligned} & 19.50 \\ & (0.11) \\ & \hline \end{aligned}$ | $\begin{array}{r} 19.50 \\ (0.11) \\ \hline \end{array}$ | $\begin{gathered} 19.45 \\ (0.11) \\ \hline \end{gathered}$ |

Notes: The sample is as in Table 3.1 but excludes the $2 \%$ of the sample who enroll in high schools that do not appear in both 2005 and 2008 with at least one ACT-taker. Cells report the mean predicted ACT score from group-level regressions of average ACT score on group-level covariates. Free lunch status measured as of eleventh grade. IMR=inverse Mills ratio. Standard errors calculated using 200 bootstrap replications resampling schools.

Table 3.A.1. Summary Statistics of Distance from Student Home to Nearest Test Center

|  | Overall |  |  | Urban |  | Rural |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total | Pre | Post | Pre | Post | Pre | Post |
| Mean | 3.71 | 4.87 | 2.58 | 2.32 | 1.33 | 8.54 | 4.02 |
| SD | 3.89 | 4.67 | 2.47 | 1.79 | 0.90 | 5.90 | 3.29 |
| Percentiles |  |  |  |  |  |  |  |
| 1st | 0.2 | 0.3 | 0.2 | 0.3 | 0.2 | 0.4 | 0.2 |
| 5th | 0.5 | 0.7 | 0.4 | 0.6 | 0.3 | 1.1 | 0.4 |
| 10th | 0.7 | 1.0 | 0.6 | 0.7 | 0.4 | 1.8 | 0.7 |
| 25th | 1.2 | 1.7 | 1.0 | 1.2 | 0.7 | 4.0 | 1.6 |
| Median | 2.4 | 3.1 | 1.8 | 1.9 | 1.1 | 7.5 | 3.3 |
| 75th | 4.7 | 6.5 | 3.4 | 2.9 | 1.7 | 12.0 | 5.5 |
| 90th | 8.6 | 11.5 | 5.7 | 4.2 | 2.4 | 16.6 | 8.1 |
| 95th | 11.9 | 14.8 | 7.4 | 5.3 | 3.0 | 19.5 | 9.8 |
| 99th | 18.7 | 21.1 | 11.2 | 9.7 | 4.6 | 26.7 | 15.1 |
| Sample Size | 197,016 | 97,108 | 99,908 | 20,433 | 20,859 | 25,195 | 25,858 |

Notes: The sample is as in Table 3.1. Distance, measured in miles, is the driving distance from the student's home address during eleventh grade to the nearest ACT-test center. In the post-policy period, the distance is the distance from a student's home to his or her high school. If a student has multiple addresses during eleventh grade, then the smallest distance is used.

Table 3.A.2. The Relationship Between ACT Scores and Student Demographics

|  | Post-Policy Pre-Policy |  | Pre-Policy, by Correction Method |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Tobit | Heckman |  | Olsen | Newey |
|  | OLS | OLS | (10th Pctl) | No IV | With IV |  |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| Free Lunch | $\begin{gathered} -2.551^{* * *} \\ (0.086) \end{gathered}$ | $\begin{gathered} \hline-1.841^{* * *} \\ (0.106) \end{gathered}$ | $\begin{gathered} \hline-2.060^{* * *} \\ (0.123) \end{gathered}$ | $\begin{gathered} \hline-6.492^{* * *} \\ (1.659) \end{gathered}$ | $\begin{gathered} \hline 0.003 \\ (0.509) \end{gathered}$ | $\begin{gathered} \hline 0.602 \\ (0.613) \end{gathered}$ | $\begin{gathered} \hline-0.691^{* * *} \\ (0.204) \end{gathered}$ |
| Female | $\begin{aligned} & 0.252^{* * *} \\ & (0.032) \end{aligned}$ | $\begin{gathered} -0.130^{* * *} \\ (0.035) \end{gathered}$ | $\begin{gathered} -0.139^{* * *} \\ (0.038) \end{gathered}$ | $\begin{aligned} & 1.393^{\star * *} \\ & (0.507) \end{aligned}$ | $\begin{gathered} -0.729^{* * *} \\ (0.156) \end{gathered}$ | $\begin{gathered} -0.969^{* * *} \\ (0.203) \end{gathered}$ | $\begin{gathered} -0.653^{* * *} \\ (0.099) \end{gathered}$ |
| Black | $\begin{gathered} -3.444^{* * *} \\ (0.155) \end{gathered}$ | $\begin{gathered} -4.102^{* * *} \\ (0.207) \end{gathered}$ | $\begin{gathered} -4.736^{* * *} \\ (0.277) \end{gathered}$ | $\begin{gathered} -4.116^{* * *} \\ (0.484) \end{gathered}$ | $\begin{gathered} -4.091^{* * *} \\ (0.144) \end{gathered}$ | $\begin{gathered} -4.096 * * * \\ (0.148) \end{gathered}$ | $\begin{gathered} -3.922^{* * *} \\ (0.203) \end{gathered}$ |
| Hispanic | $\begin{gathered} -2.113^{* * *} \\ (0.097) \end{gathered}$ | $\begin{gathered} -1.822^{* * *} \\ (0.200) \end{gathered}$ | $\begin{gathered} -1.969^{* * *} \\ (0.223) \end{gathered}$ | $\begin{gathered} -3.403^{* * *} \\ (0.669) \end{gathered}$ | $\begin{gathered} -1.188^{* * *} \\ (0.310) \end{gathered}$ | $\begin{gathered} -0.985^{* * *} \\ (0.366) \end{gathered}$ | $\begin{gathered} -1.581^{* * *} \\ (0.208) \end{gathered}$ |
| Other | $\begin{aligned} & 0.997^{* * *} \\ & (0.330) \end{aligned}$ | $\begin{aligned} & 0.616^{* *} \\ & (0.321) \end{aligned}$ | $\begin{aligned} & 0.621^{* *} \\ & (0.330) \end{aligned}$ | $\begin{gathered} 2.281^{* * *} \\ (0.851) \end{gathered}$ | $\begin{gathered} -0.047 \\ (0.302) \end{gathered}$ | $\begin{aligned} & -0.339 \\ & (0.309) \end{aligned}$ | $\begin{gathered} 0.254 \\ (0.287) \end{gathered}$ |
| Sample Size | 98,417 | 62,185 | 62,185 | 62,185 | 62,185 | 62,185 | 62,185 |

Notes: The sample is as in Table 3.1. The level of observation is the student. Each column is from a separate regression of ACT scores on the reported student-level demographics. Standard errors calculated using 200 bootstrap replications resampling schools. *** indicates statistical significance at the 0.01 level, ** at the 0.05 level, and * at the 0.01 level.

Table 3.A.3. The Relationship Between ACT Scores and Student and School Characteristics

|  |  |  | Pre-Policy, by Correction Method |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Post-Policy Pre-Policy |  | Tobit (10th Pctl) | Heckman |  | Olsen | Newey |
|  | OLS | OLS |  | No IV | With IV |  |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| Student-Level |  |  |  |  |  |  |  |
| Free Lunch | $\begin{gathered} -1.703^{* * *} \\ (0.057) \end{gathered}$ | $\begin{gathered} -1.078^{* * *} \\ (0.073) \end{gathered}$ | $\begin{gathered} -1.232^{* * *} \\ (0.082) \end{gathered}$ | $\begin{gathered} -2.539^{* * *} \\ (0.454) \end{gathered}$ | $\begin{gathered} -2.445^{* * *} \\ (0.375) \end{gathered}$ | $\begin{gathered} -1.713^{* * *} \\ (0.447) \end{gathered}$ | $\begin{gathered} -1.074^{* * *} \\ (0.073) \end{gathered}$ |
| Female | $\begin{gathered} 0.253^{* * *} \\ (0.030) \end{gathered}$ | $\begin{aligned} & -0.058^{*} \\ & (0.035) \end{aligned}$ | $\begin{aligned} & -0.061^{*} \\ & (0.038) \end{aligned}$ | $\begin{gathered} 0.561^{* * *} \\ (0.179) \end{gathered}$ | $\begin{gathered} 0.521^{* * *} \\ (0.147) \end{gathered}$ | $\begin{gathered} 0.233 \\ (0.203) \end{gathered}$ | $\begin{aligned} & -0.062^{*} \\ & (0.036) \end{aligned}$ |
| Black | $\begin{gathered} -2.870^{\star * *} \\ (0.107) \end{gathered}$ | $\begin{gathered} -3.370^{\star * *} \\ (0.124) \end{gathered}$ | $\begin{gathered} -3.856^{\star * *} \\ (0.139) \end{gathered}$ | $\begin{gathered} -3.257^{* * *} \\ (0.157) \end{gathered}$ | $\begin{gathered} -3.265^{\star * *} \\ (0.152) \end{gathered}$ | $\begin{gathered} -3.305^{\star * *} \\ (0.146) \end{gathered}$ | $\begin{gathered} -3.370^{* * *} \\ (0.124) \end{gathered}$ |
| Hispanic | $\begin{gathered} -1.783^{\star * *} \\ (0.094) \end{gathered}$ | $\begin{gathered} -1.568^{* * *} \\ (0.131) \end{gathered}$ | $\begin{gathered} -1.682^{\star * *} \\ (0.146) \end{gathered}$ | $\begin{gathered} -2.056^{\star * *} \\ (0.220) \end{gathered}$ | $\begin{gathered} -2.028^{* * *} \\ (0.198) \end{gathered}$ | $\begin{gathered} -1.779^{* * *} \\ (0.192) \end{gathered}$ | $\begin{gathered} -1.570^{* * *} \\ (0.131) \end{gathered}$ |
| Other | $\begin{gathered} 0.506^{* * *} \\ (0.198) \end{gathered}$ | $\begin{gathered} 0.157 \\ (0.210) \end{gathered}$ | $\begin{gathered} 0.136 \\ (0.216) \end{gathered}$ | $\begin{aligned} & 0.569^{* *} \\ & (0.263) \end{aligned}$ | $\begin{aligned} & 0.542^{\star *} \\ & (0.247) \end{aligned}$ | $\begin{gathered} 0.367 \\ (0.250) \end{gathered}$ | $\begin{gathered} 0.152 \\ (0.211) \end{gathered}$ |
| School-Level |  |  |  |  |  |  |  |
| Pupil Teacher Ratio | $\begin{aligned} & 0.012^{*} \\ & (0.008) \end{aligned}$ | $\begin{aligned} & -0.002 \\ & (0.005) \end{aligned}$ | $\begin{aligned} & -0.006 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & -0.006 \\ & (0.008) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.008) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.007) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.006) \end{aligned}$ |
| Fraction Free Lunch | $\begin{aligned} & 0.888^{* *} \\ & (0.377) \end{aligned}$ | $\begin{gathered} -0.581^{* *} \\ (0.283) \end{gathered}$ | $\begin{gathered} -0.945^{\star * *} \\ (0.336) \end{gathered}$ | $\begin{gathered} -0.422 \\ (0.415) \end{gathered}$ | $\begin{aligned} & -0.431 \\ & (0.391) \end{aligned}$ | $\begin{aligned} & -0.516^{*} \\ & (0.315) \end{aligned}$ | $\begin{gathered} -0.594^{\star *} \\ (0.284) \end{gathered}$ |
| Fraction Black | $\begin{aligned} & 1.808^{* * *} \\ & (0.396) \end{aligned}$ | $\begin{gathered} 1.024 \\ (0.775) \end{gathered}$ | $\begin{gathered} 1.042 \\ (0.977) \end{gathered}$ | $\begin{gathered} 1.459 \\ (0.933) \end{gathered}$ | $\begin{gathered} 1.427 \\ (0.888) \end{gathered}$ | $\begin{aligned} & 1.221^{*} \\ & (0.776) \end{aligned}$ | $\begin{gathered} 1.019 \\ (0.779) \end{gathered}$ |
| Number of Eleventh Graders | $\begin{aligned} & -0.000 \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* * *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* * *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* * *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* * *} \\ & (0.000) \end{aligned}$ | $\begin{gathered} 0.001^{* * *} \\ (0.000) \end{gathered}$ | $\begin{aligned} & 0.001^{* * *} \\ & (0.000) \end{aligned}$ |
| Average Eighth Grade Score | $\begin{gathered} 1.949^{* * *} \\ (0.183) \end{gathered}$ | $\begin{gathered} 2.337^{* * *} \\ (0.222) \end{gathered}$ | $\begin{gathered} 2.520^{* * *} \\ (0.237) \end{gathered}$ | $\begin{gathered} 3.507^{* * *} \\ (0.436) \end{gathered}$ | $\begin{gathered} 3.437^{* * *} \\ (0.377) \end{gathered}$ | $\begin{gathered} 2.907^{* * *} \\ (0.430) \end{gathered}$ | $\begin{gathered} 2.327^{* * *} \\ (0.218) \end{gathered}$ |
| Average Eleventh Grade Score | $\begin{gathered} 2.592^{* * *} \\ (0.170) \end{gathered}$ | $\begin{aligned} & 1.224^{* * *} \\ & (0.194) \end{aligned}$ | $\begin{aligned} & 1.320^{* * *} \\ & (0.204) \end{aligned}$ | $\begin{gathered} 2.200^{* * *} \\ (0.381) \end{gathered}$ | $\begin{gathered} 2.138^{* * *} \\ (0.347) \end{gathered}$ | $\begin{gathered} 1.683^{* * *} \\ (0.401) \end{gathered}$ | $\begin{aligned} & 1.214^{* * *} \\ & (0.196) \end{aligned}$ |
| Sample Size | 98,417 | 62,185 | 62,185 | 62,185 | 62,185 | 62,185 | 62,185 |

Notes: The sample is as in Table 3.1. The level of observation is the student. Each column is from a separate regression of ACT scores on the reported student- and school-level covariates. Missing value indicators and districtlevel versions of school covariates also included but coefficients not reported. Standard errors calculated using 200 bootstrap replications resampling schools. *** indicates statistical significance at the 0.01 level, ** at the 0.05 level, and * at the 0.01 level.

Table 3.A.4. The Relationship Between ACT Scores, Demographics, and Achieviement

|  | Post-Policy Pre-Policy |  | Pre-Policy, by Correction Method |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Tobit | Heckman |  | Olsen | Newey |
|  | OLS | OLS | (10th Pctl) | No IV | With IV |  |  |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) |
| Student-Level |  |  |  |  |  |  |  |
| Free Lunch | $\begin{gathered} -0.369^{* * *} \\ (0.021) \end{gathered}$ | $\begin{gathered} -0.254^{* * *} \\ (0.043) \end{gathered}$ | $\begin{gathered} -0.323^{* * *} \\ (0.048) \end{gathered}$ | $\begin{gathered} -0.781^{* * *} \\ (0.067) \end{gathered}$ | $\begin{gathered} -0.769^{* * *} \\ (0.066) \end{gathered}$ | $\begin{gathered} -0.258 \\ (0.205) \end{gathered}$ | $\begin{gathered} -0.279^{* * *} \\ (0.044) \end{gathered}$ |
| Female | $\begin{aligned} & 0.490 * * * \\ & (0.019) \end{aligned}$ | $\begin{gathered} 0.027 \\ (0.027) \end{gathered}$ | $\begin{aligned} & 0.051^{*} \\ & (0.028) \end{aligned}$ | $\begin{gathered} 0.298 * * * \\ (0.036) \end{gathered}$ | $\begin{gathered} 0.292^{* * *} \\ (0.036) \end{gathered}$ | $\begin{gathered} 0.030 \\ (0.119) \end{gathered}$ | $\begin{gathered} 0.015 \\ (0.027) \end{gathered}$ |
| Black | $\begin{gathered} -0.648^{* * *} \\ (0.047) \end{gathered}$ | $\begin{gathered} -1.295^{* * *} \\ (0.083) \end{gathered}$ | $\begin{gathered} -1.566^{* * *} \\ (0.091) \end{gathered}$ | $\begin{gathered} -0.904^{* * *} \\ (0.094) \end{gathered}$ | $\begin{gathered} -0.914^{* * *} \\ (0.093) \end{gathered}$ | $\begin{gathered} -1.291^{* * *} \\ (0.193) \end{gathered}$ | $\begin{gathered} -1.358^{* * *} \\ (0.086) \end{gathered}$ |
| Hispanic | $\begin{gathered} -0.607^{* * *} \\ (0.058) \end{gathered}$ | $\begin{gathered} -0.728^{* * *} \\ (0.102) \end{gathered}$ | $\begin{aligned} & -0.791^{* * *} \\ & (0.109) \end{aligned}$ | $\begin{gathered} -0.790^{* * *} \\ (0.112) \end{gathered}$ | $\begin{gathered} -0.791^{* * *} \\ (0.112) \end{gathered}$ | $\begin{gathered} -0.729^{* * *} \\ (0.103) \end{gathered}$ | $\begin{gathered} -0.799^{* * *} \\ (0.107) \end{gathered}$ |
| Other | $\begin{aligned} & 0.383^{* * *} \\ & (0.092) \end{aligned}$ | $\begin{aligned} & 0.209^{*} \\ & (0.124) \end{aligned}$ | $\begin{gathered} 0.170 \\ (0.123) \end{gathered}$ | $\begin{gathered} 0.402^{* * *} \\ (0.044) \end{gathered}$ | $\begin{aligned} & 0.397^{* * *} \\ & (0.109) \end{aligned}$ | $\begin{gathered} 0.211 \\ (0.160) \end{gathered}$ | $\begin{gathered} 0.129 \\ (0.129) \end{gathered}$ |
| Eighth Grade Score | $\begin{aligned} & 1.592^{* * *} \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 1.833^{* * *} \\ & (0.034) \end{aligned}$ | $\begin{aligned} & 1.974^{* * *} \\ & (0.037) \end{aligned}$ | $\begin{gathered} 2.206 * * * \\ (0.057) \end{gathered}$ | $\begin{gathered} 2.197^{* * *} \\ (0.043) \end{gathered}$ | $\begin{aligned} & 1.837^{* * *} \\ & (0.170) \end{aligned}$ | $\begin{aligned} & 1.793^{* * *} \\ & (0.033) \end{aligned}$ |
| Eleventh Grade Score | $\begin{gathered} 3.036^{* * *} \\ (0.021) \end{gathered}$ | $\begin{gathered} 2.616^{* * *} \\ (0.032) \end{gathered}$ | $\begin{aligned} & 2.810^{* * *} \\ & (0.033) \end{aligned}$ | $\begin{gathered} 3.150^{* * *} \\ (0.109) \end{gathered}$ | $\begin{gathered} 3.138^{* * *} \\ (0.056) \end{gathered}$ | $\begin{aligned} & 2.621^{* * *} \\ & (0.228) \end{aligned}$ | $\begin{gathered} 2.537^{* * *} \\ (0.037) \end{gathered}$ |
| School-Level |  |  |  |  |  |  |  |
| Pupil Teacher Ratio | $\begin{gathered} 0.005 \\ (0.008) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.004) \end{gathered}$ | $\begin{aligned} & -0.006 \\ & (0.006) \end{aligned}$ | $\begin{gathered} -0.004 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.005) \end{gathered}$ | $\begin{aligned} & -0.003 \\ & (0.005) \end{aligned}$ | $\begin{aligned} & -0.005 \\ & (0.006) \end{aligned}$ |
| Fraction Free Lunch | $\begin{gathered} -0.150 \\ (0.374) \end{gathered}$ | $\begin{aligned} & -0.448 \\ & (0.319) \end{aligned}$ | $\begin{gathered} -0.720^{* *} \\ (0.367) \end{gathered}$ | $\begin{aligned} & -0.527^{*} \\ & (0.390) \end{aligned}$ | $\begin{aligned} & -0.524^{*} \\ & (0.388) \end{aligned}$ | $\begin{aligned} & -0.448 \\ & (0.327) \end{aligned}$ | $\begin{aligned} & -0.556^{*} \\ & (0.325) \end{aligned}$ |
| Fraction Black | $\begin{aligned} & -0.008 \\ & (0.396) \end{aligned}$ | $\begin{gathered} -0.267 \\ (0.558) \end{gathered}$ | $\begin{gathered} -0.307 \\ (0.718) \end{gathered}$ | $\begin{gathered} -0.383 \\ (0.645) \end{gathered}$ | $\begin{gathered} -0.383 \\ (0.641) \end{gathered}$ | $\begin{gathered} -0.268 \\ (0.554) \end{gathered}$ | $\begin{gathered} -0.099 \\ (0.522) \end{gathered}$ |
| Number of Eleventh Graders | $\begin{gathered} 0.000 \\ (0.000) \end{gathered}$ | $\begin{aligned} & 0.001^{* *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* *} \\ & (0.000) \end{aligned}$ | $\begin{aligned} & 0.001^{* * *} \\ & (0.000) \end{aligned}$ |
| Average Eighth Grade Score | $\begin{gathered} 0.943^{* * *} \\ (0.169) \end{gathered}$ | $\begin{aligned} & 1.085^{* * *} \\ & (0.166) \end{aligned}$ | $\begin{aligned} & 1.126^{* * *} \\ & (0.177) \end{aligned}$ | $\begin{gathered} 1.492^{* * *} \\ (0.190) \end{gathered}$ | $\begin{aligned} & 1.486^{* * *} \\ & (0.190) \end{aligned}$ | $\begin{aligned} & 1.089 * * * \\ & (0.267) \end{aligned}$ | $\begin{aligned} & 0.992^{\star * *} \\ & (0.159) \end{aligned}$ |
| Average Eleventh Grade Score | $\begin{gathered} -0.336^{* *} \\ (0.165) \end{gathered}$ | $\begin{aligned} & -0.206 \\ & (0.154) \end{aligned}$ | $\begin{aligned} & -0.208 \\ & (0.164) \end{aligned}$ | $\begin{gathered} -0.160 \\ (0.177) \end{gathered}$ | $\begin{aligned} & -0.162 \\ & (0.176) \end{aligned}$ | $\begin{aligned} & -0.205 \\ & (0.157) \end{aligned}$ | $\begin{aligned} & -0.244^{*} \\ & (0.147) \end{aligned}$ |
| Sample Size | 98,417 | 62,185 | 62,185 | 62,185 | 62,185 | 62,185 | 62,185 |

Notes: The sample is as in Table 3.1. The level of observation is the student. Each column is from a separate regression of ACT scores on the reported student- and school-level covariates. Missing value indicators and districtlevel versions of school covariates also included but coefficients not reported. Standard errors calculated using 200 bootstrap replications resampling schools. *** indicates statistical significance at the 0.01 level, ** at the 0.05 level, and * at the 0.01 level.

Figure 3. 1: Observed and Latent ACT ACT Scores Pre- and Post-Mandatory ACT
(a) Calculating Latent Scores Pre-Policy (Frequency Distributions)

(b) Pre-Policy Observed and Latent Score Densities


Notes: Figure (a) shows: 1) the distribution of ACT scores pre-policy, 2) the distribution post-policy reweighted following DiNardo, Fortin, and Lemieux (1996) to resemble th pre-policy cohort, and 3) the difference between (1) and (2), which is the latent score distribution among non-takers in the pre-period. Figure (b) plots kernel densities of (1) and (3). Along the top of the figure are percentiles of (1) followed by the fraction of (3) that has a latent score higher than that value.

Figure 3. 2: Observed and Predicted ACT Scores Pre- and Post-Policy
(a) Predicting ACT Scores Using Basic Student and School Characteristics

(b) Predicting ACT Scores Using Grade 8 and 11 Student Test Scores


Notes: Figure (a) shows pre- and post-policy raw ACT scores and fitted values from regressions of ACT scores on student-level demographics and school-level demographics and test scores. The pre-policy fitted values are predicted out of sample to all students. Figure (b) shows the same picture but adds student-level eighth and eleventh grade test scores to the prediction equations. $95 \%$ confidence intervals are omitted from (b) for readibility.

Figure 3. 3: Comparing the Performance of Sample Selection Corrections


[^68]Figure 3. 4: Predicted ACT Score Mean From Tobit, by Censoring Point and Covariate Set


Notes: Figure shows predicted mean ACT scores estimated from Tobit regressions of ACT scores on covariates using pre-policy data. The data is censored so that ACT-takers scoring below a certain percentile and non-takers are assigned the score at the censoring point. The x -axis is the percentile at which the data is censored. The horizontal line gives the true post-policy mean score.


[^0]:    ${ }^{1}$ From author's communications with state departments of education.

[^1]:    ${ }^{2}$ Klasik (forthcoming) uses similar data and methods as Goodman (2012). Klasik's results are larger than Goodman's (2012), are statistically imprecise, and vary substantially across treatment state and specification. In similar analyses (available upon request) I use the Current Population Survey (CPS), American Community Survey (ACS), and National Longitudinal Survey of Youth (NLSY) 1997 restricted access geocode data finding similarly imprecise results that vary dramatically across treated state, data source, and specification with no clear pattern.

[^2]:    ${ }^{3}$ Exceptions are primarily for-profit institutions, specialty or religious institutions, and institutions that admit all or nearly all applicants.
    ${ }^{4}$ Several more states are in the process of passing legislative bills to implement the reform or are implementing the reform in a pilot phase in a handful of districts.

[^3]:    ${ }^{5}$ Fee waivers are available for low-income students but take-up is low, perhaps because it requires paperwork on the part of the student and coordination with high school counselors.

[^4]:    ${ }^{6}$ A recent working paper isolates the cost of taking a college entrance exam in a nearby location, as opposed to one's high school. Bulman (2013) finds that the opening of an SAT test center in a school has large effects on SATtaking, and on educational attainment. This suggests that the binding cost or barrier faced by a marginal student deciding whether to take a college entrance exam is not the direct financial or time cost of taking the test itself, but rather the cost or lack of information due to not having a test center in one's school. That paper also examines the effects in three school districts (Stockton, CA, Palm Beach, FL, and Irving, TX) of implementing a free SAT. He finds four-year enrollment effects of the policies on the order of 15 percent. While these effects are substantially larger than those I estimate, a single district in the state offering the SAT for free is quite a different policy than a statewide implementation of a mandatory exam.
    ${ }^{7}$ The literature is mixed on whether this signal should affect behavior. Stinebrickner and Stinebrickner (2012) show that learning about ability plays a central role in the college drop-out decision. In the secondary school context, Jacob and Wilder (2010) show that students do update their expectations based on the acquisition of new information about their ability, but that over four-fifths of high school seniors think that they will acquire a bachelor's degree (an extreme overestimate). The fact that high school students tend to overestimate the likelihood that they will earn a degree suggests that new information from ACT scores would not be an expected channel through which the mandatory ACT policy would boost college enrollment.

[^5]:    ${ }^{8}$ From author's discussions with high school guidance counselors.
    ${ }^{9}$ These data were provided by the Michigan Department of Education, Center for Educational Performance and Information, and Michigan Consortium for Educational Research.
    ${ }^{10}$ See Dynarski, Hemelt, and Hyman (2013) for a detailed discussion of the NSC matching process and coverage rates.

[^6]:    ${ }^{11}$ In the rare case when an eleventh grade home address is missing, I use the home address during the surrounding grades. For 2 percent of the sample, the address is missing during all grades in high school. In these instances, a distance to the nearest ACT center is not assigned.
    ${ }^{12}$ Unemployment rates at the city (when available) or county level are from the Bureau of Labor Statistics.
    ${ }^{13}$ I define a student as enrolling in college if he or she enrolls before October $1{ }^{\text {st }}$ of the second fall following on-time high school graduation. This definition ensures that the measure is consistent across cohorts as I do not observe more than two years of enrollment for the most recent cohort. This variable can be thought of as a liberal measure on-time college enrollment that captures students graduating high school on time and taking a gap year before enrolling, or students who take an extra year to graduate high school and then enroll the following fall.
    ${ }^{14}$ The reason for the 9 percentage points of non-compliance is primarily drop-out. Of the $91 \%$ of students in my sample who reach $12^{\text {th }}$ grade, the test-taking rate is $95 \%$. Of those who graduate high school, the test-taking rate is $97.8 \%$. The remaining non-compliance is mostly due to students taking the special education version of the eleventh grade test that does not include the ACT. Of the $80 \%$ of the sample who are high school graduates, and who do not take the special education version of the test, the fraction with a valid ACT score is $98.9 \%$. While $95 \%$ of students in each school are required to take the eleventh grade assessment for NCLB purposes, it is not technically a graduation requirement, hence this small remaining gap.
    ${ }^{15}$ The exception to this pattern is black students, who have a lower test-taking rate than whites pre-policy, but whose test-taking rate increases by a similar number of percentage points. This is due to the large proportion of black students who drop out of high school without taking the eleventh grade assessment.
    ${ }^{16}$ An examination of the percentage by cohort reveals that the drop occurs suddenly at the time of the reform and is not due to a negative pre-trend.

[^7]:    ${ }^{17}$ The treatment states are Colorado, Illinois, Michigan, and Kentucky. The comparison states are Alabama, Arkansas, Idaho, Iowa, Ohio, Oklahoma, Minnesota, Mississippi, Missouri, Montana, New Mexico, Utah, West Virginia, and Wisconsin.
    ${ }^{18}$ For students taking the ACT multiple times, I use their first score. For students taking the SAT but not the ACT, I include their SAT score scaled to the ACT metric. For students taking both tests, I use their first ACT score.

[^8]:    ${ }^{19} X$ includes LEP, SPED, free lunch status, race dummies, and sex. $S$ includes fraction on free lunch, fraction black, number of eleventh graders, and pupil-teacher ratio. $D$ includes the district-level versions of the variables in $S$ plus student-guidance counselor ratio, dummies for urban / rural status, and the local unemployment rate. All interactions of student-level covariates with each other and with the school- and district-year level covariates are included. The R -Squared from the regression is 0.149 .
    ${ }^{20}$ Results are not sensitive to whether or not the weights are censored.

[^9]:    ${ }^{21}$ A Kolmogorov-Smirnov nonparametric test of the equality of the distribution of the observed scores among takers and the latent scores among non-takers is rejected with a p-value of 0.000 .
    ${ }^{22}$ It is also the $25^{\text {th }}$ percentile of first-year students attending Central Michigan University and Western Michigan University, two selective, though not flagship, state universities.
    ${ }^{23}$ These figures are taken from ACT Inc. (2002). A score of 18-21 likely qualifies a student for admission to nonselective institutions, 20-23 to traditional institutions, 22-27 to selective institutions, and 27-31 (or higher) to highly selective institutions.

[^10]:    ${ }^{24}$ Each bootstrapped replication resamples schools from the original data to allow for correlation of the error term within schools. The main assumption for the validity of the bootstrapped standard errors is that the original sample is representative of the population of interest. This is convincing because the sample is indeed the population of all Michigan public school students, which is the population of interest. See Efron and Tibshirani (1993) for details. Because the standard errors are more conservative, I conduct the bootstrapped replications after having already created the DFL weights using the original sample. Re-estimating the DFL regression after each of the bootstrap replications produces standard errors for the statistics reported above equal to $0.012,0.9$, and 1.0 , respectively.

[^11]:    ${ }^{25}$ One reason for non-compliance in the post period in addition to high school dropout and taking the special education version of the eleventh grade test is migration out-of-state. A small fraction of students may enroll in their spring eleventh grade semester but then move out-of-state mid-semester before the eleventh grade test is offered in March. While my college-enrollment measure captures out-of-state attendance, I only observe ACT-taking for students who take the exam in Michigan. This could cause bias in my analysis of ACT-taking if students moving out-of-state are a selected sample. Testing the sensitivity of the results to non-compliance in the post period also effectively tests against bias due to out-of-state migration.

[^12]:    ${ }^{26}$ Using this logic, the 0.227 estimated using the main sample in columns 1 and 2 is a lower bound in the sense that any non-compliers in the post period scoring $>=20$ will boost this proportion since the number of pre-policy takers earning $>=20$ remains unchanged.

[^13]:    ${ }^{27}$ Unlike sex and race, the number of students on free lunch in the CCD is available only as school totals, not by grade. I create the total number of eleventh graders receiving free lunch in a state by assuming that the fraction of eleventh graders receiving free lunch in a school is the same as the total fraction of the school receiving free-lunch. ${ }^{28}$ While several studies have shown a substantial degree of measurement error in ACT/SAT self-reported family income measures (Avery and Hoxby, 2012; Card and Payne, 2002), this strategy is the best available given that I do not observe free lunch status in the ACT micro data.

[^14]:    ${ }^{29}$ I exclude Colorado from this analysis because unlike the other three mandatory ACT states, there is a high rate of SAT-taking pre-policy ( $32 \%$ of high school graduates relative to $12 \%$ in Illinois, $8 \%$ in Kentucky, and $10 \%$ in Michigan, as published by ACT Inc.). High achieving students who take the SAT and not the ACT pre-policy will be incorrectly categorized as college-ready non-takers. As expected, I calculate a proportion of college-ready nontakers to takers of 0.41 in Colorado, nearly twice as large as in the other mandatory ACT states.

[^15]:    ${ }^{30}$ For each calculation by subgroup, I restrict the sample to students in that group and create a new set of DFL weights scaled to adjust for the different sample sizes pre- versus post-policy. Thus, the larger number of free lunch or minority students in the post period does not mechanically lead to a larger proportion of college-ready non-takers to takers among these groups.
    ${ }^{31}$ I also examine heterogeneity by school-level characteristics such as school poverty share, and whether the school was a pre-policy ACT test center, two subgroups that are of interest later in the paper. I find a slightly larger proportion among high poverty high schools and among schools that were not a pre-policy center, but the results are not statistically significantly different across the groups.

[^16]:    ${ }^{32}$ The University of Michigan - Ann Arbor, with a $25^{\text {th }}$ percentile ACT score of 27, is not included in the figure.

[^17]:    ${ }^{33}$ The high school GPA and course-taking information that I use for this exercise is self-reported on the ACT Student Questionnaire. It has been shown to correspond very closely to courses taken and grades earned as reported on student transcripts (Freeberg, 1988; Sawyer et al., 1988; Valiga, 1987). As a measure of a college-ready curriculum, I use what ACT calls a "core curriculum:" whether students have taken (or plan to take) four years of English and at least three years each of math, science, and social studies.
    ${ }^{34}$ I use the same process, including the DFL re-weighting, as described in Section IVa. The only difference is that I tally the number of ACT-takers pre- and post-policy by their GPA in addition to their score.
    ${ }^{35}$ In Roderick et al. (2009), their metric for qualifying to enroll in a selective four-year institution for students scoring between 18-20 on the ACT is earning a high school GPA of 3.0 or higher.

[^18]:    ${ }^{36}$ Appendix 1.1 presents an analysis of the effect of the policy in other treated states using data from IPEDS. I also conduct analysis using a number of other nationally representative data sets. The results are statistically imprecise with no clear pattern across treated state or specification. They are available upon request.
    ${ }^{37}$ The Michigan Promise Scholarship was a short-lived merit scholarship that offered up to $\$ 4,000$ toward college for the last pre-mandatory ACT policy cohort and first two post-policy cohorts. Preliminary findings suggest little to no impact of the policy on college-going (Dynarski, et al. 2013). The Michigan Merit Curriculum, also implemented around this time, is a reform increasing the course requirements necessary to graduate high school. However, the first cohort exposed to the policy is eleventh graders in 2010 who are not in my sample.

[^19]:    ${ }^{38}$ Unless otherwise noted, $X$ includes student-level variables sex, race, free lunch status, LEP, SPED, eighth grade test scores, school-year level variables fraction black, free lunch, number of eleventh graders, average eighth grade scores, and the same district-year level covariates plus guidance counselor to pupil ratio, dummies indicating urban / rural status, and the local unemployment rate.

[^20]:    ${ }^{39}$ These tend to be very large schools in suburban areas.
    ${ }^{40}$ Radius, or caliper, matching matches test center schools to all non-test center schools within a specified range of propensity scores (I use one percent). Kernel matching does not explicitly drop schools but rather for each test center school weights nearby non-test center schools using a kernel function (I use an Epanechnikov kernel).
    ${ }^{41}$ If I trim the sample by twenty percent, my college enrollment results display the same pattern of heterogeneity and are slightly larger in magnitude. If I do not trim any of the test center schools with the highest propensity scores, the balance of covariates across the two types of schools is substantially worse and the pattern of heterogeneity is again the same, but slightly smaller in magnitude.

[^21]:    ${ }^{42}$ It is also important to note that most stories involving differences in unobservables biasing the effects would provide a downward bias on the results. If particularly active or motivated teachers, counselors, or administrators are those who initiate a test center at a school, it seems likely that such staff would more effectively implement the mandatory ACT policy than staff at non-center schools. In fact, the author's discussions with guidance counselors and visits to high schools suggest the existence of heterogeneity in the implementation of the mandatory ACT policy, such as differences in the levels of awareness and culture surrounding the test, and in test-preparation.

[^22]:    ${ }^{43}$ I also examine whether the policy increases enrollment at selective four-year colleges. I define selective colleges as those with Barron's quality rankings of Most Competitive, Highly Competitive, or Very Competitive. In Michigan, $11 \%$ of students in the matched sample of schools enroll at such colleges pre-policy, relative to the $32 \%$ that enroll at any four-year college. Unfortunately the results are too imprecise to detect a selective college enrollment effect. In results not shown, I observe a very small and statistically insignificant effect of the policy on selective college enrollment. I similarly find no statistically significant impact of the policy on out-of-state enrollment.
    ${ }^{44}$ I define two-year enrollment as enrolling in a two-year school and not a four-year school, so that two- and fouryear enrollment are mutually exclusive.

[^23]:    ${ }^{45}$ Table 1.A. 1 reports the results from this regression. The results are nearly identical when using probit or logit.
    ${ }^{46}$ Pre-policy means of the dependent variable are reported in italics beneath the standard errors.

[^24]:    ${ }^{47}$ Results are similar when dividing the predicted probability index by tercile or quartile and are available upon request.

[^25]:    ${ }^{48}$ The individual math and ELA are also standardized before taking their average.
    ${ }^{49}$ As I further break these groups by predicted probability of ACT-taking, finer splits by eighth grade score than above and below the average yield imprecise estimates.

[^26]:    ${ }^{50}$ I use the overall mean standardized score of zero as opposed to the within-group mean score.
    ${ }^{51}$ Similarly, a linear interaction of the treatment and eighth grade score has a near zero coefficient for the overall sample, but a positive and statistically significant coefficient among students at high poverty schools.
    ${ }^{52}$ Other studies also find that students who start at a community college are less likely to eventually earn a bachelor's degree than those starting at a four-year college (Reynolds, 2012; Long and Kurlaender, 2009).

[^27]:    ${ }^{53}$ I receive National Student Clearinghouse data in the summer, which means that for a cohort currently enrolled in their fifth year of college, I observe whether they enroll in year four and graduate after their fourth year.
    ${ }^{54}$ The effects on persistence by school poverty largely reflect the pattern seen overall, though the persistence effect is more attenuated among the high poverty group. The effect on graduation nearly entirely disappears among this group. The overall point estimate appears to be driven by the students in the low / middle poverty schools for whom the enrollment effect is quite small.

[^28]:    ${ }^{55}$ Results are nearly identical when I instead use three miles (the pre-policy median) to do the split. See Figure 1.A. 1 (map) for means of student-level driving distance pre-policy by school district.
    ${ }^{56}$ I prefer to use the school-level test center method as my main strategy, and to leave the distance method as a robustness check for two reasons: 1) any attempt to separate students by distance into treatment and comparison groups is arbitrary since distance is a continuous measure, and 2) it is easier to understand the selection process of schools becoming test centers than of students living close to or far from a test center. Thus, I can more convincingly sign any possible bias due to selection on unobserved characteristics when using the test center ${ }_{57}$ strategy than when using the distance strategy.
    ${ }^{57}$ I drop the $2 \%$ of the sample with missing home addresses.

[^29]:    ${ }^{58}$ Results are the same for a more formal two-stage-least-squares analysis of the effect of taking the ACT on enrollment, where the excluded instrument is the interaction of a dummy for being in the post-policy period with a dummy for being enrolled in a school without a pre-policy center. Results of this analysis are available from the author upon request.

[^30]:    ${ }^{59}$ In a future draft of this paper, I test these implications empirically to examine whether capacity constraints appear to be an issue in this context.

[^31]:    ${ }^{60}$ If a state chooses to include the writing portion of the ACT, the cost is an additional $\$ 15$ per test.
    ${ }^{61}$ All mandatory ACT cost numbers in this section come from communication between the author and staff at state departments of education. All costs of other policies in this section are in 2007 dollars and come from Levine and Zimmerman (2010) unless otherwise noted. The costs of the early childhood programs and STAR have been discounted back to age zero using a 3\% discount rate. Costs of mandatory ACT and other high school and college interventions have not been discounted.
    ${ }^{62}$ States must still administer another eleventh grade assessment to supplement the ACT and include social studies and other requirements of No Child Left Behind. However, certainly it is cheaper to design and grade fewer tests.

[^32]:    ${ }^{63}$ Another recent intervention offers students college application fee waivers and information regarding college application strategies and financial aid (Hoxby and Turner, 2013). I exclude this study from the cost / benefit comparison because they focus on changes in the number and selectivity of colleges applied to, and the selectivity of the college in which a student enrolls, rather than simply college attendance.
    ${ }^{64}$ One caveat to this cost / benefit analysis is that the marginal student may vary across studies: the student who is induced to attend college by assistance filling out the FAFSA may differ from who is induced from smaller classes. The above differences in cost / benefit could reflect that it is more difficult to induce certain students. Ideally I would like to compare the cost of inducing the same student into college.

[^33]:    ${ }^{65}$ The author does not indicate which monthly CPS survey she uses to create these covariates, so I assume it is the main March survey. The summary statistics of these covariates are nearly identical to those in her paper.

[^34]:    ${ }^{66}$ In her main result, the author excludes 2010 due to the implementation of the policy in Kentucky and Tennessee in that year.

[^35]:    ${ }^{67}$ The result is the same whether or not I log the count of eleventh graders, and when I estimate the equation separately for Illinois or Colorado.

[^36]:    ${ }^{68}$ I also test the sensitivity of her results to weighting by population and to using states in the same census region as control states (Goodman shows results using border states as controls) instead of all ACT states. The selective college enrollment results are uniformly smaller in magnitude when weighted by population or when using these other sets of control states, but they are similar and still statistically significant.
    ${ }^{69}$ http://nces.ed.gov/programs/digest// [accessed May 4, 2013].

[^37]:    ${ }^{70}$ I calculate this statistic by creating the college-year level total first-time enrollment totaled over those college-year-sending states with missing immediate enrollment. I then sum this over all college-years. I divide this number by total first-time enrollment summed over all college-year-sending states regardless of missing immediate enrollment status.

[^38]:    ${ }^{71}$ Goodman (2012) does not report results using this specification and controlling for covariates.

[^39]:    Notes: Panel (a) plots the pre-reform proportion of college-ready students not taking the ACT to those who take the ACT by the ACT score threshold used to calculate college-readiness. The 0.23 among all students at an ACT score of 20 corresponds to the earlier finding that for every 100 students scoring at or above a 20 on the ACT, there are another 23 students who would score as such but do not take the test. Panel (b) uses an ACT score of 20 threshold, and shows the proportion after further restricting the college-readiness threshold to include a high school GPA cutoff.

[^40]:    ${ }^{1}$ A third arm of the experiment assigned a full-time teacher's aide to regular classes. Previous research has shown no difference in outcomes between the regular-sized classes with and without an aide. We follow the previous literature in pooling students from both types of regular classes into a single control group. The results are substantively unchanged if we include an indicator variable for the presence of a full-time teacher's aide.
    ${ }^{2}$ Cascio and Staiger (2012) show that fade-out of test-score effects is, at least in some settings, a statistical artifact of methods used by analysts to normalize scores within and across grades. However, they

[^41]:    specifically note that the sharp drop in estimated effects that occurs after the end of the STAR experiment cannot be explained in this way.

[^42]:    ${ }^{3}$ In 2006, the NSC used social security number as well as name and date of birth in its matches. As of 2010, NSC had ceased to use social security number for its matches.

[^43]:    ${ }^{4}$ Dynarski et al. (2012) calculate this rate by dividing undergraduate enrollment at Tennessee colleges included in NSC as of 1998 by enrollment at all Tennessee colleges in 1998. The list of colleges participating in the NSC and the year that they joined is accessible on the NSC website. Enrollment data are from the Integrated Postsecondary Education Data System (IPEDS), a federally-generated database that lists every college, university and technical or vocational school that participates in the federal financial aid programs (about 6,700 institutions nationwide) (National Center For Education Statistics, 2010).
    ${ }^{5}$ We re-weight the Tennessee-born in the ACS data to match the racial composition of the STAR sample, which was disproportionately black.
    ${ }^{6}$ Using IPEDS, we calculate that $70 \%$ of undergraduate degrees are conferred by institutions that, according to the NSC website, report degrees to NSC. Dynarski et al. (2012) also find lower degree coverage in the NSC relative to enrollment coverage.

[^44]:    ${ }^{7}$ This is true in terms of percentage points. The percent increase in college attendance would remain unchanged.
    ${ }^{8}$ The conclusion is the same when we weight coverage by the number of degrees conferred rather than by undergraduate enrollment.

[^45]:    ${ }^{9}$ To obtain the figures, we replace the small-class indicator variable in our identifying equation with a full set of its interactions with year fixed effects. The coefficients on these interactions and their confidence intervals are plotted in the bottom panel. In the top panel, we add these interactions to the year-specific control means.
    ${ }^{10}$ This pattern of findings sheds light on the difference between our findings and those of Chetty et al. (2011). We can reconcile our findings with Chetty et al. (2011) if we censor the NSC data so that they exclude the same enrollment spells that are unobserved in their data, see Table 2.A.2.

[^46]:    ${ }^{11}$ We measure selectivity using Barron's quality categories. Using an index that includes multiple proxies for quality such as the acceptance rate, tuition, and the average ACT/SAT score of entering students provides similar results.

[^47]:    ${ }^{12}$ Field of study is available only for students who complete a degree; we are therefore unable to examine the field of study for non-completers.
    ${ }^{13}$ We follow a degree-coding scheme defined by the National Science Foundation (National Science Foundation, 2011). We apply this scheme to two text fields included in NSC: degree title (e.g., "associates" or "bachelor of science") and college major (e.g., "biology"). A small number of students who receive a degree are missing both degree title and college major, and are excluded from this analysis.

[^48]:    ${ }^{14}$ Abdulkadiroglu et al. (2011) and Hoxby and Murarka (2009) use a similar approach when they instrument for years spent in a charter school with potential years spent in a charter school, where potential years is a function of winning a charter lottery and the grade of application.

[^49]:    ${ }^{15}$ We regress an indicator for college attendance against the average scores in multiple standardized tests administered when the subjects were between ages six and nine. Scores are normalized (within age) to mean zero and standard deviation one. We measure college attendance by 2006, when the children were 25 to 29 years old.

[^50]:    ${ }^{16}$ Results are unchanged if we exclude the school-by-wave fixed effects and demographics.

[^51]:    ${ }^{17}$ In other words, if we assume that none of the treatment group attends for-profit colleges but 8.7 percent of the control group does, the implied total college enrollment rate among the control group would be 0.422 . This rate is 3.7 percentage points higher than the observed attendance rate among the control group (excluding for-profit colleges) of 0.385 .

[^52]:    ${ }^{18}$ All costs in this section are in 2007 dollars and come from Deming and Dynarski (2010) unless otherwise indicated. The costs for the early childhood programs and STAR have been discounted back to age zero using a 3 percent discount rate. Costs of the high school and college interventions have not been discounted.

[^53]:    ${ }^{1}$ Anecdotally and in the media, state and district administrators who have recently adopted mandatory test-taking policies (or are considering doing so) have voiced concerns that falling average scores have or will cause public relations problems. Some have expressed frustration at their inability to predict by how much test scores will fall when they implement the reform. See articles: "Testing way for more to take ACT" (Dejka, 2012); "ACT scores have fallen, Are area students ready for next step?" (Dunlap Tribune, 2011); "Low test scores worry districts" (Hetzner, 2010); "Everyone's into ACT, and it shows" (Banchero, 2002).

[^54]:    ${ }^{2}$ Artificially censoring the sample of test-takers assumes that all non-takers would score below the censoring point. Furthermore, Tobit assumes that errors in the selection and outcome equations are identical, rather than the weaker assumption of being jointly normally distributed.

[^55]:    ${ }^{3}$ A number of older papers examine whether state-level mean SAT scores suffer from selection bias by controlling for state and year fixed effects, state-year level characteristics and polynomials of the state-year level testparticipation rate (Dynarski 1987; Dynarski and Gleason 1993). These studies find substantial selection bias in statelevel averages and suggest correction methods that are heavily dependent on functional form assumptions. None of these studies exploit exogenous changes in test participation rates and scores.

[^56]:    ${ }^{4}$ These data were provided by the Michigan Department of Education, Center for Educational Performance and Information, and Michigan Consortium for Educational Research.

[^57]:    ${ }^{5}$ In the rare case when the eleventh grade home address is missing, I use the home address during the surrounding grades. Two percent of the sample has no non-missing addresses during any grade in high school, and are dropped from the analysis.
    ${ }^{6}$ Unemployment rates at the city (when available) or county level are from the Bureau of Labor Statistics.

[^58]:    ${ }^{7}$ For students taking the ACT multiple times, I use their first score. For students taking the SAT but not the ACT, I include their SAT score scaled to the ACT metric. For students taking both tests, I use their first ACT score. ${ }^{8} X$ includes all interactions of LEP, SPED, free lunch status, race dummies, and a gender dummy. $S$ includes fraction on free lunch, fraction black, number of eleventh graders, pupil-teacher ratio, student-guidance counselor ratio, and dummies for urban-rural status. The R-Squared from the regression is 0.149 .

[^59]:    ${ }^{9}$ In the current educational landscape of No Child Left Behind, the parameter of interest is often not a mean score but rather the fraction of students scoring above some threshold. In a future version of this paper, I will also gauge the performance of these corrections at predicting the fraction of students who score at a college-ready level.

[^60]:    ${ }^{10}$ Coefficients from this regression as well as from the regressions correcting for sample selection can be seen in Tables 3.A.2, 3.A.3, and 3.A.4.
    ${ }^{11}$ Unless otherwise noted, I calculate all standard errors throughout the paper by taking the standard deviation of the parameter across 200 bootstrap replications. I resample schools to maintain the clustered structure of the error term. ${ }^{12}$ I also attempt to estimate the correction using LIML instead of the 2 -step estimator, but the likelihood function does not converge, foreshadowing the performance of the Heckman correction generally.

[^61]:    ${ }^{13}$ I use a student's home address during eleventh grade. In the rare case that a student has multiple addresses during eleventh grade, I use the one with the shortest distance to a center.
    ${ }^{14}$ Standard errors are clustered at the school level and calculated without the bootstrap.
    ${ }^{15}$ All test scores are standardized within cohort and grade to have mean of zero and standard deviation of one. For eighth grade, I use the average of a student's math and English scores, where both are standardized before taking the average. For eleventh grade, I use social studies scores since post-policy math and English scores are in part determined by a student's ACT score.

[^62]:    ${ }^{16}$ Two other ways of estimating a similar correction assume a $\chi^{2}$ or Student-T error distribution for the error term rather than the uniform or normal distribution (Lee, 1982; Heckman, Tobias, and Vytlacil, 2003). I attempt this procedure, but like the Heckman correction using LIML, the maximum likelihood estimator does not converge.

[^63]:    ${ }^{17}$ In estimating the multivariate kernel regression, I follow methods for discrete and continuous data developed in Racine and Li (2004) and Li and Racine (2004), using cross-validation to choose the bandwidth.
    ${ }^{18}$ There are also several techniques available to estimate the selection equation semiparametrically by assuming $E\left[e_{i} \mid Z_{i}, T A K E_{i}=1\right]=g\left(\gamma Z_{i}\right)$, where $g($.$) is called a single-index function (Ichimura, 1993; Klein and Spady,$ 1993). This allows for estimation of $\hat{\gamma}$. However, I prefer to use the non-parametric kernel regression since the single-index assumption that $\gamma$ and $Z_{i}$ can be neatly aggregated into a scalar, where selection is assumed to depend only on this scalar, is a still a strong one.
    ${ }^{19}$ Newey developed the procedure to be used having estimated the single-index model in the first step. Choi (1993) derives the statistical properties of the Newey correction using the propensity score from the first step. There are alternative methods of semiparametrically estimating the second step besides the Newey correction (Powell, 1987; Ahn and Powell, 1993). I focus on the one Newey method for brevity.
    ${ }^{20}$ Newey, Powell, and Walker (1990) use just two terms for the series, which they choose using cross-validation. Given my larger sample size, and that according to Newey (1988) the number of terms should increase with the sample size, I use a quintic in the p -score. In a future version of this paper, I will use cross-validation to verify the correct choice. I have explored results using between two and ten terms, and results are similar regardless.

[^64]:    ${ }^{21}$ Note that for all analyses using student- or school-level eleventh grade scores, social studies scores are used, which during post-policy period are from a separate state test from the ACT and thus are not mechanically affected by a student's ACT scores.
    ${ }^{22}$ Estimating the specifications including eighth grade scores, but not eleventh grade scores, performs better than the specifications without any student-level measures of achievement, but worse than those that include eighth and eleventh grade scores. For example, the predicted mean score using OLS and eighth grade scores is 19.91. It is 20.48 without any student scores, 19.52 using both eighth and eleventh grade scores, and is 19.25 using the post-policy data. Complete results using only eighth grade scores are available from the author upon request.

[^65]:    ${ }^{23}$ A more accurate way to plot the predicted scores would be to add pulls from the distribution of residuals to the predicted scores. I reserve this for a future draft. For now, while the predicted distributions from all of the estimators will be inaccurate, I can still compare the relative performance of each, as they are all inaccurate in a similar way. ${ }^{24}$ I omit confidence intervals on the densities of predicted values for readability.

[^66]:    ${ }^{25}$ Card and Payne (2002) discuss this in a working version of their paper: "This specification is consistent with a conventional joint-normal model of latent test scores and test participation in which the probability of writing the SAT is assumed to depend on a set of factors that are identical for individuals in the same family-background-stateyear cell. More generally, it can be interpreted as an approximation to the selectivity adjustment implied by an arbitrary model of test score outcomes and test participation in which test participation depends on a single index that is 'fully absorbed' by family background x state x year dummies (Ahn and Powell, 1993)."
    ${ }^{26}$ I drop schools that do not appear in both 2005 and 2008 with at least one ACT-taker. $2 \%$ of students in my sample are dropped due to this restriction.

[^67]:    ${ }^{27}$ I also include a quadratic and cubic in $p$, but do not report results as they perform consistently worse than the linear term alone.
    ${ }^{28}$ The reason for the change is that the sample is changing slightly. Students with missing eleventh grade scores are now dropped since they do not fall into a test score quartile. Also, while the school-level sample was conditioned on only appearing if there was at least one ACT-taker in the school in both years, there are cells at the more refined level of aggregation, for example poor minority students with the lowest test scores, in which there are no ACTtakers. These students are not contributing to the average ACT scores in less refined cells but are included in the weighting.

[^68]:    Notes: Figure shows pre- and post-policy fitted values from regressions of ACT scores on student-, school-, and district-level demographics, and eighth and eleventh grade test scores. The pre-policy fitted values are predicted out of sample to all students. Tobit, Heckman, and Newey are several selection corrections estimated using the pre-policy sample. $95 \%$ confidence intervals, which are quite tight, are omitted for readibility.

