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Circadian rhythms and mood:
Opportunities for multi-level analyses
in genomics and neuroscience

Circadian rhythm dysregulation in mood disorders provides clues to the brain’s

organizing principles, and a touchstone for genomics and neuroscience

Jun Z. Li

In the healthy state, both circadian rhythm and mood are

stable against perturbations, yet they are capable of adjusting

to altered internal cues or ongoing changes in external

conditions. The dual demands of stability and flexibility are

met by the collective properties of complex neural networks.

Disruption of this balance underlies both circadian rhythm

abnormality and mood disorders. However, we do not fully

understand the network properties that govern the crosstalk

between the circadian system and mood regulation. This

puzzle reflects a challenge at the center of neurobiology, and

its solution requires the successful integration of existing data

across all levels of neural organization, frommolecules, cells,

circuits, network dynamics, to integrated mental function.

This essay discusses several open questions confronting the

cross-level synthesis, and proposes that circadian regulation,

and its role in mood, stands as a uniquely tractable system to

study the causal mechanisms of neural adaptation.
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Introduction

A hallmark feature of mood disorders is disrupted circadian/
sleep patterns [1], a comorbidity well recognized at the
behavioral level. However, the causal relationship between
the two conditions (i.e. which comes first?) is not fully
understood. Our recent study of postmortem brain tissues
identified 24-hour cyclic patterns of gene expression in
healthy donors, and found that such patterns were disrupted
in patients of major depressive disorder (MDD) [2] (also
see [3]). This result uncovered the link between circadian
rhythm and mood at the level of gene regulation, and drew
attention to many bigger questions: How do sleep disruption
and other circadian abnormalities contribute to mood
disorders in general? What is the role of neural and
physiological rhythms in mental health? And how can
genomic datasets and systems biology help us answer these
questions?

Although exciting progress has been made in clarifying
the biochemical and cellular mechanisms of brain func-
tions, neural network properties remain difficult to study,
and will be the focus of this essay. I will briefly review
the current state of knowledge of circadian system and
mood regulation, highlighting network properties and
system dynamics as key mediators of neural plasticity,
which underlies the circadian rhythm-mood connection.
I will provide a quick tour of relevant gene expression
and genetic studies, summarizing their progress and
limitations. I will describe opportunities to achieve at
least modest successes in bridging the gene-level, cell-
level, and circuit-level research, and discuss open ques-
tions that represent major hurdles facing the synthesis of
psychiatric genetics and systems neuroscience. Through-
out the essay, I will make the case that circadian regulation
is an ideal system for the initial tackling of these
challenges.
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Plasticity, hierarchical networks, and
dynamics are essential features of
circadian regulation

Physiological and behavioral circadian rhythms are main-
tained by a biological timekeeping capability that has evolved
in most of life on earth. In mammals, these rhythms are
controlled by the master oscillator, which consists of a group
of rhythmic cells located in the suprachiasmatic nucleus (SCN)
of the hypothalamus [4]. SCN rhythms are entrained by photic
input from the eye. Local oscillators in other brain regions and
peripheral tissues receive input from the SCN and integrate
this signal with other internal cues, such as body temperature
and hormone levels. Compared to other brain functions such
as emotion and cognition, circadian rhythm regulation is a
particularly attractive model to study. Its input can be readily
controlled by adjusting the timing and quality of ambient light.
Its readout is measurable, for example, as daily oscillations of
hormone levels or transcriptomic patterns in a given tissue.
Because circadian regulation is universal across most life
forms it is relatively easy to find animal models that are
generalizable to humans. For example, key genes involved in
intrinsic cellular rhythms in humans (i.e. “clock genes”) have
homologs in fruit flies and rodents; both are well-developed
systems for genetic and functional dissection. The cellular and
circuit-level organization of mammalian circadian regulation
has been extensively reviewed [5]. Of primary interest to this
essay are the higher-level features of the circadian system –
functional plasticity, network properties, and dynamics – and
their relevance to other integrated mental functions.

Functional plasticity: A good clock is reliable and
adjustable

Circadian regulation is a quintessential example of functional
plasticity, as it demonstrates the balance between consistency
and flexibility. The baseline rhythms, particularly in the SCN,
are robust to genetic and environmental perturbations [6, 7].
However, these rhythms can adapt to major changes in the
operating environment, including seasonal changes of day
length, and, in the case of modern humans and experimental
animals, sudden changes in daily light schedule [5, 8]. Evolution
has enabled the circadian system to respond to gradual seasonal
changes. However, rapid phase resetting as demanded by air
travel or shift work is an evolutionarily recent, novel stressor;
and the mammalian circadian system is capable of responding
to such acute demands. Even so, while most people can make
the transition to a new schedule, frequent shifts can lead to
long-term health consequences, such as increased risk of
cardiovascular and immune dysfunction.

Network properties: No clock works alone in the
circadian system

In the SCN, rhythms are maintained as both single-cell and
ensemble properties. Each SCN neuron generates intrinsic
rhythmicity through interlocking feedback loops involving a

set of “core clock genes” and their protein products. Cell-
autonomous rhythms are synchronized at the level of cell
populations. The SCN exerts top-down control over other
brain regions and peripheral oscillators while receiving
feedback from them. Thus, the circadian control system is a
hierarchical network, involving “elementary clocks” in
individual cells, “ensemble clocks” in cell populations,
coupling between central and peripheral oscillators, and
interactions with external input [9] (Fig. 1). As an analogy,
different oscillators behave like sections in an orchestra –
within each section every member (the cell) is a self-sufficient
musician, and every musician plays in ensemble by listening
to the others and following a rhythmic input (the daily cycle of
environmental light). Each section has its distinct role, but
harmonizes with the other sections via a precise phase
relationship. There exists a standard temporal protocol, but it
is possible to vary it or to reset the phase relationship. Healthy
operation of the system relies on both central control and local
autonomy, and the right level of plasticity. Compared to
isolated cells, ensemble rhythms of the network are more
resistant to genetic or environmental perturbations [6, 7, 10],
serving as a reminder that circuit-level properties are central
to any effort to understand brain function.

Neural dynamics: The circadian system provides
an ideal model to study temporal organization

In the SCN, adaptation to seasonal changes of day length or
temperature is achieved not by changed oscillating properties
of individual neurons but by the altered phase relationship
among them [11, 12]. Circadian regulation thus provides an
ideal model to study the role of temporal organization. The
master-subordinate relationship between the SCN and other
oscillators is known; so is the core set of 10–20 genes and how
they interact with each other to maintain cell-autonomous
rhythms. The next several hundred genes in specific tissues
have begun to be recognized in genomic studies. There is a
wealth of existing data on the wiring diagram and connection
parameters for both intra- and intercellular interactions [13].
The dynamic behavior of circadian oscillators has been
extensively modeled (e.g. [14]), allowing quantitative under-
standing of coupling strength, phase distribution, and their
consequences [15]. In the example of recovery from jet lag, one
can ask somemodestly ambitious questions as a starting point
for understanding mechanisms of resynchronization and
stability: Since the dorsal and ventral regions of the SCN show
different response speeds to light schedule changes [16], how
do the two circuits regain phase cohesion? How does the
tissue ensemble transition from one stable state to another?
Can the mechanisms of phase resetting teach us something
about neural regulation in other systems?

Relevance to other systems: Everything happens
in its own time, for a reason, and together

Adaptation in other mental functions, including mood, is also
best understood in terms of network properties, including
intrinsic dynamics, responses to stress, and alternative (meta)
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stable states. This essay is partly inspired by the premise that
the manner in which the brain manages the synchrony and
asynchrony of neuronal populations is crucial to its normal
operation. Circadian rhythm regulation is not the only
example where temporal patterns in neural circuits – rather
than constitutional features such as static levels of neuro-
transmitters – encode the function of the system andmark the
divide between health and disease [17, 18]. In animal models,
short-term dynamic modulation of synaptic plasticity is
correlated with behavior in a working memory task [19].
Some cardinal symptoms of depression and schizophrenia are
linked to aberrant timing in information processing [20].
These results strongly suggest that inter-circuit coupling and
timing could be a universal mechanism for network-level
function, and that impaired temporal organization could
manifest as behavioral deficits [21]. Further, since maladapta-
tion may arise from an inability to regain proper synchrony,
this network-level phenotype can be a target for therapy; for
example, clinical data show that social rhythm stabilization
can improve recovery from bipolar depression [22, 23].

Circadian rhythm and mood regulation share a similar
temporal scale. The adjustment to jet lag takes many days to

harmonize across oscillators, despite the fact that ventral
SCN itself is entrained quickly [16]. The characteristic tempo
of this form of inter-circuit plasticity, spanning days to
weeks, is reminiscent of the mood cycling time in bipolar
disorders (BD) and the therapeutic delay observed for
classic antidepressants, which take 2–4 weeks to work fully
(in the case that they are effective for that individual). Could
circadian phase flexibility share a common mechanism
with mental resilience [24]? Do patients with depression
exhibit different patterns of synchronicity between oscillators
compared to healthy subjects, reflecting too much or too
little plasticity? Can we discover causal network features for
a brain disease as opposed to causal molecular or cellular
features?

Circadian system and mood disorders
are linked at the behavioral and
molecular levels

Mood disorders such as severe depression are one of the
central problems in neurobiology and psychiatry. Currently,
studies of mood disorder pathophysiology have implicated a
staggering array of biological processes (for a review, see [25]).
Of particular interest to this discussion, MDD and BD engage
neuroplasticity at multiple levels. At the behavioral level, the
depressed state can be induced by external stress factors as
an adaptive response (i.e. beneficial to the subject under the
circumstance). After the initial response, many people recover
to a normal state, demonstrating resilience. Yet in others,
depression becomes a stable state, even resistant to treatment

Figure 1. Hierarchical organization of the circadian system. A:
Rhythmicity within a cell is generated by feedback regulations
among core clock genes. B: Synchronization among cells produces
robust, ensemble rhythms in a population. C: The SCN exerts top-
down control over other oscillators, and receives external input,
indicated by the sun, as well as feedback from peripheral clocks.
Phase relationships among oscillators are stable, yet they can also
adapt to changed light schedules. D: Dynamic regulation and
dysregulation of circadian clocks affect behavioral outcomes.

....Prospects & Overviews J. Z. Li

307Bioessays 36: 305–315,� 2013 The Author. Bioessays published by WILEY Periodicals, Inc.

P
ro
b
le
m
s
&
P
a
ra
d
ig
m
s



(Fig. 2). The exact mechanism by which the brain enters and
locks into a depressed state, even when it is no longer
beneficial, remains elusive. As such, proper mood regulation
requires a balance between stability and plasticity, resembling
the dual demand observed in circadian regulation.

Circadian abnormality can be both a causal factor and
consequence of psychiatric disorders. For some people,
troubled sleep adds to their stress level and provokes the
onset or worsening of depression; while for others sleep
disruption may be secondary to depression and/or receiving
medical treatment. Clock dysfunction is closely intertwined
with mood disorders in animal models. Mice carrying a
dominant-negative mutation of the Clock gene show sleep
disturbances, but also manic-like behavior, which can be
reversed by lithium, a common mood-stabilizing drug [26].
Such observations confirm a strong genetic link between
circadian clock and mood regulation, although they do not
resolve the causal relationship between the two in humans.

Past studies have uncovered numerous mechanisms to
explain the connection between circadian rhythm disruption
andmood disorders (reviewed in [27]). These two functions are
linked bymonoamine signaling [26, 28] and immune function,
as mediated by the proinflammatory cytokines [29] (but also
see [30]), the hypothalamic-pituitary-adrenal axis and
glucocorticoids, metabolic factors such as peptides regulating
eating behavior, general mitochondrial function, and neuro-
genesis [31, 32]. Much of this impressive literature is populated
by molecular and cellular findings. However, additional
studies are needed to sort out the relative importance of the
diverse lineup of molecular/cellular factors. In which brain
circuits do they act? Under which environmental conditions?
At which stage of brain development? How do they influence
network dynamics and behavioral output?

What can be learned from gene
expression studies?

In recent years, the challenge of knowledge integration in
studies of complex traits was amplified by the influx of larger-
scale data, particularly from gene expression and genetic
analyses. Gene expression profiling belongs to the new
discipline of Functional Genomics, which applies high-
throughput methods to study the function, regulation, and
interaction of all measurable molecular components of a cell
or tissue system. While these components include DNA, RNA,
proteins, and metabolites, here I will focus on transcriptomic
changes that accompany circadian cycling.

In non-human animals, circadian cycles of gene expression
have been demonstrated in the blood, brain, liver, kidney,
skeletal muscle, and heart [33–36]. Parallel studies in humans
have been limited to easily accessible tissues such as the oral
mucosa [37], skin biopsies [38], hair follicle cells [39], and
cultured cell lines [40, 41]. In a recent study [2], we extended
whole-transcriptome analyses to the human brain, using
postmortem tissues obtained from six cortical and limbic
regions (not including the SCN). Our results show that circadian
patterns do exist in the transcriptome of healthy donors, and
are in-phase across the six regions analyzed. The patterns
involve several hundred transcripts, led by the best-known
clock genes such as BMAL1. The data suggest that gene
expression rhythmsmust be stable, as the cyclicitywas detected
over 55 brain donors, each representing a single time point in
the overall 24-hour cyclic patterns. The donors experienced
different acute medical conditions at death, thus our findings
re-affirm the robust and slow-changing nature of the circadian
rhythm: Even though some genes respond rapidly to external
factors, even on a time-scale of less than one hour [42, 43], the
daily cycling of known clock genes is impervious to sudden
changes in environmental cues outside of the SCN.

Our study still left many questions unanswered. First, the
medical records of the study participants did not describe
the quality, duration, or phase of sleep at their final days of
life, precluding an answer to the what-comes-first question.
Second, as a general limitation in bulk tissue analysis, studies
of large brain regions can only report the average profile of
all cells in the population. Future studies of the brain
transcriptome need to take spatial heterogeneity into account,
and must address other prominent sources of biological noise
such as medication history and agonal conditions [44].

Despite these limitations, gene expression analysis
remains a powerful tool for reading out the cellular and

Figure 2. Health and disease can be conceived as two inter-
convertible, metastable states, depicted as troughs in an energy
landscape. A: Stressful situations, coupled with intrinsic vulnerability
including genetic predisposition, may shift the healthy state into
an alternative and relatively stable state that has adaptive value.
B: Sometimes the adaptive state may be “locked” in, and becomes
a maladaptive disease state. It is difficult to restore health when the
disease is locally stable, with a high barrier blocking the return path
to health. The situation is akin to the classic concept of canalization.
Understanding the network properties that govern system stability
will guide the development of better therapies that can tilt the
landscape in favor of health, or lower the barrier by finding more
effective drug targets.
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biochemical disturbances in specific brain regions – assuming
that such signatures are observable at the spatial resolution
attempted, and remain at the time of tissue collection. This
approach provides a useful complement to the classic genetic
methods because causal genetic factors only provide the
innate proclivity of a trait, a yet-to-be-realized susceptibility.
In contrast, gene expression profiles of the mature tissue
capture the present state, and may reveal proximal causal
mechanisms (Fig. 3). If the varied assortment of contributing
factors, both genetic and environmental, converges on a
smaller number of functional states, analysis of the tran-
scriptomic correlates of phenotypic outcome can be more
powerful and more informative than simply trying to detect
the genetic correlates.

Genetic studies of circadian rhythms
and psychiatric disorders brought
limited returns

In humans, while many DNA variants can perturb the amount
and biochemical function of the gene products, only a subset
of them can penetrate all the intermediate levels (e.g. cells
and circuits) to affect emotion and behavior. The goal of
genetic studies is to understand the “architecture” of genetic
influence and identify the causal variants among the many
naturally occurring but phenotypically neutral variants.

Mendelian and common forms of sleep disorders
cover a spectrum of genetic effects

Several Mendelian forms of sleep disorders have been
described [45]. A pedigree of familial advanced sleep phase
disorder (FASPD) carries a S662G variant in hPer2, a human
homolog of the period gene in Drosophila, a core clock

gene [46]. When tested in transgenic mice, the S662G change
recapitulated the human phenotype [47]. Similar discoveries
were subsequently made for other clock genes in additional
pedigrees of sleep disorders [48, 49]. Meanwhile, mouse
models of Clock, Npas2, Bmal1, Cry1, and Cry2 show altered
sleeping traits (reviewed in [45]). Collectively, these studies
provided convincing support for the importance of core
clock genes in regulating sleep behavior. Notably, the loss
of a single clock gene in animal models is often insufficient
to disrupt normal rhythms unless environmental time
cues are also disrupted. In the normal environment,
multiple genetic defects are often required to elicit altered
behavior [10], demonstrating robustness against genetic
perturbations.

In humans, the prevalence of Mendelian sleep disorders is
not accurately known, but they are likely rare. The population
burden of common sleep disorders is yet to be defined. Twin
studies have shown that sleeping traits have a moderate
genetic component in the general population, with narrow-
sense heritability in the 30–40% range [50–53]. Candidate
gene-based association studies of common circadian rhythm
disorders have focused primarily on known clock genes and
have been reviewed previously [45].

Unlike candidate gene studies, genome-wide association
studies (GWAS) enable an unbiased search beyond known
candidates. To date, three GWAS have been conducted
for sleeping traits, and have identified association signals
near the NPSR1 and PDE4D genes [54], in CACNA1C,
encoding an L-type calcium channel [55], and ABCC9,
encoding an ATP-sensitive potassium channel [56].
Attempts to replicate the CACNA1C signal have produced
mixed results [55, 57]. Notably, none of the core clock genes
reached genome-wide significance in these GWAS, suggest-
ing that, with the sample size currently available, the
association between common variants in known clock
genes and common circadian rhythm traits have not yielded
replicable results.

Figure 3. Genetic association studies look for
remote causal links between genotype and
phenotype, while gene expression analyses
explore proximal correlations between the tran-
scriptome and the outcome. During the life
history of an individual, shown along the arrow,
inherited genetic variants provide a background
predisposition as a person-specific “trait”, which
acts in most cells, tissues, and life stages, but
may or may not manifest as a disease “state”.
The disease state varies by cell type, tissue
type, and the time window, and critically,
reflects the cumulative influence of the person’s
unique environments and life experience. A
positive genetic association is detectable only if
the DNA variant has a sufficiently strong impact,
such that the causal link can persist through all
the intermediate levels of organization. Gene
expression analysis, in contrast, reports the
present state of gene regulation in a specific
tissue, and reflects the gene-environment inter-
actions in the recent past.
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GWAS for psychiatric disorders: Large
community efforts, variable yields

An extensive literature exists regarding linkage analyses and
candidate gene association studies of psychiatric traits. Taken
together, candidate gene-based association for complex traits
has a lackluster history, marked by poor reproducibility [58,
59]. Here, I will focus on GWAS, in which the statistical
threshold is higher than for candidate genes, but the signals
that did achieve genome-wide significance have proven to be
more reproducible. Dozens of GWAS have been conducted for
five mental disorders: MDD, BD, schizophrenia, autism, and
attention deficit hyperactivity disorder; andmanymore GWAS
are added every year. A meta-analysis of MDD (11,215 patients
and 9,761 controls) did not identify risk loci with genome-wide
significance [60]. A similar analysis of BD (11,974 patients and
51,792 controls) identified CACNA1C, a calcium channel, and
ODZ4, encoding a cell surface protein [61]. A meta-analysis of
schizophrenia (n> 50,000 patients and controls) implicated
22 loci [62, 63]. Pathway analysis showed that calcium
channels are enriched in BD association intervals. Of note, the
CACNA1 gene was among the top findings in the GWAS for
sleeping traits described above [55], suggesting a potential
common genetic link between sleep and mood disorders.

The polygenic nature of psychiatric disorders
brings new challenges

A meta-analysis of GWAS for schizophrenia suggested a
polygenic model, involving common alleles across thousands
of loci, each contributing very small effects [64]. Since then,
a polygenic genetic architecture has been similarly reported for
other complex traits such as multiple sclerosis and body mass
index [65, 66]. Combined analyses of the five psychiatric
diseases mentioned above, including 33,332 cases and 27,888
controls, demonstrated strong cross-disorder genetic over-
lap [67, 68]. Four regions, including CACNA1C, were associated
with all five disorders. Among MDD, BD, and schizophrenia,
risk scores calculated from polygenic signals in one disorder
can explain a statistically significant (albeit small) portion of
the variance of a second disorder, particularly between BD and
schizophrenia, suggesting shared genetic etiology spreading
numerous loci. The latest analysis of schizophrenia implicated
6,300–13,200 independent SNPs [63].

The findings described above have provided deeper
insight into the genetic basis of psychiatric disorders, but
they have also brought us head-on into the next puzzle: How
to make use of these findings? The polygenic scores, while
compelling in a statistical sense, are remarkably diffuse in a
biological sense. The sheer number of risk factors has no
parallel in the history of epidemiology. For a study cohort, the
inherited risks are apparently spread over thousands of loci
and subtly implicate numerous genes and pathways. Howev-
er, for an individual patient, does he/she come to develop the
disease by equally dispersed biological routes? Or, could
the polygenic signal be merely illusory, formed by pooling
large numbers of patients with heterogeneous causes, each of
whom develop a disease due to far fewer variants, but of
higher phenotypic impact [69]? If the latter is true, what is the

best way to identify the heterogeneous, patient-specific
genetic factors? Questions such as these are the subject of
ongoing debate and are discussed further in Box 1.

Rare, high-impact variants take center stage

To date, genetic studies have identified ABCC9 and possibly
CACNA1C for common sleeping traits, CACNA1C and ODZ4 for
BD, no significant signals for MDD, 22 associated regions for
schizophrenia, and broad, polygenic signals shared across
multiple disorders. These GWAS, however, have not identified
any core clock genes with genome-wide significance. Taken
together, we currently have very few specific DNA variants
with large effects to motivate experimental follow-up,
especially at the interface of circadian rhythm and mood
regulation. Polygenic signals andmost pathway findings carry
limited specificity. For example, when a psychiatric disease is
said to involve hundreds of genes that, as a whole, are

Box 1

Limitations of the polygenic
understanding of psychiatric
disorders

Polygenicity may turn out to be the fundamental truth
for most common human diseases, and its discoverymay
be the overriding achievement of the GWAS approach
[70, 71]. However, the lack of specific molecular clues
remains a dark cloud over complex trait genetics,
threatening its relevance as a source of useful insights.
There have been two anticipated utilities of GWAS
findings. The first is prediction of disease outcome – the
“risk engine”, similar to an actuarial table, and the second
is mechanistic understanding – the “wiring diagram” of
biology [72]. Currently, the predictive power of the
polygenic signals is quite limited: It mostly does not
outperform traditional risk factors such as family history
and is unlikely to improve dramatically in the near future.
Much attention has thus been turned, understandably, to
the task of distilling genetic findings into pathway signals
that may guide further research [70]. There has been
much recent progress in tool development and pathway
annotation [73, 74], leading to a steady streamof pathway
findings [75, 76]. Pathway results, however, often lack
sensitivity and specificity, because they come from (i) in
silico literature mining, requiring that the connection has
already been publishedbefore and is formally searchable,
or (ii) enrichment analysis of generic gene annotation,
which is currently incomplete, rapidly changing, and
rarely addresses specifically the particular brain circuits,
symptoms, or developmental stages. In this regard, new
efforts to develop functional annotations for specific life
stages and specific cell types represent a promising
direction, and have begun to yield more disease-specific
pathway findings [77].
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enriched for neurodevelopment or synaptic transmission, the
notion lies closer to the question than to the answer, as it is
hardly a novel insight that brain disorders will likely involve
neurodevelopment and neural transmission. In the absence of
a credible molecular target, these results also do not lead to
clearly falsifiable predictions.

In the near future, given the paucity of unequivocal leads,
it is profitable to focus on de novo, Mendelian or nearly
Mendelian cases, using rare DNA variants of large impact as
the source of informative genetic perturbation. The increased
availability of DNA variation data in the general population,
produced by large-scale DNA sequencing in studies of other
human diseases, opens up opportunities of finding genetic
signals of testable consequences. For example, it would be
quite interesting to ask if carriers of loss-of-function mutations
in core clock genes present altered sleep habits or some forms
of previously unrecognized sleep disorders. If the answer is no,
the next interesting question is how molecular defects in key
clock genes could be compensated at the physiological level. If
the answer is yes, the identified individuals, with reverse-
ascertained circadian abnormalities, would provide exciting
new models to probe the molecular interactions underlying
circadian regulation. Logistically, this genotype-looking-for-
phenotype approach will be greatly aided by a national or
international registry of genetic variants of unknown func-
tional significance. When call-back phenotyping becomes
feasible, it could extend from sleep behavior to mental
function parameters, providing the much needed epidemio-
logical data to address the chicken-versus-egg question.

An integrative framework as the new
frontier

In the following, I will assume that at a certain point in the
future we have indeed obtained a series of DNA variants that
strongly impact circadian rhythms or mood regulation, and
consider the question: How can these results be useful to
neurobiologists to help them explain disease mechanisms?
Sincewe donot fully understand the components and governing
principles of neural systems, a central task is to apply the right
experimental tools to support a chosen level of analysis. The
standard toolkit of neurobiology offers an impressive arsenal of
techniques for every level. For example, electrical recording can
be performed in dissociated cells, in brain slices, or in vivo.
Available cell models include cultured olfactory neurons [78],
skin fibroblasts [79], or induced pluripotent stem cells [80]. At a
higher level, brain imaging can capturemorphometric or activity
measures in many brain regions. The challenge at the new
frontier is in integrating these tools to further a cross-level
understanding: From causal genes to causal networks, with
causal dynamic patterns of neural activity that are predictive of
circadian rhythms and/or affective states.

How might this integration take place?

To illustrate how all the tools and data can be marshaled
under an integrative “framework”, I will use a hypothetical

scenario. Let us suppose that, first, genetic or gene expression
data have implicated a calcium channel gene in mood
disorders. And second, screening of Mendelian families or
de novo cases has identified rare mutations with a strong
predicted impact on channel function. Using this genetic lead,
we can screen the general population to identify additional
subjects carrying high-impact mutations in this gene, and
in the meantime, develop targeted animal models such as
gene-disrupting transgenics or optogenetic models. Using
these human subjects or animal models, we can pursue
the pathophysiological relevance of the mutations at
multiple levels simultaneously (see Box 2). While none of
the experiments in Box 2 addresses the complete mechanism,
the multi-level data from the same sample series have the
best chance to “fill in” the succession of gaps from genes
to behavior. And the experiments, when driven by concrete
genetic hypotheses, have the best chance to unravel the
causal relationships in the system.

Box 2

Simultaneous multi-level
characterization of suspected
high-impact genetic variants

(1) In a cell system, we may determine whether the risk
variants alter the expression level of the channel
protein or its functional properties, such as conduc-
tion capacity or ion selectivity.

(2) At the synaptic level, we may use brain slices to
show aberrant localization of the variant protein,
or demonstrate altered plasticity, e.g. stronger or
weaker long-term potentiation.

(3) For a network-centric approach, we may find that
carriers of high-risk variants exhibit altered brain
activity in a specific cortical network or an abnormal
connection between two such networks.

(4) For dynamic properties, a neural firing unit may show
an atypical frequency or amplitude of oscillation, or
become out of phase with another unit.

(5) Developmentally, there may be delayed pruning of
neural processes in a specific cortical layer, or
diminished neurogenesis in the adult hippocampus.

(6) At the behavior level, wemay test sleeping traits such
as the length, phase, and quality of sleep [81].

(7) For global gene activity profiles, we may apply
transcriptomic or metabolomic analysis and identify
signatures previously seen in patient samples.

(8) To zoom in to study a particular time period or
specific cell types in vivo, we may apply optogenetic
methods to control the intensity and temporal
pattern of focal activation [82].

(9) To study genetic interaction, we may create
additional transgenic rodents either in a defined
background, or introduce the candidate variants into
a complex background such as the high-diversity
outbred lines.
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Because circadian regulation represents a uniquely workable
system, it is suitable as the testing ground of this integrative
research program. For example, coupling between the SCN
and other oscillators should be contrasted between
the mutation carriers and normal controls, especially in the
context of dynamic network properties. Specifically, since
the master oscillator resides in a well-defined anatomical
unit, the SCN, a valuable focal point of research is to
interrogate the strength and phase of functional coupling
between the SCN and other brain oscillators [83, 84], such as
the locus coeruleus, which regulates the transition from
attention to behavioral flexibility [85], or amygdala, which
regulates fear, anxiety, and depression symptoms. These
experiments will directly address if, and how, a single genetic

mutation can affect small-circuit plasticity,
temporal coordination among networks,
and behavioral outcome [16].

In practice, the best efforts of cross-level
integration may break down. For example,
despite clear evidence for the involvement
of the monoamine neurotransmitters at
the cellular and pharmacological level,
PET studies could not correlate depression
severity to the distribution and occupancy
of monoamine receptors/transporters [86].
In animal models, an engineered genetic
defect often fails to impinge on cellular or
circuit phenotypes because of (presumably)
compensatory effects of other genes. Some-
times, it takes two genetic defects to elicit a
disease-like condition, but only in a certain
genetic background or under certain envi-

ronmental stress. In this regard, circadian regulation and its
role in mood disorders present the opportunity to clarify the
power and limitations of multi-scale integration.

Three hurdles: Developmental timing, nonlinear
system, and ontological mismatch

The difficulty of translating genetic findings to physiological
explanations is rooted in the unexplained coupling between
different levels of biological organization, and the critical
dimension of time, involving both developmental timing and
network dynamics (Fig. 4). Neural outputs such as emotion,
cognition, and behavior are not directly coded, or understood,

Figure 4. Multi-level integration in complex trait studies, with the interplay between circadian
system and mood regulation as an example. From left to right are successive levels of
biological organization, starting from the molecular level, passing the cellular and network
levels, before reaching the phenotypic outcomes. From genes to cells, cells to circuits, and
onto outcomes, the interactions are many-to-many, and involve mechanisms that are often
poorly understood. These knowledge gaps are shown as black-bordered boxes between
adjacent levels. Some causal relationships only act “locally”, e.g. a DNA variant may affect a
specific cellular phenotype, while that phenotype may fail to affect any network in the next
level. Developmental timing adds a new dimension, shown as multiple sheets stacked on
each other, each with its own multi-level interactions. Some interactions are nonlinear and
iterative, e.g. circadian rhythm abnormality and mood disorders can each be the cause or
the consequence of the other. Molecular interaction within cells, shown in a network diagram
on the lower left, have been the focus of gene expression pathway analysis, functional
module annotation, and genome informatics, but they are distinct from, and do not address,
the intercellular networks that encode circuit-level features. The latter has its own
experimental data and emergent properties, requiring its own algorithms and informatics.
The dynamic property of neural networks is an essential level of inquiry, and the key to
understanding its plasticity and its effects on behavior, emotion, and disease outcome.
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by properties of single cells or bulk tissue averages. Rather,
the brain works as spatially distributed hierarchical neural
networks, molded by an individual’s genetics, early develop-
ment, and life experience. If much of the initial impairment
takes place during a critical period of brain development, as is
plausible for BD and schizophrenia, adult-onset symptoms
may merely occur as aftershocks of an unobserved earlier
distress. The ideal strategy for probing the temporal sequence
of brain disorders is to collect the longitudinal series that
covers the relevant episodes, but this is always a daunting task
in human studies. In short, we still lack suitable data to leap
this hurdle.

An even greater challenge lies in understanding the
iterative, nonlinear interactions between genes and environ-
ment. A long-standing riddle in psychiatric illnesses is the
contrast between their diverse plausible causes and the
accelerated appearance of distinctive symptoms. This contrast
echoes the deeper contradiction that knowledge in epidemi-
ology is statistical, yet the practice of medicine is personal.
From the statistical point of view, genetic predisposition in
most cases appears to be thinly distributed over thousands of
loci [63]. Similarly, neural deficiencies in any population of
patients implicate a widemix of neurotransmitter systems and
brain regions. However, at the individual level, the clinical
presentations are clustered, distinctly recognizable, and
often strongly familial, suggesting a restricted number of
archetypal disturbances, possibly involving a small number
of genetic origins, neurotransmitters, and brain circuits.
This implies that in the natural history of a given patient,
the interactions between his/her unique genes and unique
environment must be dynamic, convergent, self-organizing,
and self-reinforcing, bearing resemblance to the classic idea of
canalization [87, 88]. New analytical algorithms are needed
to capture such a clearly nonlinear system, as the current
case-control studies are primarily designed to screen for
simple, stable effects shared across a large cohort.

Lastly, we face an ontological mismatch between the
working concepts of different disciplines. As an analogy,
something as simple as water has many levels of understand-
ing: The structure of H2O does not automatically explain its
taste, wetness, or how it makes the floor slippery. Likewise,
the fundamental units of genetic analysis – genes, their
expression patterns in time and space, and pathways – remain
to be aligned with the fundamental units of neuroscience:
cells, chemical synapses, local circuits, their plasticity, and
the dynamics of large networks. They both remain to be
connected to system-level neural correlates, such as temporal
synchronization of transient neuronal assemblies. Network
properties are, at least in principle, objectively measurable,
yet they remain to be bridged to behavior or emotion, as
subjectively acted or experienced.

Concluding remarks

The dizzying progress in the fields of genomics and
neuroscience make it easy to forget that many scientific
hurdles remain to be overcome. A recent reminder of these
hurdles is the discussion of how psychiatric diagnosis has yet
to be connected to mechanistic footing [89, 90]. In this essay,

I draw attention to technical limits and pressing conceptual
challenges in both fields: In genetic studies, statistical
evidence of association remains to be elevated to functional
explanations that are experimentally testable. In neurosci-
ence, the challenge lies in uniting the data and tools across
multiple levels of analysis. In this regard, circadian regulation
allows concurrent studies on multiple scales, strengthening
the link between DNA variation, cellular activities, neural
circuitry, its dynamics and plasticity, and mood and
cognition. The analysis of the circadian-mood system provides
an exceptional opportunity for developing mechanistic
insights into nonlinear biological systems, and will be a
testing ground for the best tools in both genomics and
neuroscience. It is also suited to study the situation in which
the mechanistic link breaks down. Such a case disrupts the
existing best model and will help spell out how a high-level
feature becomes irreducible, or how a massive amount of
low-level data becomes intractable. Thus, the advances or
stagnation of this research will yield valuable lessons for
tackling other brain functions and other multi-level problems
in biology.

Acknowledgments
I thank the past and present support from the Pritzker
Neuropsychiatric Disorders Research Consortium, the Brain &
Behavior Research Foundation (formerly NARSAD), and
an IMHRO – Johnson & Johnson Rising Star Translational
Research Award. I also thank Drs. Megan Hagenauer, Chris
Gunter, and Huda Akil for providing insightful comments.

The author has declared no conflict of interest.

References

1. Healy D. 1987. Rhythm and blues. Neurochemical, neuropharmacologi-
cal and neuropsychological implications of a hypothesis of circadian
rhythm dysfunction in the affective disorders. Psychopharmacology (Berl)
93: 271–85.

2. Li JZ, Bunney BG, Meng F, Hagenauer MH, et al. 2013. Circadian
patterns of gene expression in the human brain and disruption in major
depressive disorder. Proc Natl Acad Sci USA 110: 9950–5.

3. Edgar N, McClung CA. 2013. Major depressive disorder: a loss of
circadian synchrony? BioEssays 35: 940–4.

4. Yamazaki S, Numano R, Abe M, Hida A, et al. 2000. Resetting central
and peripheral circadian oscillators in transgenic rats. Science 288:
682–5.

5. Takahashi JS, Hong HK, KoCH,McDearmon EL. 2008. The genetics of
mammalian circadian order and disorder: implications for physiology and
disease. Nat Rev Genet 9: 764–75.

6. Baggs JE, Price TS, DiTacchio L, Panda S, et al. 2009. Network
features of the mammalian circadian clock. PLoS Biol 7: e52.

7. Hogenesch JB, Ueda HR. 2011. Understanding systems-level
properties: timely stories from the study of clocks. Nat Rev Genet
12: 407–16.

8. Muraro NI, Pirez N, Ceriani MF. 2013. The circadian system: plasticity at
many levels. Neuroscience 247: 280–93.

9. Vansteensel MJ, Michel S, Meijer JH. 2008. Organization of cell and
tissue circadian pacemakers: a comparison among species. Brain Res
Rev 58: 18–47.

10. Liu AC, Welsh DK, Ko CH, Tran HG, et al. 2007. Intercellular coupling
confers robustness against mutations in the SCN circadian clock
network. Cell 129: 605–16.

11. Meijer JH, Michel S, Vanderleest HT, Rohling JH. 2010. Daily and
seasonal adaptation of the circadian clock requires plasticity of the SCN
neuronal network. Eur J Neurosci 32: 2143–51.

....Prospects & Overviews J. Z. Li

313Bioessays 36: 305–315,� 2013 The Author. Bioessays published by WILEY Periodicals, Inc.

P
ro
b
le
m
s
&
P
a
ra
d
ig
m
s



12. Buhr ED, Yoo SH, Takahashi JS. 2010. Temperature as a universal
resetting cue for mammalian circadian oscillators. Science 330: 379–85.

13. Goldbeter A. 2002. Computational approaches to cellular rhythms.
Nature 420: 238–45.

14. Forger DB, Peskin CS. 2003. A detailed predictive model of the
mammalian circadian clock. Proc Natl Acad Sci USA 100: 14806–11.

15. Abraham U, Granada AE, Westermark PO, Heine M, et al. 2010.
Coupling governs entrainment range of circadian clocks. Mol Syst Biol 6:
438.

16. Butler MP, Silver R. 2009. Basis of robustness and resilience in the
suprachiasmatic nucleus: individual neurons form nodes in circuits that
cycle daily. J Biol Rhythms 24: 340–52.

17. Buchman TG. 2002. The community of the self. Nature 420: 246–51.
18. Buzsaki G, Watson BO. 2012. Brain rhythms and neural syntax:

implications for efficient coding of cognitive content and neuropsychiatric
disease. Dialogues Clin Neurosci 14: 345–67.

19. Fujisawa S, Amarasingham A, Harrison MT, Buzsaki G. 2008.
Behavior-dependent short-term assembly dynamics in the medial
prefrontal cortex. Nat Neurosci 11: 823–33.

20. Uhlhaas PJ, Haenschel C, Nikolic D, Singer W. 2008. The role of
oscillations and synchrony in cortical networks and their putative
relevance for the pathophysiology of schizophrenia. Schizophr Bull 34:
927–43.

21. Uhlhaas PJ, Singer W. 2010. Abnormal neural oscillations and
synchrony in schizophrenia. Nat Rev Neurosci 11: 100–13.

22. Miklowitz DJ, Otto MW, Frank E, Reilly-Harrington NA, et al. 2007.
Intensive psychosocial intervention enhances functioning in patients with
bipolar depression: results from a 9-month randomized controlled trial.
Am J Psychiatry 164: 1340–7.

23. Frank E, Swartz HA, Kupfer DJ. 2000. Interpersonal and social rhythm
therapy: managing the chaos of bipolar disorder. Biol Psychiatry 48: 593–
604.

24. Karatsoreos IN, McEwen BS. 2011. Psychobiological allostasis:
resistance, resilience and vulnerability. Trends Cogn Sci 15: 576–84.

25. Krishnan V, Nestler EJ. 2010. Linking molecules to mood: new insight
into the biology of depression. Am J Psychiatry 167: 1305–20.

26. Roybal K, Theobold D, Graham A, DiNieri JA, et al. 2007. Mania-like
behavior induced by disruption of CLOCK. Proc Natl Acad Sci USA 104:
6406–11.

27. McClung CA. 2013. How might circadian rhythms control mood? Let me
count the ways. Biol Psychiatry 74: 242–9.

28. Hampp G, Albrecht U. 2008. The circadian clock and mood-related
behavior. Commun Integr Biol 1: 1–3.

29. Imeri L, Opp MR. 2009. How (and why) the immune system makes us
sleep. Nat Rev Neurosci 10: 199–210.

30. Raison CL, Miller AH. 2011. Is depression an inflammatory disorder?
Curr Psychiatry Rep 13: 467–75.

31. McCarthy MJ, Welsh DK. 2012. Cellular circadian clocks in mood
disorders. J Biol Rhythms 27: 339–52.

32. Menet JS, RosbashM. 2011.When brain clocks lose track of time: cause
or consequence of neuropsychiatric disorders. Curr Opin Neurobiol 21:
849–57.

33. Akhtar RA, Reddy AB, Maywood ES, Clayton JD, et al. 2002. Circadian
cycling of the mouse liver transcriptome, as revealed by cDNA
microarray, is driven by the suprachiasmatic nucleus. Curr Biol 12:
540–50.

34. Panda S, Antoch MP, Miller BH, Su AI, et al. 2002. Coordinated
transcription of key pathways in the mouse by the circadian clock. Cell
109: 307–20.

35. Yan J, Wang H, Liu Y, Shao C. 2008. Analysis of gene regulatory
networks in the mammalian circadian rhythm. PLoS Comput Biol 4:
e1000193.

36. Yang S, Wang K, Valladares O, Hannenhalli S, et al. 2007. Genome-
wide expression profiling and bioinformatics analysis of diurnally
regulated genes in the mouse prefrontal cortex. Genome Biol 8: R247.

37. Zieker D, Jenne I, Koenigsrainer I, ZdichavskyM, et al. 2010. Circadian
expression of clock- and tumor suppressor genes in human oral mucosa.
Cell Physiol Biochem 26: 155–66.

38. Brown SA, Fleury-Olela F, Nagoshi E, Hauser C, et al. 2005. The period
length of fibroblast circadian gene expression varies widely among
human individuals. PLoS Biol 3: e338.

39. Akashi M, Soma H, Yamamoto T, Tsugitomi A, et al. 2010. Noninvasive
method for assessing the human circadian clock using hair follicle cells.
Proc Natl Acad Sci USA 107: 15643–58.

40. Hoffman AE, Zheng T, Ba Y, StevensRG, et al. 2010. Phenotypic effects
of the circadian gene Cryptochrome 2 on cancer-related pathways. BMC
Cancer 10: 110.

41. Hughes ME, DiTacchio L, Hayes KR, Vollmers C, et al. 2009.
Harmonics of circadian gene transcription in mammals. PLoS Genet 5:
e1000442.

42. Carmichael ST. 2003. Gene expression changes after focal stroke,
traumatic brain and spinal cord injuries. Curr Opin Neurol 16: 699–704.

43. Jin K, Mao XO, Eshoo MW, Nagayama T, et al. 2001. Microarray
analysis of hippocampal gene expression in global cerebral ischemia.
Ann Neurol 50: 93–103.

44. Li JZ, Vawter MP, Walsh DM, Tomita H, et al. 2004. Systematic
changes in gene expression in postmortem human brains associated
with tissue pH and terminal medical conditions. Hum Mol Genet 13:
609–16.

45. Jones CR, Huang AL, Ptacek LJ, Fu YH. 2013. Genetic basis of human
circadian rhythm disorders. Exp Neurol 243: 28–33.

46. Toh KL, Jones CR, He Y, Eide EJ, et al. 2001. An hPer2 phosphorylation
site mutation in familial advanced sleep phase syndrome. Science 291:
1040–3.

47. Xu Y, Toh KL, Jones CR, Shin JY, et al. 2007. Modeling of a human
circadian mutation yields insights into clock regulation by PER2. Cell 128:
59–70.

48. Xu Y, Padiath QS, Shapiro RE, Jones CR, et al. 2005. Functional
consequences of a CKIdelta mutation causing familial advanced sleep
phase syndrome. Nature 434: 640–4.

49. He Y, Jones CR, Fujiki N, Xu Y, et al. 2009. The transcriptional repressor
DEC2 regulates sleep length in mammals. Science 325: 866–70.

50. Barclay NL, Eley TC, Buysse DJ, Rijsdijk FV, et al. 2010. Genetic and
environmental influences on different components of the Pittsburgh Sleep
Quality Index and their overlap. Sleep 33: 659–68.

51. GendersonMR, Rana BK, PanizzonMS, GrantMD, et al. 2013. Genetic
and environmental influences on sleep quality in middle-aged men: a twin
study. J Sleep Res 22: 519–26.

52. Hublin C, Partinen M, Koskenvuo M, Kaprio J. 2011. Heritability and
mortality risk of insomnia-related symptoms: a genetic epidemiologic
study in a population-based twin cohort. Sleep 34: 957–64.

53. Gehrman PR, Meltzer LJ, Moore M, Pack AI, et al. 2011. Heritability of
insomnia symptoms in youth and their relationship to depression and
anxiety. Sleep 34: 1641–6.

54. Gottlieb DJ, O’Connor GT, Wilk JB. 2007. Genome-wide association of
sleep and circadian phenotypes. BMC Med Genet 8: S9.

55. Byrne EM, Gehrman PR, Medland SE, Nyholt DR, et al. 2013. A
genome-wide association study of sleep habits and insomnia. Am J Med
Genet B Neuropsychiatr Genet 162: 439–51.

56. Allebrandt KV, Amin N, Muller-Myhsok B, Esko T, et al. 2013. A K(ATP)
channel gene effect on sleep duration: from genome-wide association
studies to function in Drosophila. Mol Psychiatry 18: 122–32.

57. Parsons MJ, Lester KJ, Barclay NL, Nolan PM, et al. 2013.
Replication of genome-wide association studies (GWAS) loci for sleep
in the British G1219 cohort. Am J Med Genet B Neuropsychiatr Genet
162: 431–8.

58. Hirschhorn JN, Lohmueller K, Byrne E, Hirschhorn K. 2002. A
comprehensive review of genetic association studies. Genet Med 4:
45–61.

59. Lohmueller KE, Pearce CL, Pike M, Lander ES, et al. 2003. Meta-
analysis of genetic association studies supports a contribution of
common variants to susceptibility to common disease. Nat Genet 33:
177–82.

60. Ripke S, Wray NR, Lewis CM, Hamilton SP, et al. 2013. A mega-
analysis of genome-wide association studies for major depressive
disorder. Mol Psychiatry 18: 497–511.

61. Psychiatric GWAS Consortium Bipolar Disorder Working Group. 2011.
Large-scale genome-wide association analysis of bipolar disorder
identifies a new susceptibility locus near ODZ4. Nat Genet 43: 977–83.

62. Schizophrenia Psychiatric Genome-Wide Association Study (GWAS)
Consortium. 2011. Genome-wide association study identifies five new
schizophrenia loci. Nat Genet 43: 969–76.

63. Ripke S, O’Dushlaine C, Chambert K, Moran JL, et al. 2013. Genome-
wide association analysis identifies 13 new risk loci for schizophrenia.
Nat Genet 45: 1150–9.

64. Purcell SM, Wray NR, Stone JL, Visscher PM, et al. 2009. Common
polygenic variation contributes to risk of schizophrenia and bipolar
disorder. Nature 460: 748–52.

65. Bush WS, Sawcer SJ, de Jager PL, Oksenberg JR, et al. 2010.
Evidence for polygenic susceptibility to multiple sclerosis – the shape of
things to come. Am J Hum Genet 86: 621–5.

66. Speliotes EK, Willer CJ, Berndt SI, Monda KL, et al. 2010. Association
analyses of 249,796 individuals reveal 18 new loci associated with body
mass index. Nat Genet 42: 937–48.

J. Z. Li Prospects & Overviews....

314 Bioessays 36: 305–315,� 2013 The Author. Bioessays published by WILEY Periodicals, Inc.

P
ro
b
le
m
s
&
P
a
ra
d
ig
m
s



67. Smoller JW, Craddock N, Kendler K, Lee PH, et al. 2013. Identification
of risk loci with shared effects on five major psychiatric disorders: a
genome-wide analysis. Lancet 381: 1371–9.

68. Lee SH, Ripke S, Neale BM, Faraone SV, et al. 2013. Genetic
relationship between five psychiatric disorders estimated from genome-
wide SNPs. Nat Genet 45: 984–94.

69. McClellan J, King MC. 2010. Genetic heterogeneity in human disease.
Cell 141: 210–7.

70. Hirschhorn JN. 2009. Genomewide association studies – illuminating
biologic pathways. N Engl J Med 360: 1699–701.

71. Visscher PM, Brown MA, McCarthy MI, Yang J. 2012. Five years of
GWAS discovery. Am J Hum Genet 90: 7–24.

72. [Anonymous]. 2005. Framework for a fully powered risk engine.Nat Genet
37: 1153.

73. Ramanan VK, Shen L, Moore JH, Saykin AJ. 2012. Pathway analysis of
genomic data: concepts, methods, and prospects for future develop-
ment. Trends Genet 28: 323–32.

74. Wang K, Li M, Hakonarson H. 2010. Analysing biological pathways in
genome-wide association studies. Nat Rev Genet 11: 843–54.

75. Schadt EE. 2009. Molecular networks as sensors and drivers of common
human diseases. Nature 461: 218–23.

76. Sullivan PF. 2012. Puzzling over schizophrenia: schizophrenia as a
pathway disease. Nat Med 18: 210–1.

77. Gulsuner S, Walsh T, Watts AC, Lee MK, et al. 2013. Spatial and
temporal mapping of de novo mutations in schizophrenia to a fetal
prefrontal cortical network. Cell 154: 518–29.

78. Perry C, Mackay-Sim A, Feron F, McGrath J. 2002. Olfactory neural
cells: an untapped diagnostic and therapeutic resource. The 2000 Ogura
Lecture. Laryngoscope 112: 603–7.

79. Yang S, VanDongen HP,WangK, Berrettini W, et al. 2009. Assessment
of circadian function in fibroblasts of patients with bipolar disorder. Mol
Psychiatry 14: 143–55.

80. Brennand KJ, Simone A, Jou J, Gelboin-Burkhart C, et al. 2011.
Modelling schizophrenia using human induced pluripotent stem cells.
Nature 473: 221–5.

81. Deboer T, van Diepen HC, Ferrari MD, Van den Maagdenberg AM,
et al. 2013. Reduced sleep and low adenosinergic sensitivity in cacna1a
R192Q mutant mice. Sleep 36: 127–36.

82. Royer S, Zemelman BV, Losonczy A, Kim J, et al. 2012. Control of
timing, rate and bursts of hippocampal place cells by dendritic and
somatic inhibition. Nat Neurosci 15: 769–75.

83. Abe M, Herzog ED, Yamazaki S, Straume M, et al. 2002. Circadian
rhythms in isolated brain regions. J Neurosci 22: 350–6.

84. Guilding C, Piggins HD. 2007. Challenging the omnipotence of the
suprachiasmatic timekeeper: are circadian oscillators present throughout
the mammalian brain? Eur J Neurosci 25: 3195–216.

85. Aston-Jones G, Chen S, Zhu Y, Oshinsky ML. 2001. A neural circuit for
circadian regulation of arousal. Nat Neurosci 4: 732–8.

86. Smith DF, Jakobsen S. 2013. Molecular neurobiology of depression:
PET findings on the elusive correlation with symptom severity. Front
Psychiatry 4: 8.

87. Waddington CH. 1959. Canalization of development and genetic
assimilation of acquired characters. Nature 183: 1654–5.

88. McGrath JJ, Hannan AJ, Gibson G. 2011. Decanalization, brain
development and risk of schizophrenia. Transl Psychiatry 1: e14.

89. Adam D. 2013. Mental health: on the spectrum. Nature 496: 416–48.
90. Hyman SE. 2012. Revolution stalled. Sci Transl Med 4: 155cm11.

....Prospects & Overviews J. Z. Li

315Bioessays 36: 305–315,� 2013 The Author. Bioessays published by WILEY Periodicals, Inc.

P
ro
b
le
m
s
&
P
a
ra
d
ig
m
s


