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ABSTRACT

Searches for permanent electric dipole moments (EDMs) are a powerful way to investi-
gate Beyond-the-Standard-Model CP-violation. This work describes the development of a
new technique to measure the EDM of '*Xe with a *He comagnetometer and reports the
results of our first measurement. In the HeXeEDM experiment, *He and '**Xe are polarized
using spin-exchange optical pumping, transferred to a measurement cell, and transported
into a magnetically shielded room. The free precession of both species is detected with
SQUID magnetometers in the presence of an applied 2.7-3.3 kV/cm electric field and a
2.6 1T magnetic field. Linear comagnetometer drifts are compensated by combinations of
four segments with alternating high-voltage. The results of a one week run and extensive
study of systematic effects is d('?*Xe) = 0.26 & 2.33(stat.) £ 0.73(syst.) x 107*" ecm.
This result corresponds to an upper limit of |d4('*Xe)| < 4.81 x 102" ecm (95% c.1.),

which is a factor of 1.4 more sensitive than the previous limit.
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CHAPTER1

Introduction

The fundamental symmetries of charge conjugation (C), parity (P), and time-reversal (T)
have puzzled physicists for decades. From the seminal measurements of parity-violation in
the late 1950s followed by the discovery of CP-violation in the mid-1960s, our understanding
of symmetries and their role in the fundamental interactions of particles has evolved. The
culmination of that knowledge and all known forces and elementary particles into a self-
consistent theory is known as the Standard Model of particle physics.

Despite the great success of the Standard Model, many physical observations are yet
unexplained. One of these is the predominance of matter over antimatter in the universe.
To understand the baryon asymmetry, we investigate the symmetries between particles and
antiparticles, C and CP symmetry. The Standard Model accommodates small amounts of
CP-violation, but it is not enough. In many extensions of the Standard Model, sources of
CP-violation arise naturally.

Electric dipole moments (EDMs) of particles, atoms, and molecules are manifestations of
CP-violation and therefore may provide insight into new physics. EDMs in different systems
are sensitive to different sources of beyond-the-Standard-Model CP-violation; therefore,
measurements in many systems are necessary to provide a complete picture. Neutron EDM
measurements have been ongoing for decades. Atomic and molecular EDM measurements

have been used to set stringent limits on the electron EDM. Diamagnetic atoms are uniquely



sensitive to possible new CP-violating interactions between nucleons. Currently, the EDM
limit of '%’Hg, a diamagnetic atom, is the most sensitive to date of any system. However,
theoretical uncertainty in atomic and nuclear structure calculations have made it difficult to
take advantage of the experiment’s precision to set limits on new physics.

129Xe, another diamagnetic atom, had been investigated in the past with the most recent
published limit in 2001. In 2013, the opportunity arose for a new '2°Xe investigation, taking
advantage of a magnetically-shielded environment developed for a neutron EDM experiment
in Garching, Germany. The experiment, HeXeEDM, uses a *He-!?Xe comagnetometer and
a new measurement technique, detection with SQUID magnetometers. This work provides
an overview of the experiment’s progress toward our first EDM measurement, which was a
low-statistics campaign in 2017 with one week of data collection.

In Chapter II, we describe the motivation for EDM searches, the relevance of a new
search for the '*Xe EDM, and other '*Xe efforts. In Chapters III and IV we describe
the HeXeEDM experiment with a particular focus on the development of the experimental
apparatus with focus on polarization, optical pumping cells, and diagnostic tests starting
at the Munich magnetically shielded room in 2014 to the first EDM measurement at the
Berlin magnetically shielded room (BMSR-2) in the summer of 2017. A study of systematic
frequency shifts observed in *He-'*Xe comagnetometers is presented in Chapter V. The
main focus of this work is the analysis and result for the 2017 EDM measurement. The
analysis method is described in Chapters VI and Chapter VII describes an extensive study
of systematic effects using data from auxiliary measurements performed in 2017 and 2018.
The final result and ultimate sensitivity of the HeXeEDM experiment are discussed in
Chapter VIII as well as a discussion tying this work to the context of the broader landscape

of EDM measurements.



CHAPTER I

Motivation

2.1 Background

2.1.1 Matter-Antimatter Asymmetry

The baryonic matter in the universe is dominated by matter rather than antimatter. The
asymmetry between baryons and antibaryons is characterized by the baryon-to-photon
ratio determined through big-bang nucleosynthesis (BBN) observations of light element
(*He, *He, D, SLi, and "Li) abundances and independently from the Cosmic Microwave

Background (CMB). The baryon-to-photon ratio is [1]

ng —Ng
n=-——"L_-61103 %107, (2.1)

Ny
where np is the number density of baryons, n 3 is the number density of antibaryons, and
n is the number density of photons. It is notably not zero, which one might expect in a
homogenous baryon-symmetric universe. In fact, in the case that the universe expansion

is faster than annihilation reactions in local thermal equilibrium, there would be leftover

baryons and antibaryons, known as “freeze out”. The freeze-out abundance is [2, 3]

B _ "B 1020 (2.2)
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which is too small to explain current observations.

Because of inflation, we do not expect baryon asymmetry to be an initial condition of
the universe because baryon-symmetric interactions would dilute any asymmetry during
inflation. Therefore, it is necessary for the baryon asymmetry to be generated dynamically,

known as baryogenesis.

2.1.2 Sakharov Conditions

Sakharov’s conditions for baryogenesis [4] are the ingredients needed to create baryon

asymmetry dynamically:

1. B violation

2. Loss of thermal equilibrium

3. C and CP violation

B violation It is clear that to generate baryon asymmetry, baryon number (B) must not be

conserved.

Loss of thermal equilibrium In thermal equilibrium, any baryon-asymmetric process
has an inverse process with equal rate resulting in no net asymmetry. Therefore, interactions

must take place outside of thermal equilibrium.

C and CP violation Charge conjugation (C) is the symmetry between particles and
antiparticles. When C is conserved, the rate for any process that generates excess baryons
has a C-conjugate process that generates antibaryons, and no net asymmetry is observed.
Similarly, if a process violates C but is CP (charge-parity) symmetric, no net asymmetry
is observed. For example, if a process generates excess left-handed baryons, even if the
C-conjugate process does not occur, under CP-symmetry the conjugate process producing

right-handed antibaryons restores B. Therefore, both C and CP violation are necessary.



2.1.3 CP-violation in the Standard Model

CP-violation in the Standard Model (SM) has been observed in kaon, B meson, and
strange B meson decays. It is parametrized as the complex phase in the Cabbibo-Kobayashi-
Maskawa (CKM) quark-mixing matrix. There is also an unobserved source of CP violation

in the standard model, the f-term in the QCD Lagrangian [5]

Qg

L7=—
0 1672

fTr (GWG*W) , 2.3)

where G, is the gluon field strength tensor and GW = €uwapG/2 is its dual. 0 is
experimentally constrained by measurements of electric dipole moments to be as low as
10719, which is known as the “strong CP” problem. The strong CP problem has motivated
solutions such as the spontaneously broken Peccei-Quinn symmetry, which generates axions
[6].

However, it is generally agreed upon [3] that SM CP violation is too small for baryogen-

esis, motivating the search for beyond-the-standard model (BSM) sources of CP violation.

2.2 Electric Dipole Moments (EDMs)

An electric dipole moment is the electric analogue to the magnetic dipole moment. For
a spin-1/2 particle with magnetic dipole moment 1, the P-even, T-even interaction with the

electromagnetic field strength tensor F),, = OuA, — 0, A, is [7]
1- w
‘CMDM = —/Lg\IJO' Ful/\Il- (24)

For the transformation B — E, we make the transformation F),, — —FW where FW =

€uvap P /2 is its dual. Using the identity €,,030"" /2 = —iv°0,,,

Loy = —d%\fla“”75FMV\D, 2.5)



which is P-odd due to the appearance of the chirality matrix v and, because the time-reversal
operator 7" is antiunitary, the additional ¢ in Lgpy implies it is T-odd. This is clear in the

nonrelativistic limit where S is the particle spin [7]

S
tpm = —d— - E. 2.6
EDM g (2.6)

Under parity S — S and E — —E. Under time-reversal, S — —S and E — E. Assuming
CPT conservation, the T-violation of EDMs means non-zero EDMs are also CP-violating.
The history of EDM searches can be traced back nearly 70 years ago to 1950 when
Purcell and Ramsey [8] suggested the possibility of a parity-violating electric dipole moment.
Shortly thereafter, the first measurement of the neutron EDM was completed [9]. The null
result was not published [10] until after the discovery of parity violation in the weak sector
[11, 12, 13, 14]. Later, after CP-violation in K° decay [15], there was renewed interest in

EDMs as probes of CP-violation.

2.2.1 Atomic and Molecular EDMs

EDMs may also be investigated in atoms and molecules with nondegenerate ground
states. For a system with total angular momentum F, the EDM d relative to the center of
mass (r = 0) is [5]

F
— 3 —
d—/[’deT—d , 2.7

where pq is the electric-charge distribution. In atoms, there is a shielding effect described
by Schiff’s theorem [16] such that in a neutral system composed of nonrelativistic point-like
particles in equilibrium under the effect of electrostatic forces, the net electric field at each
charged particle is zero. The effect is a result of the internal rearrangement of charged
particles to generate an internal electric field E;, that cancels the externally applied field
E..; therefore, an EDM cannot be observed.

However, the shielding is incomplete in the case of a finite nucleus and from relativistic



effects in (paramagnetic) systems with unpaired electrons. Paramagnetic atoms additionally
have an enhancement of the electron EDM d, approximately proportional to Z3 [17, 18].
BSM CP-violating interactions between the electrons and the nucleus may also generate an
atomic EDM.

Diamagnetic atoms are sensitive to BSM CP-violating nucleon-nucleon interactions
that couple through the Schiff moment S, which is the r*-weighted electric-dipole charge
distribution [5]

S = % rrpqdir — 6LZ / rdr / rpQd°r, (2.8)
where the second term is subtracted because it is the contribution from the nuclear EDM,

which cannot be observed in a neutral atom.

2.2.2 Global EDM Analysis

BSM sources of CP-violation manifest differently in different EDM systems. To interpret
the results of EDM measurements across the experimental landscape to constrain BSM CP-
violation in a model-independent way, a formalism based on an electroweak-scale effective
field theory (EFT) has been developed and is applied in Refs. [19, 20, 21, 5]. In the EFT
approach, experimental observables constrain the EFT operator coefficients while BSM
theory provides predictions for the same coefficients. We briefly summarize the approach
below.

The EFT consists of a set of non-renormalizable dimension-6 operators based on SM
fields that are proportional to v?/A? where v = 246 GeV is Higgs vacuum expectation value
and A is the mass scale of new physics. The CP-violating Lagrangian incorporating SM and
BSM contributions is

Lepv = Lokm + L4 + Lisu, (2.9)

where Lpgy contains new physics at dimension six or higher. Here, we only consider the
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Figure 2.1: Illustration of how SM and BSM CP-violation may manifest in experimentally
observable EDMs. The electroweak scale parameters are derived from the EFT theory
described in the text.

EFT contribution at dimension six

1
L =13 2o 0, (2.10)

k

where a,(f) are the Wilson coefficients for each operator (9,(f>. The operators include sources

of CP-violation such as fermion EDMs and chromo-EDMs, four-fermion semi-leptonic
and non-leptonic interactions, a three-gluon interaction, and a quark-Higgs interaction [19].
From these coefficients, a set of independent low-energy parameters are derived to describe
CP-violation at the hadronic scale. These include CP-violating nucleon-nucleon interactions
§7(r1) for isospin I = 0, 1, 2; scalar and tensor electron-nucleon interactions Cél) and C’;I),

respectively; and the electron EDM d, and short-range contribution to the neutron EDM d,,.



The EDM of a particular system can be written as [20]
di = ZaijC’j, (211)
J

where C; are the low-energy parameters and the coefficients a;; (sometimes written as

ad;
aC;

) are provided by atomic and nuclear theory calculations. Fig. 2.2.2 shows to which
low-energy sources of CP-violation the observable EDMs in paramagnetic and diamagnetic
systems are primarily sensitive. The inverse of Eq. 2.11 in terms of measured EDMs

[22, 23, 24, 25] from Ref. [5] (see Table IV within for «;; and references) is

[ g 1 [ 59 47x10* 9.5x 10° o | |d,

4 ) —2.8x 10" —3.1x10"® —6.3x 107 —1.4x 10| |dxe 2.12)
g C70x 108 77 %107 —1.6x 107 —48x 10M| |dug|
O] | L9x10%  14x10°  36x 100 84x 109 |dg,

Note that while dx. and dy, are similarly sensitive to low-energy CP-violating parameters,

Od,
adgtt)”

. . . . od . . .
there is considerable uncertainty in ﬁ, in particular an unknown sign of
gr

2.3 129Xe EDM searches

The first '?Xe EDM measurement by Vold et al. monitored '?*Xe Larmor precession
frequencies as a function of applied electric fields [26]. Development of a '**Xe—>He comag-
netometer for an '?Xe EDM search by Oteiza and Chupp [27, 28] led to a measurement of
d A ('®Xe) by Rosenberry and Chupp [23] using a two-species Zeeman maser for continuous
running over months and reported d4('**Xe) = 0.7 & 3.3 x 10727 e cm, the most sensitive
129X e measurement to date. Recent '*Xe efforts include an active maser technique that
is currently being explored [29] and the use of liquid xenon has been investigated in the
past [30]. An approach similar to the one described in this work using free precession and

SQUID magnetometry is being pursued [31]. Additionally, !*Xe is being considered as a



comagnetometer in a neutron EDM experiment [32] and, in order to measure the neutron
EDM with sensitivity 1 x 10727 e cm, the '*Xe EDM sensitivity must be reduced below
approximately 3 x 1072% ¢ cm. The HeXeEDM experiment, described in this work, has an

ultimate goal to achieve a sensitivity of 3 x 1072 e cm.
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CHAPTER III

The HeXeEDM Experiment: Methods

The layout of the HeXeEDM experiment is shown in Fig. 4.6. The basic principle of
the experiment was as follows: '*Xe and *He were polarized using spin-exchange optical
pumping and then transferred to a measurement cell with electrodes. The measurement cell
was placed in a magnetically shielded room near SQUID detectors in a holding magnetic
field created by a set of Helmholtz coils. Spin precession of the '>Xe and *He was achieved
using either a nonadiabatic magnetic field rotation or using an oscillating magnetic field pulse
resonant with both species. The SQUIDs detected the magnetization from the precessing
129X e and *He. Finally, we applied a high voltage to one electrode of the cell and held the
other at ground potential. The *He signal was used as a comagnetometer to correct the '*Xe
signal for magnetic field fluctuations. d4('*Xe) was determined from the comagnetometer
corrected '°Xe frequency.

In this chapter, we will review separately the main components of the experiment:
comagnetometry (3.1), spin precession (3.2), spin-exchange optical pumping (3.3), use of
magnetically shielded rooms (3.4), SQUID magnetometry (3.5), and measurement cells

(3.6).
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3.1 Precision requirements and comagnetometry

As mentioned previously, an electric dipole moment is analogous to the magnetic dipole

moment

F
— 3.1
po= g = 3.1

for an atom where + is the gyromagnetic ratio and F' = I 4 J is the total angular momentum.
For both '?Xe and *He the electronic total angular momentum J = 0 and the nuclear spin

I = 1/2. We will continue to use F for generality. Similarly for the electric dipole moment
d= d%. (3.2)
Under the influence of applied magnetic and electric fields, the Hamiltonian is
H=—-—pn-B-d-E. (3.3)
For B = +Byz and E = +FEyZ,
U(+By, +Ey) = —yvhmpBy — d(mp/F)Ep. (3.4)

If the gyromagnetic ratio is positive, a positive m g will be energetically preferred. Similarly,
for a negative gyromagnetic ratio (like those of '?°Xe and *He), a negative m is preferred.
For B = — Bz, the opposite is true. The energy splitting between two m g states is typically
measured through the Larmor precession frequency, which gains a term proportional to d.

For Amp =1

—yBy— =21 (3.5)

hF

’ dEq
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Figure 3.1: Energy levels if d = +|d| for a 2-level system with a negative gyromagnetic
ratio, like *He and '®Xe. (Not to scale.)

Then, we can combine a pair of frequency measurements with opposite £ directions

2dEy
hF

lw(+Ep) —w(—Ep)| = ‘ . (3.6)

In practice, there is some magnetic field drift between the two measurements, so, instead,

for a pair of measurements we have for a spin-1/2 system

4dFE

|w(+E0) - w(—E0)| = ‘ + ’)/(SB (37)

where 0 B is the shift in the magnetic field between the two measurements. Even with very
stable laboratory magnetic fields, the second term can easily dominate. To address this in the
HeXeEDM experiment, we use a *He comagnetometer. Use of a '*’Xe-*He comagnetometer
was developed previously to take advantage of the ability to polarize multiple noble gas
species at once using spin-exchange optical pumping [33] and was utilized in the Rosenberry
experiment [23]. Other precision searches have also used a '*Xe—He comagnetometer
[34, 35]. Due to its small Z, the atomic EDM for *He is suppressed relative to the '>*Xe
EDM. Therefore, the *He precession frequency was used to track changes in the magnetic
field. Details for how the comagnetometer correction was applied in the analysis are

discussed in Ch. VI. For a single frequency measurement with B = +ByZ and E = + EZ,

13



we have for '**Xe,
24, ("Xe) E

Wxe = 7X630 - A 3 (38)
and for >He
2d 4(*He) E,
wie = e Bo — A(T)O (3.9)

Since these are simultaneous measurements, the magnetic field dependence can be canceled

to get

ds("PXe) — X4, (He)
“YHe

Wxe — WHe = _T (310)

IXe 2Ey
h

B } _2d4("™Xe)Ey
YHe ‘

For a phase-noise limited frequency measurement, the precision obtainable for d is given by
[36, 37, 5]
h  [3v,

>
aszEO 7_‘_‘/0 )

(3.11)
where v,,/V} is the signal-to-noise ratio (SNR), and 7 is the observation time. Increasing the
electric field and SNR, along with long observation times, is how we can reach the desired
precision. How each of these parameters is optimized in the HeXeEDM experiment will
be discussed in the following sections. Briefly, the electric field is limited to 3-5 kV/cm
by high-voltage breakdown through the 0.5-1.5 bar '*Xe-*He-N, gas mixture [38] and the
observation time is limited by a drift seen in the comagnetometer-corrected '>°Xe frequency.

The source of these frequency shifts are detailed in Chapter V. The SNR increases in the

development of the experiment are detailed in Chapter IV.

3.2 Spin precession

We will switch to a semiclassical picture of nuclear magnetic resonance [39, 40] to
describe how spin precession is induced in the experiment. The holding magnetic field
B = Bz exerts a torque on p

T = p x B. (3.12)

T ar
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Using p = «F, the equation of motion is

dp
— = B. 3.13
il Rl (3.13)
It is helpful to define a rotating frame. For a general vector
f:fxil+fyyl+fzzla (3.14)
in a rotating (primed) system with angular velocity €2,
dx .
T Qe X X. (3.15)
The time derivative of f in the lab frame is
daf df,., d&' df,., dy'" df.., dZ
T e TR T A TR T T
p (3.16)
= d—f + Qo x £
- dt rot .
The equation of motion in the frame where p is rotating is then
U0 R (3.17)
dt =M Y Deftf, .
where
QI'O
By = B+ —. (3.18)
g
Notice that for B = ByZz we can solve for the equation of motion: if €2, = —vByZ, Beg is

.. . . / . .
zero. As expected, this is the Larmor precession frequency. Since (‘3—‘;) =0, p is fixed in

the rotating frame. Next, we use the rotating frame to describe the two different ways spin

precession was induced in the experiment.
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3.2.1 Pulsed NMR

For pulsed NMR, we applied an oscillating magnetic field resonant with the '2°Xe and
*He precession frequencies. For simplicity, we discuss the single frequency case. Consider
the effect of an oscillating magnetic field B; = 25; coswt on a spin in an applied magnetic

field Bo = Byz. We can decompose this into two counter-rotating magnetic fields

Br = Bi(Xcoswt + ¥ sin wt)
(3.19)

B, = By(Xcoswt — ysinwt),

where w can be positive or negative. Only one of these rotates in the same sense as the
precession, and we neglect the other for the moment. In the frame rotating with frequency

w, Bj 1s static:

dp’ . .
<d_ltt> = p X [2'(w—wy) +X'vB;] = p X YBeg (3.20)
Here, we’ve substituted wy = —7By. Note that in the rotating frame

X' = X coswt + ¥ sinwt,
Yy = —Xsinwt + ¥ cos wt, (3.21)

7z = 7.

At resonance B = B1X’ is a static field in the rotating frame and p will precess in the y'-2’

plane, which allows one to use a B; pulse to rotate u to an angle in the -2’ plane using

0 = v Byt (3.22)

where t,, is the pulse length. If off resonance, By will be shifted toward Z or away from z

depending on whether the frequency is above or below the resonance frequency. We can
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write the magnitude of B, in terms of frequency as

r-)/

— yBegt = —m (W —wp)? + w?, (3.23)
where w; = —vB;. The angle between B and %’ is o = arctan (%) and sina = f?y—;“;.

In this case the spin precesses in a tilted 3/-z" plane. The angle between p and By if at ¢ = 0
they are aligned is

cos ) = sin® o + cos® a cos(y Bt ). (3.24)

The counter-rotating field, By, causes a shift of the resonance frequency, known as the
Bloch-Seigert shift. Assuming |wg + w| > |w;|, to lowest order the shift is [39]
wi

w=wy+—. (3.25)
4w0

3.2.2 Field switch

For the field switch, instead of applying an oscillating field the B, direction is changed
suddenly. p will move adiabatically with any field rotation unless Zyien << Z—’;, where tyitch
is the time taken to rotate the magnetic field direction 90°. The resulting pulse error is
00 = wotswiten- There is an additional error from imperfect coil alignment. An advantage of
this technique is pulse consistency; the pulse errors are repeatable along with any associated

systematic effects.

3.2.3 Relaxation mechanisms

So far we have describing single system with magnetic moment g. For an ensemble of

spins, the magnetization is
m 1

M= =5 () (3.26)
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Once spin precession is induced, the magnetization decays via two modes. Decay of the
magnetization component transverse to the applied magnetic field B is described by 75,
and decay of the magnetization component parallel to By, the longitudinal magnetization, is

described by 77. The phenomenological description of relaxation is provided by the Bloch

equations,
ULO) g, 20
dﬁf?:waBh—”%“ (3.27)
d]\élz(t) — (M xB). — Mz(t%— Mo.

Notice that in the limit of 75 — oo and 7} — oo this reduces to the equation of motion for
Larmor precession.

T3 is the decay of the magnetization component parallel to the applied magnetic field and
is the characteristic time of thermal equilibration. It is sometimes known as the spin-lattice
relaxation time or wall relaxation time because it is caused by energy loss to the environment.
This relaxation is accelerated by depolarizing interactions with the walls of the container.
Additionally, magnetic field gradients can cause disorientation of the spin after collisions
resulting in further decay of the longitudinal magnetization. The gradient dependence of 7}

for a spin-1/2 system is given by [41, 42, 43]

1 VB +|VB,[
T, B2(1 + wir?) 7’

(3.28)

where D is the diffusion constant and 7, is the time between collisions. The factor (1 +
waT?)~! is approximately one for the pressures and magnetic fields used in this experiment.

The diffusion constant for species 7 in a mixture of gases j is given by

—=> (3.29)
where p; is the partial pressure of species j and D?j are given in Table 3.1.
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Species (j) || Dpj [bar cm®/s]  Ref. | Dy, [bar cm*/s] Ref.

He 1.9 [44] 0.55 [45, 46, 47, 48, 49]
Xe 0.61 [45] 0.06 [45]
Ny 0.77 [45] 0.13/0.21 [47,50]/[51]

Table 3.1: Self and mutual diffusion constants for He, Xe and Ns.

T5 is known as the spin-spin relaxation time. 75 is caused by dipole-dipole interactions
between the spins and by dephasing of the spins in different parts of the cell due to magnetic
field inhomogeneity. In the motional narrowing regime [52] the former is negligible [53, 54]
and typically the observed transverse decay time is denoted as 75.

For a spherical cell, 75 is given by [55]

1 1 82R?

g VB, |, 3.30
Ty o7, 175D| | (3-30)

and for a cylindrical cell with length L and radius R, where the cell axis is aligned with Z

[55]
11 2L* (0B.\®  T*R* (0B.\"
B i . 3.31)
Ty 2Ty 120D \ 0z 96D \ Ox
3.3 Spin-Exchange Optical Pumping
3.3.1 Introduction
For a two-level system, polarization is defined as
N+ — N N: — N
P— | ) i‘ _ | ) ~L| (3.32)

Ny + Ny N
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where N, is the number of atoms in the mp = +1/2 “spin-up” state and V| is the number

of atoms in the mp = —1/2 “spin-down” state. For a general F,

1 ZmF mFN(mF)

S A S

(3.33)

The thermal or Boltzmann polarization depends on the temperature and the magnitude of

the applied magnetic field. The magnetization is

N~h = yhmp By
My =~ > mp exp<kB—T : (3.34)

mp=—F

where Z is the Boltzmann distribution

et yhmpB
0

mp=—F

The polarization can also be written as P = My /M., where M.x = Nvyh/2 for F = 1/2.

For By = 1T, T = 300 K, for *He

My 20Bo _ 56 107, (3.36)

P = ~ —
Mmax 2]’CBT7

Similarly, for '*Xe, itis 9.4 x 10~7. This can be increased with very strong magnetic fields
combined with very low temperatures, but a more efficient technique is hyperpolarization
using optical pumping.

Ref. [56] provides the detailed theory of optical pumping and Ref. [57] provides the
theory of optical pumping of '?*Xe and *He. The general theory is quite complex, but we
can make some simplifications for our implementation of spin-exchange optical pumping in
the HeXeEDM experiment. Below we provide a brief overview and a model for determining
equilibrium polarizations.

Spin-exchange optical pumping (SEOP) is a method to hyperpolarize noble gases. In
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Figure 3.2: %7Rb energy levels under an applied magnetic field, with I = 3/2. For ®Rb,
I = 5/2, so the hyperfine levels will be F' = 2, 3 instead [59]. Not to scale.

SEOQP, an alkali metal vapor is polarized using circularly polarized light. The alkali valence
electron polarization is transferred to the noble gas via spin-exchange collisions. SEOP
allows for polarization of large quantities of gas as opposed to metastability-exchange
optical pumping (MEOP) which can polarize smaller pressures of *He. MEOP is not suited
for heavier noble gases like '2Xe [58]. SEOP also allows for simultaneous polarization of

multiple noble gas species.

3.3.2 Optical pumping of Rubidium

We use Rb as the alkali metal because of its high vapor pressure at temperatures easily
achievable in the lab, typically 80 — 150° C. Additionally, the 794.7 nm laser required for
the D1 transition is now readily available in the form of commercial diode lasers, and the
D2 transition is sufficiently far away at 780.0 nm.

Alkali metals are characterized by their ns' valence electron. For Rb, the unpaired
electron is in the 5s orbital. Natural rubidium has stable isotopes 3Rb (72.2%) with nuclear

spin [ = 5/2 and 3"Rb (27.8%) with I = 3/2. In the presence of an applied magnetic field
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By, the Hamiltonian is

e, B, (3.37)

Ha = AaIa ' Ja +gJ,uBJzBO - Vi

where we have introduced the index a is for the alkali, Rb, and J, = S, + L, is the electron
total angular momentum. The first term describes the hyperfine interaction; the second term
describes the electron spin coupling to the magnetic field; the last term describes the Rb
nuclear spin coupling to the magnetic field. SEOP uses magnetic fields on the order of mT,
so the second term is of order 10~7 eV and the last term 107! eV. The hyperfine splittings
are of order 1075 eV, so the first term dominates. Therefore, the eigenstates of H, are also
the eigenstates of total atomic angular momentum operator F,.

Our first simplification comes from the fact that typical SEOP applications are typically
at high pressure. For us, the total optical pumping cell pressure is one or more bars. In this
regime, the alkali hyperfine structure is unresolved due to pressure broadening caused by
collisions with noble gas atoms and nitrogen [60]. The timescale between collisions is short
enough that there is no torque applied to the nuclear spin from the hyperfine interaction [61].
Because the optical pumping and collisional processes are fast with respect to the hyperfine
frequency, we can treat the nuclear spin as a conserved quantity. In this case, the allowed
states are F, = I, +1/2and F, = I, — 1/2.

N is included as a buffer gas because Rb-Nj collisions provide a channel to rapidly
transfer Rb excitation energy to rotational and vibrational modes of N, and therefore
suppress light-trapping from radiative decay of the excited state [62, 63, 64].

The spin-exchange interaction for polarizing noble gases is discussed in the next sec-
tion. The other relevant spin-dependent collisional Hamiltonians include a spin-rotation
interaction [57]

H = ’YN : Saa (3.33)

where N is the relative angular momentum of a colliding pair. Here, v = (R) is the
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Figure 3.3: Rb optical pumping scheme, neglecting Rb nuclear spin. The black wavy line
shows the absorption of circularly polarized light by the m; = —1/2 ground state to excite
to the m; = +1/2 Py, state. The excited state decays through radiative decay (red wavy
line) to both ground states. Collisions with N, (blue straight line) quench both excited states
with equal probabilities.

coupling constant and depends on the interatomic separation 2 between the colliding pair.
v — 0O rapidly as R increases. The spin-rotation interaction results in relaxation or “spin
destruction” for binary Rb-Rb and Rb-*He collisions. The next most important interaction

is an alkali-alkali spin-exchange interaction [57]

Hase = T/Sz : Sj; (3.39)

where again the coupling constant 7 = n(R). There is an additional alkali-alkali relaxation
channel that couples to the relative angular momentum of the colliding pair [57]. Since
this is relevant only at high alkali densities, we will neglect this term. For HeXeEDM, we
polarize at 70-150°C and additional relaxation due to high Rb density becomes relevant at
temperatures greater than 200°C.

With the information above we can define a simplified Rb optical pumping scheme
illustrated in Fig. 3.3. In this model, alkali valence electrons in the S: /> state with m; =

—1/2 absorb incident 794.7 nm circularly polarized o light and are excited to the P/,
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state with m; = +1/2. The excited state decays to either of the Si/, ground state sublevels
via radiative decay and Nj collisions. Collisions with noble gas and N, mix the excited
states so that, if radiative decay is effectively suppressed, the excited states decay with equal

probability to either ground state. The branching ratio for radiative decay is [64, 65]

3
3+pN2’

(3.40)

’7%

where py, 1s the partial pressure of Ny at 300 K. For the rest of this discussion, we will
assume that the N, density is sufficient that radiative quenching is negligible. Depolarization,
or spin destruction, of the optically pumped Rb is dominated by collisions with other Rb
atoms, N, and the noble gases. As the o™ light penetrates the cell, the Rb vapor toward
the front of the optical pumping cell reaches an equilibrium polarization, and since the
my = +1/2 ground state cannot absorb o, the vapor becomes effectively transparent and
the light can penetrate further into the cell. Eventually all the vapor in the cell reaches
an equilibrium polarization Fg,. A model incorporating the effects described above for
estimating Py, has been detailed in [64]. Briefly, the photon flux ®(v, z) is a function of
frequency and axial position through the cell 2. It’s z dependence is

dd(v, 2)

_ 1
dz - /\U+(V7 Z)(I)(V7 2)7 (341)

where A, + is the absorption length of incident, right-circularly polarized light. The scattering

rate of circularly polarized photons per alkali atom in an unpolarized vapor is

Yopt(2) = / D (v, z)o,(v)dv, (3.42)

where o is the cross-section for scattering of unpolarized light

(r/2)°
7w 2 G4
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where I is the Rb D1 absorption linewidth and oy, is the peak scattering cross section. Both

are pressure-dependent. The absorption linewidth can be written as

r
M) = v, ) ——2 (3.44)
o'+< ) 0 ( >'70pt(2) 4 FSD
where ['sp is the rate of spin destruction given by
T'sp = krpro [ RD] + Ko, [No] + Kiirng [ng], (3.45)

where ng refers to the noble gas and the spin-destruction rate constants can be found in

Table 3.2. Rubidium density as a function of temperature can be estimated using [66]

109.318—4040/T

[Rb] = T (3.46)

The above equations can be used to determine Py (2)

. ”VOPt(z)
Pro(2) = —%pt(z) T (3.47)

from which the average polarization in the cell Py, can be determined. This model assumes
low Rb densities so that diffusion effects can be neglected.
3.3.3 Noble gas polarization through spin-exchange collisions

Polarization of the noble gases *He and '*’Xe is achieved via spin-exchange interactions

with polarized Rb. The free Hamiltonian for the noble gases is

Moy = —%IWBO. (3.48)

ng
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Species (j) || kgp; [em?/s] Ref. | kgy_; [cm?®/s]  Ref.
Rb 8 x 10713 [67, 68]

*He 2x 1071 [68,69] | 6.74 x 107*  [69]

129X e 9.07 x 1071° [70] | 2.10 x 10716 [71]
No 1x 10717 [68, 69]

Table 3.2: Spin destruction and spin exchange constants for Rb-*He, Rb-'2?Xe and Rb-N.
The starred values are temperature dependent and the numbers listed are for 200°C. More
detail on alkali-alkali, alkali-*He, and alkali-N, measurements is given in Appendix D. of
Ref. [69] including a fit to the temperature dependence of the spin destruction constants
using all published measurements. There are considerable (factors of 2) uncertainties for
these values. k3P . and kzp . are listed for '*Xe-Rb binary collisions. For estimations
of polarization in OPCs, k3P . and kjt_ . were arbitrarily increased by a factor of 1.5 to
account for spin-rotation of Xe in van der Waals molecules. A more precise estimation of
the total '**Xe spin-exchange and destruction rates is discussed in Ref. [72].

Spin-exchange occurs through a Fermi contact interaction

H = al,, - S.. (3.49)

where I, is the noble gas nuclear spin and S,, is the alkali electron spin. & = a(R) and
rapidly approaches zero as the interatomic separation increases.

For *He, electron spin polarization is exchanged through binary Rb-*He collisions. For
Xe, spin polarization is exchanged via short-lived van der Waals molecules formed with Rb,
129X e and Ny. The interaction includes both Eqgs. 3.38 and 3.49, where N is the rotational
angular momentum of the molecule and also contributes to spin relaxation.

We can model noble gas polarization with the following rate equation [73]

dp,
dtg = kpbng[R] (Pro — Pag) — Tng Pre, (3.50)

where k}%ﬁng is the spin-exchange rate constant, and I',, = 1/7} is the room-temperature
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relaxation rate. The steady-state solution is

FRtyng [RD]
klsilg—ng [Rb] + an

Py = P (3.51)

It has been shown experimentally [74, 75] that there is a phenomenological factor X
dependent on the surface-to-volume ratio of the optical pumping cell that limits the maximum

achievable polarization

FRbng[RD]

P, =B .
g Rb Kybng [RD](1 4 X) + g

(3.52)

There are additional experimental factors that limit the maximum achievable polarization
[76, 77].
In the HeXeEDM experiment, we used a 1-2 bar gas mixture of 18%Xe (90 + 2% '*°Xe),

73% *He, and 9% N, in an optical pumping cell (OPC) containing Rb.
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Figure 3.4: Plot of P, and Py, vs. temperature calculated for a typical refillable SEOP cell
using the model in the text and rate coefficients from Table 3.2.
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3.4 Magnetically Shielded Rooms

A magnetically shielded room (MSR) is a space enclosed by sheets of a high magnetic
permeability material. p-metal is a nickel-iron soft ferromagnetic alloy with relative per-
meability p,. = /o ~ 80,000 — 100, 000. MSRs provide shielding from external static
and slowly varying magnetic fields. They typically also provide shielding from external
electromagnetic noise.

HeXeEDM requires a magnetically shielded environment for the following reasons:
(1) SQUID magnetometers (discussed in the next section) require a magnetically shielded
environment; (2) large magnetic field gradients reduce 7%, which limits our observation
time; (3) the magnetic field must be temporally stable across our smallest analysis time unit,
typically 5-20 seconds, in order to make the comagnetometer correction for magnetic field
drift (see Chap. VI).

From the first experimental campaign in December 2013 until June 2017, we used the
TUM (Technical University of Munich) MSR at the FRM-II (Munich Research Reactor) in
Garching, Germany. From June 2017 to present we use the Berlin Magnetically Shielded

Room (BMSR-2) at Physikalisch Technische Bundesanstalt (PTB) Berlin.

341 TUM MSR

The TUM MSR is a portable magnetically shielded room achieving a residual magnetic
field of less than 1 nT and residual magnetic field gradient of less than 300 pT/m. The room
is roughly 2x2x2 m? and is enclosed by an outer shield of two 1 mm thick layers of y-metal
and an additional 8 mm thick aluminum layer for rf shielding. The passive shielding factor
is roughly 300 for frequencies less than 0.01 Hz [78]. The TUM MSR was created for a

neutron EDM experiment and also has an inner shield [79] that we did not use.
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Figure 3.5: Structure of the BMSR-2 and entrance. Figure reprinted with permission from
Ref. [80].
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Figure 3.6: Shielding factor of BMSR-2 compared to the TUM MSR.

3.4.2 BMSR-2

The BMSR-2 is a 24 ton 8-layer magnetically shielded room comprised of seven layers
of p-metal of varying thicknesses and a 10 mm thick aluminum rf-shielding layer enclosing
a space of 2.9x2.9x2.8 m®>. BMSR-2 features a passive shielding factor of approximately
75000 for frequencies less than 0.01 Hz and 108 above 6 Hz. Similar to the TUM MSR,
the residual magnetic field is less than 1 nT in the working area of one cubic meter in the
center of the room, and the residual magnetic field gradient is less than 0.5 nT/m. There
are additional compensation coils outside the room to provide active shielding of external

magnetic fields [80, 81].

3.5 SQUID magnetometry

The typical magnitude of the static magnetic field By is 1-3 xT, corresponding to '*Xe
and *He frequencies of 12-35 Hz and 32-97 Hz, respectively. For low frequencies, the most
sensitive magnetometers are superconducting quantum interference devices (SQUIDs) and

spin-exchange-relaxation-free (SERF) magnetometers. However, SERFs require suppression
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of spin-exchange relaxation by zeroing of the magnetic field [82]. SQUIDs are optimized
for a relative magnetic field measurement (like a precessing signal) in a large constant
magnetic field. SQUIDs also have large bandwidth so we can simultaneously measure both
129X e and *He precession. A trade-off is that they are susceptible to rf and other frequency
noise, and therefore need to be operated in a low-noise environment. The dynamic range is
limited by the SQUID electronics and environmental noise but is large at low frequencies
[83, 84]. SQUIDs operate below the critical temperature 7. of the superconductor. We
used conventional Nb-Al,O,-Nb trilayer SQUIDs which require low-noise liquid helium
cryostats kept at 4 K.

SQUIDs operate as magnetic-flux-to-voltage transducers. We used low 7. dc SQUIDs,
which typically have a sensitivity of approximately 107° ®,, where ®, = h/(2e¢) is the
magnetic flux quantum [84]. The magnetic field sensitivity is d B = ® /Ay, where Ay is the
area of the SQUID loop. All of the dc SQUIDs used were PTB-fabricated WL chips with a
sensitive area of 4.4 mm? and intrinsic white noise of 1.3 fT/v/Hz [85, 83]. The operating
white noise limit depended on the environmental thermal noise. For us, Johnson noise in the
insulating materials of the dewar limits the SQUID noise level. While there is potential for
improvement by using different insulating material [86], there is another limitation from
the MSR thermal noise, which is 2 fT/+/Hz for the BMSR-2 [81]. The dewar construction
limits the distance between the closest SQUID and the cell. The signal-to-noise depends on

this distance since the signal strength decreases as 1/73.

3.5.1 Cube-1

The Cube-I system consists of an array of six SQUIDs in a 30 cmx30 cmx30 cm cube
as described in Ref. [87] but in a smaller dewar. The cold-warm-distance (CWD) is the
distance between the closest SQUID along the dewar axis, labeled Z1, and the bottom of the

dewar. For the Cube-1 distance, this was 6.0+0.2 cm [88].
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Figure 3.7: The Cube-I SQUID system.

3.5.2 MRX-I

The MRX-I system is similar to the Cube-I system in that it also contains an array of
six SQUIDs, but the top SQUID, Z2, is 12 cm away from Z1. The design allows for the
Z-SQUIDs to be used as a gradiometer to cancel vibrations and any long-range magnetic
disturbances seen in both SQUIDs. A Z-gradiometer was not useful in the Cube-I system
because Z2 was close enough to pick up enough precession to reduce the signal strength
significantly when combined with Z1. The CWD for the MRX-I system is 1.2+0.2 cm.

For measurements in 2018, we used a similar system, MRX-III, which had only Z1 and

72 SQUIDs and a cold warm-distance of 0.8+0.2 cm.

3.6 Cell production

There were three kinds of cells used in the experiment: sealed glass bulbs containing
a mixture of Rb, Ny and *He and/or '>Xe; refillable optical pumping cells (OPCs) also
containing Rb, N, and *He and/or '*Xe; valved EDM measurement cells with silicon
electrodes. A few double-chambered sealed cells were made with one chamber for optical

pumping and another chamber with electrodes for measuring (see Fig. 3.9). Refillable OPCs
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Figure 3.8: The MRX-I SQUID system.

were able to be refilled using a gas-filling station. The OPCs were installed within a SEOP
polarizer and were used to fill valved EDM measurement cells.

The sealed cells were used primarily in the early stages of the experiment and for testing
purposes thereafter. In the next chapter, we detail the issues faced when using the sealed cells
for measurements. Primarily, rubidium vapor in the cell reduces the breakdown high-voltage
and eddy currents in the Rb caused by changing magnetic fields during transport result in
unwanted magnetic fields and gradients in the measurement volume.

Sealed cells and OPCs for experimental campaigns 1-5 were made at the University of
Michigan. The valved cells with smaller electrodes used for the measurement campaigns
in the summers of 2017 and 2018 (named HeXe2017 and HeXe2018, respectively) were
made at Jiilich, Germany, by Patrick Pistel. At the University of Michigan, Roy Wentz did
the glass work at the Department of Chemistry Glass Shop. Skyler Degenkolb prepared
the sealed glass bulbs and all Michigan cells with electrodes and detailed the procedure in
Ref. [89]. We also produced OPCs at Michigan. The setup and procedure are similar and

outlined below.

33



3.6.1 Refillable OPCs

The standard protocol for cleaning is as follows:

1. The cell is cleaned with a warm solution of Alconox detergent in distilled water.

2. Then, it is rinsed three times with methanol, followed by three rinses with deionized

water.

3. Pirahna solution, 97% H;SO, and 30% H50,, is mixed in a 7:3 ratio, poured into the

cell and allowed to sit for a minimum of one hour.

4. The piranha solution is drained, followed by three rinses with deionized water.

5. To remove additional traces of acid, the cell is rinsed three times with high purity

methanol.

6. Finally, the cell is rinsed three times with deionized water.

7. The cell is baked in an oven at 80° to 100° C for 12-24 hours to evaporate any
remaining water.

After cleaning, the OPC is attached to the cell filling station. A rubidium ampoule is
opened and added to the sidearm, and the open port is sealed using an oxygen-propane torch.
The OPC is then pumped out while the main volume is heated using heating tape at 100° to
200° C for 12—48 hours to reach a base pressure of 10~"—10~% Torr. After cooling the OPC,
the rubidium is “chased” from the sidearm using the torch into the cell where it recondenses
on the unheated surface. The sidearm containing the rubidium ampoule is then pulled off
and sealed using the torch. Then, the desired gas mixture is added to the cell. Typically,
xenon is added first and condensed using a liquid nitrogen bath outside the cell while *He

and then N, is added.

3.6.2 Valved EDM cells

Early cells with electrodes produced at Michigan used a modified hydroxide-catalysis
bonding method to attach silicon wafers to the cell [89]. For HeXe2017 and HeXe2018, we

used cells produced at Jiilich which used diffusion bonding [90] to attach the silicon wafers.
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Figure 3.9: Different kinds of cells used in the experiment: (a) sealed cells, (b) a double-
chambered cell, (c) refillable optical pumping cell (OPC), and (d) valved EDM measurement
cell. Figure reprinted with permission from Ref. [38].

Figure 3.10: A cylindrical OPC used during measurements at PTB. Here, it is attached to
the gas system at Michigan prior to chasing rubidium into the cell from the ampoule in the
sidearm.
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CHAPTER IV

The HeXeEDM Experiment: Apparatus

Development of the HeXeEDM experiment began in 2013. The first experimental
campaign that brought together the collaboration for measurements at an MSR was in 2013
with a goal of measuring spin precession of '*Xe and *He with SQUIDs. Since then there
has been about one experimental campaign per year, with the time between campaigns spent
on development of cells, polarization optimization, noise, and analysis. Campaigns 1-5
during 2013-2017 took place at the TUM MSR after which we moved to the BMSR-2
for EDM measurement campaigns HeXe2017 and HeXe2018. In this chapter, we briefly
review the development work done in Campaigns 1-4. Campaign 5 was dedicated to a
systematic effect investigation detailed in Chapter V. HeXe2017 was our first complete EDM
measurement and was undertaken at PTB. The data and analysis of HeXe2017 discussed in

Chapters VI and VII are the primary motivation and focus of this dissertation.

4.1 Experimental Campaign 1 (December 2013)

The collaboration’s first attempt at measuring spin precession signals using the Cube-I
SQUID system (see Sect. 3.5) took place in December 2013. The six SQUID channels
were connected to two FLL electronic boxes, and the voltage output was acquired with a
24-bit USB DAQ (Data Translation DT9826-16 [91]). A 1.2 uT B, field was generated

using a 3-axis set of ~1.5 m wood-frame Helmholtz coils with current applied from an
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ultra-low noise current source from I-Test Systems (BE2100) and later a Magnicon [92]
current source. A field switch as discussed in Section 3.2.2 was deployed to initiate spin
precession. Initial studies were done using a sealed cell (“Maya,” see Table 3.3) that was
transported from Earl Babcock’s polarizer to the TUM MSR using a 1.5 mT transport coil.
Sealed SEOP cells from Michigan (X1, X2, and X3 in Table 3.3) containing Rb, N,, '*Xe
and *He were also tested. Additionally, a valved 6 cm bulb from PTB was used after being
filled with a polarized mixture of '*Xe, *He, and N,. Early measurements relied on existing
SEOP systems from other projects and did observe some small precession signals from *He

and '»’Xe that motivated continued effort toward an EDM measurement of '*°Xe [93].

4.2 Experimental Campaign 2 (May-June 2014)

During the second experimental campaign, the HeXeEDM apparatus began to come
together more concretely. We installed a SEOP polarizer outside the TUM-MSR and began
construction of a cell-filling station. For the polarizer, we used a 100 W water-cooled laser
diode array [94]. The emission line was narrowed using a reflecting volume Bragg grating
to stimulate 794.8 nm diode emission preferentially [95]. After the grating, a quarter-wave
plate was used to circularly polarize the light, and two shaping lenses were used to create an
approximately 6 cm diameter beam that shone into the windowed calcium silicate oven. An
online NMR system developed at PTB [96] was borrowed and used to study the polarization
of sealed cells immediately before being transferred into the room. A LabView program
was developed for pulsed NMR [97]. AC pulses were generated using a standard function
generator (Agilent 33220A). We began developing computer control for the SEOP laser,
HYV power supplies, and magnetic fields utilizing an existing database developed by Mike
Marino for the TUM nEDM experiment. At the time, we were only able to use the internal
clock of the USB DAQ for the SQUID channel data. A LabView interface was also used to
read the data stream in real time. AC pulses were used to induce spin precession in the Maya

3He cell and double-chambered cell F3. We observed in the Maya cell that T increased
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after each applied pulse. The increasing 75 may have been caused by the large longitudinal
magnetization of the polarized *He causing a magnetic field gradient (see Fig. 4.1) within
the cell. In the double-chambered cells, we observed frequency beating resulting from the
different magnetic fields of the two chambers (see Fig. 4.2).

Next, we focused on OPC and valved EDM cell development. At Michigan, we worked
on the development of a circulating gas system with pressure-actuated valves used to create
pressure differentials in segments of the system to encourage gas flow between segments. An
early form of this system can be seen in Fig. 4.3. We also worked on a portable pulsed-NMR

system for easy installation and permanent use at the polarizer outside the TUM MSR.

4.3 Experimental Campaign 3 (May-June 2015)

In the summer of 2015, we installed a four-coil system at the polarizer following the
design in Ref. [96] to provide a uniform magnetic field over a larger volume and allow
for a larger oven for polarizing OPCs. The stray field from the four-coil system provided
enough of a spin-transport field for the cells into the MSR that a transport coil was no
longer required. We also installed a new pulsed NMR system developed at Michigan with
a LabView interface for permanent use at TUM. The pulsed NMR system was used to
study the polarization buildup of *He and '**Xe in various sealed cells and characterize the
completed SEOP polarizer and then determine our best cells for testing inside the MSR. A
rail system was constructed using long plastic rods that extended from a station under the
SQUID dewar to the polarizer outside the MSR and a 3D-printed cart and holder for the
cells. The pulsed NMR system was used to determine polarization losses during transport.
Before the addition of a rail system, cells were passed from a person outside the room to
a person inside who would remain in the MSR for the duration of the measurement. The
person-in-room method was inconvenient because humans tend to introduce magnetic and
vibrational noise.

We obtained our first spin precession measurements using a valved EDM cell (E2) during
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Figure 4.1: Maya effect observed in June 2014. High-pass filtered Z1 data for the first
100 seconds after each nominal 7/4 or w/2 pulse. T increased with each pulse as the
longitudinal magnetization was destroyed.
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Figure 4.2: Frequency beating of *He observed in double-chambered cell F3 in June 2014.

Figure 4.3: Circulating gas system at Michigan. Pressure-actuated valves were controlled
by a LabView program to activate in a sequence that created gas flow through pressure
differentials.
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Figure 4.4: Pictures of valved EDM cell filling and transport from June 2015.

this campaign. A measurement with high voltage was attempted with 9.4 kV applied across
the electrodes, but a breakdown occurred during the measurement. Data was acquired using
a 24-bit DAQ (DTacq ACQ437ELF) with the timebase derived from an external SRS 10

MHz Rb frequency standard.

4.4 Experimental Campaign 4 (May—June 2016)

During the Campaign 4, we switched to using the MRX-I SQUID system for a smaller
SQUID-cell distance and lower dewar noise. We also replaced the previous wooden coil
forms of the 3-axis coil system with a 2-axis coil system with anodized aluminum frames.
The new coils had more rigid mounting to reduce vibrations at low frequency. The design

and distances were optimized using COMSOL and featured more accurate mounting and

42



positioning. The goal for this campaign was diagnostic testing and acquisition of spin
precession data using the refillable OPCs and valved EDM cells.

HYV was applied to one electrode, with the other held at ground potential, to generate
the electric field. A grounded silicon wafer was placed between the cell and the SQUIDs to
protect them from HV sparks. We set up leakage current monitoring along the return path
from the grounded EDM cell electrode to the HV power supply. In test measurements with
HV with reasonable '?*Xe and *He amplitudes and T times we observed large comagne-
tometer drifts (shown in Fig. 4.5) which became the topic of study for the next experimental

campaign discussed in Chapter V.

4.5 HeXe2017 (June—July 2017)

HeXe2017 was the first EDM measurement campaign. The noble gases were polarized
in a separate setup similar to that described in Ref. [96]. The gas mixture of 18% Xe
(90 + 2% 'PXe), 73% *He, and 9% N, was polarized in a refillable OPC. Typically we
achieved 9-12% polarization for '*Xe and 0.1-0.2% polarization for *He depending on
the total pressure in the OPC. The polarized gas was transferred from the valved OPC to a
previously evacuated valved EDM measurement cell and then transported to the magnetically
shielded room using a battery-powered 400 p'T' shielded solenoid. Before filling, the EDM
measurement cell (PP1 or PP2) was degaussed using a magnetic tape eraser. Each time
the OPC was filled, the gas was used for two EDM runs with different pressures and
polarizations. The first run had higher pressure (= 1 bar) and lower polarization, and the
second run had lower pressure (= 0.5 bar) and higher polarization. The gas in the OPC was
continuously polarized between runs.

Magnetic fields were applied using a 3-axis set of Helmholtz coils in the center of the
room with the static magnetic field, Bo = By, of 2.6 uT applied along the y-axis with a
1.6 m diameter set of coils. An AC 7/2 pulse was used to initiate spin precession using

the Agilent programmable standard function generator from TUM and was applied along
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Figure 4.5: Drift in the comagnetometer-corrected '2°Xe frequency from data taken during
Campaign 4. Above: Corrected '?°Xe frequency vs. time. Below: A modified Allan devia-
tion plot showing drift dominating over white phase noise after 150 seconds of integration
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the x-axis with a 1.5 m diameter set of Helmholtz coils. After the cell was placed in the
measurement position as shown in Fig. 4.6, the door was closed, and the magnetic field was
allowed to stabilize for five minutes before the pulse was applied. As the '*Xe and *He
precessed, 6 kV high voltage was applied to one electrode of the measurement cell with the
other electrode at ground potential, producing a 2.7 kV/cm field for cell PP2 or 3.3 kV/cm
for cell PP1. The voltage was chosen to be safely below the voltage observed to cause a
breakdown across the cell at the lowest operating pressure.

Precession frequencies for each species were determined using the data from the Z;-
SQUID, which was located a distance of 50-52 cm from the center of the EDM measurement
cell. The SQUID-cell distance was limited by the 3 cm dewar housing and by the grounded
safety electrode, a 2 mm thick silicon wafer placed above the cell as shown in Fig. 4.6 to
protect the SQUIDs from high voltage discharges. The DAQ used was a commercial system
by Lay Audiotechnik [98] and the data acquisition sample rate, nominally 915.525 Hz, was
derived from an Oscilloquartz BVA8607 external clock stable up to 10~ Hz over time
scales relevant for the experiment.

Each run, lasting about 15,000 seconds, used a single gas filling. The 7% depended on
the cell used and the gas pressure. For '*Xe, T was in the range of 37008000 s; for *He,
T was 4000-8000 s. During each run, the HV polarity was positive, negative, and zero for

equal length intervals. The data acquired and analysis are discussed in Chapter VI.
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CHAPTER V

Investigations of *He-'*Xe interactions

In this chapter, we review the underlying physics behind the comagnetometer drift and
propose a model to explain it, supported by experimental studies performed at the TUM
MSR. A preprint summarizing this work is now available [99] and was the subject of Jonas
Meinel’s master’s thesis [100]. More detail can be found in the previous references on
the use of the measurement data to determine the '>Xe—>He contact interaction. Here, we
focus on how the measurements were performed, the use of phase-coherent pulsing, and
the analysis to extract frequency data which was performed similarly to the '*Xe EDM
analysis.

The drift observed in the comagnetometer frequency (see Fig. 4.5) is the dominant
source of systematic error for HeXeEDM and other precision searches using a '?Xe—*He
comagnetometer [34, 35] and has been observed since the very first investigations into use
of a '?Xe—*He comagnetometer in '?Xe EDM measurements [28]. The drift is caused by
previously uncharacterized magnetic interactions between the '*Xe and *He spins and the
bulk magnetization of each polarized species. We’ve seen some indication of the strength of
the internal magnetic fields and gradients in the case of the “Maya effect” (Fig. 4.1) where
the T; of *He was reduced because of the gradient caused by the large *He longitudinal

polarization.

48



5.1 Internal magnetic fields

The origin of the drift has previously been attributed to Ramsey-Bloch-Seigert shifts [35]
which has generated some controversy [101, 102]. The Ramsey-Bloch-Seigert (RBS) shift
[103, 104] is the generalized Bloch-Seigert shift (Eq. 3.25) in this case due to the rotating
internal magnetic fields caused by the precessing atoms. For a system with gyromagnetic
ratio v and Larmor frequency wy = By, the RBS shift for a rotating field of amplitude 5B,

and frequency wy is

dwrps(t) = £ [\/Auﬂ +72B3(t) — Aw]| , (5.1)

where Aw = |wy — wy|. With this model, there are two effects to be considered: one is the
“cross-talk” or the shift of the > Xe precession frequency due to the internal field of *He and
vice versa; the second is the “self-shift” or the shift in the ' Xe due to its own internal field
and similarly for *He. In these cases, B refers to the internal magnetic field By, from **Xe
or *He. The controversy mentioned above was about the size of such a field. In Ref. [35],
the authors propose that the magnetic field created by the transverse magnetization is the
classical result for the magnetic field in a uniformly magnetized sphere

2

Bint - 3

M. (5.2)

However, as mentioned in the comment by Romalis et al. [101], the above result comes

from the classical expression for the field created by a magnetic dipole m

_ po28(F-m) —m  2pem

B(r) = 27 73 3

o(r), (5.3)

for a uniform density of dipoles n = M /m. By integrating over a spherical cell, the first
term integrates to zero for a perfect sphere. For real atoms of finite size that are randomly

distributed within a spherical volume and are completely noninteracting, the average field
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value is zero [105, 106]. However, in the case of contact interactions the second term is
parametrized by a factor x
2410

where = n(0)/n(co) and n(r) is the number density of dipoles within a sphere of radius
r. Additionally, the first term in Eq. 5.3 contributes a geometric factor to Kef = Kgeo + K.
In the studies presented below, we observed the effect of B;,, by separately considering
the influence of the transverse magnetization M, and the longitudinal magnetization M7,
on the species’ frequencies. We performed a study to test the RBS model by observing
frequency shifts in *He after changing the size of the transverse magnetization M. We also
observed frequency shifts in *He and '?°Xe after changing the direction of the longitudinal

magnetization )M, of each species by 180°.

5.2 Experimental setup

The setup used was the same as in Campaign 4 (Section 4.4) at the TUM MSR. Fig. 5.1
shows a diagram of the apparatus. Two cells were used for these experiments: a sealed cell
(cell 1 in Table 3.3) and a valved EDM cell (E2). The main difference from Campaign 4
was the implementation of phase-coherent or in-phase pulsing for the single-species (sealed
3He cell) measurements, which allowed us to apply pulses to already precessing signals.
For the phase-coherent pulsing, the Z1-SQUID signal was split and inputted directly to a
lock-in amplifier in addition to the DAQ. Using the lock-in amplifier phase output, we were
able to track the phase difference between the precession frequency as measured by Z1 and
the reference signal used for the AC pulses B;. Once a pulse was manually triggered from
the operating PC, the AC pulse signal was sent to the B coils at a time when the phase

difference |71 — ¢rf| = 0 according to the lock-in output.
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5.3 Analysis method

The general analysis method we use for spin precession data is described in more detail
in the next chapter. Briefly, the data were divided into sections called blocks and a time-
domain fit to the following function was used for single species data to determine the phase

for each block ¢; = arctan(a;/b;)
S(t) = asinwt + bcosw; + 1t + ¢p. (5.5)

From the block phases, the accumulated phase was determined by adding the appropriate
number of cycles & = ¢ + 2w N where N is the number of cycles. To determine single
species frequencies, because of magnetic field drift, a Y-SQUID-comagnetometer was
employed. For the SQUID comagnetometer, the data for Y1 and Y2 were averaged first to
remove any residual spin precession signal picked up by the SQUIDs and then the SQUID
data for each block was averaged to get the relative magnetic field B; measured by the
SQUID for each block. We then defined a SQUID comagnetometer for each species by
numerically integrating B: ®(t;) = ®(t;) — 4G fg’ B(t)dt, where G is a scaling factor that
depends on the SQUID calibration. The single-species frequencies were determined from a

linear fit of ®(¢;) vs. t;. For two-species data we used the following fit function

S(t) = axesinwxet + bxe COSWxet +

(He SIN WHet + bye COS whet + 1t + Co, (5.6)

and the *He—'*Xe comagnetometer frequency was determined from a linear fit of ®., =

$x, — RPy,, where R is the nominal ratio of the gyromagnetic ratios vxe/Vie-
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5.4 Tests by varying transverse magnetization

For the single-species experiment we used a sealed SEOP cell. To vary M we applied
a sequence of phase-coherent 90° pulses to move the magnetization direction between four
angles with respect to BO, illustrated in Fig. 5.2: (1) 10° (2) 100° (3) 190°, and (4) 280°.
If 6, = 10°, the states with low My = M cos 6, and opposite large M = M sin 6, are (1)
and (3) and the states with high My = M sin #; and opposite small M = M cos ¢, are (2)
and (4). Averaging pairs with opposite M, cancels potential contributions proportional to
M7 . Pulses were applied 30 seconds apart in a pattern of +10°, +90°, +90°, +90°, —90°,
—90°, —90°, +90°, etc. to reduce accumulation of pulse error. Therefore, the sequence of
states was (1), (2), (3), (4), (3), (2), (1), (2), (3), (4), etc.

By

A1)

M

=
N>

plane

3y

Figure 5.2: Transverse magnetization test pulsing scheme.

The observed frequency shift dwr was determined using

R =

The data are shown in Fig. 5.3 and the slope of a linear fit vs. the change in amplitude was

— 0.46 &+ 0.33 uHz/pT. (5.8)
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The observed shift is two orders of magnitude smaller than the observed shifts due to
longitudinal magnetization, described in the next section. This suggests that RBS shifts are

not the dominant source of the observed comagnetometer drifts of several ;/Hz.

E T
b
%;“‘ HWHM:*H”\\*W 1

|AA[ (pT)

Figure 5.3: dwr/(27) vs. the change in amplitude A A for the transverse shift test. 960
frequencies were used to derive 320 values of dwr/(27)using Eq. 5.7. The error bars of the

data have been scaled by +/x2/dof.

5.5 Tests by varying longitudinal magnetization

For tests of frequency shifts caused by M, we first applied an initial pulse with tip-angle
;. followed by a train of 180° pulses, which reverse the direction of M. The frequency

shift dw;, was determined from the difference between :I:ML
dwr, = w(bn) — w(bin + 180°) (5.9)

5.5.1 Single species

Since we expect the frequency shift to be dependent on B;,,, which is dominated by

the integration of the first term of Eq. 5.3 over the cell, we used the sealed cell to test the
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geometric dependence of the frequency shift. The sealed cells are spherical with pull-off
stems as illustrated in Fig. 5.4 and shown in Fig. 3.9a. We can approximate them as perfect
spheres with a small external volume containing a dipole field generated by the polarized
*He gas within. We measured the frequency shifts while rotating the cell stem by an angle
« in the 2-7 plane, essentially moving the location of the external dipole presumed to be

dominated by the pull-off stem. The results are shown in Fig. 5.4.

8 T T T T T T

P, fit

—}— First set
—}—  Second set

+ —}—  Third set

N

_4 1 1 1 1 1 1
-50 0 50 100 150 200 250 300

a [°]

Figure 5.4: dwy/(27) vs. a [99]. The data shown is from a single measurement where
the angle o was rotated back-and-forth three times. The data was fitted to a modified P»
polynomial, a(3 cos?(a — b) — 1) + ¢, where a = —2.73 £ 0.07 mHz, b = —13.4 £ 0.6°,
and ¢ = 0.76 £ 0.07 mHz, which is consistent with the angular dependence of the field in
the cell produced by an external dipole. The offset may be caused by asphericity of the cell
that is a-symmetric. The error bars of the data have been scaled by +/x?/dof.

5.5.2 Two species

For two species measurements, we used the cylindrical valved EDM cell. An initial
45° pulse was applied that was resonant with both species, followed by 180° single-species
resonant pulses, which reversed the magnetization of ' Xe and *He sequentially. In Fig. 5.5,

the 3He frequency shifts are compared with the comagnetometer-corrected '>°Xe frequency
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weo- The data shows that the comagnetometer does not cancel the observed longitudinal

frequency shifts.

0.4+ ]
= 02f 1
£
Py 9
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&
3
202} 1
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[ He inversion
0.4 - ¢ Xe inversion | |
slope = 1
_06 1 1 1 1 Il
-0.6 -0.4 -0.2 0 0.2 0.4
Réwye/(2m) [mHz|
0.4 T T T T T
0.3 ] He inversion

¢ Xe inversion

-1.5 -1 -0.5 0 0.5 1 1.5
dwie/(27) [mHz]

Figure 5.5: The plots above show two perspectives of viewing the observed frequency
shifts due to inversions of the *He and '?Xe longitudinal magnetizations. The top plot
shows dwx./(27) vs. Rowye/(27). Both axes have units of '?*Xe frequency. A slope of one
would mean the '*Xe frequencies and *He frequencies are identical up to a scaling factor
R. The deviation from a slope of one shows frequency shifts dependent on the longitudinal
magnetization and that there is a sign difference for the self-shift (blue diamonds) and the
cross-talk (orange squares). The bottom plot is dwe,/(27) vs. dwye/(27) which removes the
slope. In this view, a flat line at zero would indicate no difference between the '**Xe and
scaled *He frequencies. For both plots, the blue and orange lines shown are from linear fits
to data after '*Xe and after *He 180° pulses. The shaded regions are the 68% confidence
interval for the fits and all error bars have been scaled by /x?/dof.
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5.6 Interpretation of results

The data show that the observed transverse frequency shift is small; however, there
is significant shift observed in both '**Xe and *He when M, is reversed. We refer to the
observed shift as the species-dependent shift and as we show below this can arise when the
precessing magnetization My of one species exerts a torque on M, of the same species (a
self-shift), rotating the magnetization into the transverse plane that is out of phase with M,
therefore advancing the phase resulting in a frequency shift.

To interpret our data we parametrize the frequency shifts due to transverse and longitudi-
nal magnetization as

dw, ™ = pME  Swl™ = NPME (5.10)

where indices k, m refer to the species '**Xe or *He. The time-dependent comagnetometer

drifts are

dwl = Pk MT(0)e /" — ppm ME(0)et/TE" (5.11)
dwk = NEME(0)e T — rAmME(0)e /T (5.12)

where 77" = 7y /vy, and p& = pk —rp¥ and A% = A\¥ — rA¥ | The internal magnetic field is

m __ 2H0 ,.m k . .
B = 5% Fer 1, M”. We parametrize the geometric component as

Bl =, 0TMT B

int — int

— oMY, (5.13)

where I'"', T'F are dimensionless cell-specific geometric factors.

The effect of B, on the precession frequency can be determined using the Bloch
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equations. If By = Bz,

dgg =AM [Bh (k) + B (m)] — Mg [Bi (k) + B (m)]}
dgg =~ { M [Bi (k) + B (m)] — Mg [By, (k) + B (m)]} (5.14)
dﬁf’f = w{M; Bl (k) + Bl(m)] — M} By (k) + By, (m)]}.

In a frame rotating at the Larmor precession frequency wy ;, = 7 Bo around 2, all the static

B, components vanish and the self-resonant contribution is

dME

dt = _VkMIf/B%t<k)

dmy o

dtk = M7 B (k) (5.15)
dM7 o .

o= MBIk — MY BL(K).

Substituting B%Y = ;oI'TM*' ¥, we find

My : :
= MMM
My : ,
o= MM (5.16)
dM7
= 0.
dt
Taking the second derivative
4z’ LdMY  AMF I .

(5.17)
we see that in the rotating frame M’ precesses with frequency dwy, = yupolm M7 or
dwr = Yol T M. We interpret this as a frequency shift due to the torque on M7 from the

resonant rotating component of Bi,. There are two frequency shifts, one is from BZ, adding
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to By. The other is dwy. Combining them,
wi = wo g + pove [T =TT)ME+T M. (5.18)
For the comagnetometer frequency, we, = Wy — J—Zwm, we find

weo = pon I (ML — ML) | (5.19)

m

which is a frequency shift proportional to the difference of longitudinal magnetizations
that decays as MLe /Tt — Mk e~/Ti* | which is consistent with our observations. To
mitigate the drift, we can investigate geometries that reduce I'” as well as reduce residual

MF through more accurate 90° pulses.
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CHAPTER VI

Analysis

This chapter describes the analysis method we used for spin precession data. For
HeXe2017, the EDM data for the experiment were collected in 16 separate runs defined
as a spin precession measurement with applied high-voltage that begins with a 7 /2 pulse.
To extract frequencies for 129%e and *He used in the analysis, the data for each run were
divided into blocks and segments. Blocks are the shortest data selections, typically 5 to 20
seconds and used to determine the phases of 1Xe and *He at a specific time within each
block. The length of the block is chosen to be short enough that magnetic field drift did
not affect that validity of the fit function but long enough to separate the two frequencies.
Segments are the set of consecutive blocks at an applied high-voltage. They are typically
400 or 800 seconds long. A linear fit of the comagnetometer-corrected xenon phase per
segment provides the comagnetometer frequency of each HV state, from which the EDM
frequency is derived.

The analysis of data for a block of length 7 was done by a time-domain fit of the data to
determine the '*Xe and *He phase for each block. For unfiltered data, there was typically

some SQUID baseline drift, so the fitting function was

Sspar(t) = axesinwxel + bxe COS Wxel +

(He SIN WHet + be COS Wt + 1t + Co, (6.1)
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where the last two terms describe baseline drift and offset. In order for this model to describe
the data effectively, the blocks must be short enough that the drift is purely linear. An
F'-test [107] was used to determine the significance of adding the baseline drift terms in
Eq. 6.1. Alternatively, baseline drift can be removed using a finite impulse response (FIR)
high-pass filter. An FIR filter has the advantage of having an exactly linear phase response,
and the resulting group delay can easily corrected (see Appendix D for further discussion
on filtering). The specific filter used was an equiripple linear-phase FIR filter designed
using Matlab’s Signal Processing Toolbox [108] with a passband frequency of 5 Hz and a
stopband frequency of 0.5 Hz. For filtered data, SQUID offset and drift may be neglected

and the fit model is

Separ(t) = axe SiNwxet + bxe COS wxet +

(He SIN WHeE + bHe COS WHeL. (6.2)

The fits were performed using the separable non-linear least squares method described in
[109] using Levenberg-Marquardt least-squares minimization over a fixed time interval
[—7/2,7/2]. The phase for each species at the center for each block, labeled by index m, was
e /e = arctan (b, ./ X, me)- The two-argument four-quadrant inverse tangent function
(atan2 in Matlab) was used to return a phase in the domain [—7, 7]. The unwrapped phase
is P JHe = O, /e T 21 N,,, where N, is the integer number of cycles. The phase at each

time t,, = m7 was determined using

m m m—1 m—1
Xe/He = ¢Xe/He + {(I)Xe/He + er/HeT

— (@4 + Wik ) mod(2m) } (63)

where the term in brackets is 27 V,,,. The uncertainty of ®Y', /He is estimated from standard
gaussian error propagation using the parameter uncertainties of a¥y’, JHe and b, JHe> obtained

from computation of the covariance matrix of the fit to Eq. 6.2, which was scaled by
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the mean-squared-error of the residuals from the fit. Frequencies were determined by a
linear least-squares fit of the phase vs. time. To get the comagnetometer frequency, the
correction was applied to the '?°Xe phase using Dxeco = Pxe — RPye, where R = 1/r and
r = 2.7540816 is the number used in the analysis which is the nominal ratio of the *He and
129X e shielded gyromagnetic ratios [110].

For the main analysis, the 20 second block length 7 was chosen so that amplitude decay
and frequency drift were small enough not to affect the validity of the fit model but long
enough to separate the '*Xe and *He frequencies. Longer block lengths were preferable
because they decreased computational time. The comagnetometer correction was applied
to each block so that magnetic field drifts over periods longer than 7 were compensated.

Fig. 6.1 illustrates the limitation of magnetic field drift on block length.

0 84,0 =400t0 1000sec
E & Xe
He scaled
Xe comag
N 107t E 3
E E
o)
el
o
= 10°0¢ 3
1078: i A A | | L A
1071 100 10! 10? 10°

7 (s)

Figure 6.1: Modified Allan deviation of run C84 from June 2017. B drift is observed
beyond 20 seconds, our typical analysis block length.

Similarly, comagnetometer drift limits the integration time for a measurement of the
comagnetometer frequency, w.,. For the analysis, this means the length of time for which
the comagnetometer phase ®x. , is linear. An estimate of the size of the comagnetometer

drift was determined from Modified Allan deviation plots of early spin precession runs and
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was used to determine how often we switched the applied HV polarity. !

A HYV segment is the portion of data at a given HV polarity. We chose this length to be
400 or 800 seconds and for each run all segments had equal length. To account for drift
when we combined segments to determine the EDM frequency w,, we used the following
HV polarity pattern for all runs: £[0+ - —+—-++——++— 4+ ——4+0,0 — ++ — +
— —+ 4+ — —+ — 4+ + —0]. Two runs, C92 and C13, were ended after the first 18 states.
The HV polarity pattern allowed us to combine the frequencies from each HV segment ¢
to determine wy in a way that compensated for comagnetometer drift. For example, if the

comagnetometer drift is purely linear over four HV segments,

Weo = a° + a't + wy, (6.6)

then, for a sequence of + — —+ and equal length segments ¢; = i{At,

1 2 3 4 _ 0 1 0 1
Wy — Woy — Wy +Wey =@ Faty +wg — (a° +ats —wy)

— (a® + a'ty — wy) + a® + a'ty + wy
= altl - CthQ — altg + 0,1t4 + 4wd
= a' (At — 2At — 3At + 4AL) + 4wy

— . (6.7)

'The Modified Allan deviation in contrast to the regular Allan deviation can separate white phase noise
(slope 7—3/2) from white frequency noise (slope 7~ /2). From Ref. [111], the Modified Allan variance from a
set of M frequency measurements y for averaging time 7 = mmy where 7 is the basic measurement interval is

j=1 i=j k=i

1 M—-3m+2 [ j+m—1 fi+m—1 ?
Modo () = SmA (M — 3m £ 1) > > < >, [yk+m—yk]> : (6.4)

or with phase data x from N = M + 1 measurements

1 N-3m+1 | j+m—1

Modo2(t) = PR > > [witam — 2@igm + 3] p (6.5)

Jj=1 i=J
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Similarly, a sequence of eight cancels quadratic drifts; a sequence of 16 cancels drifts up
to 3" order; and the full sequence is insensitive to drifts up to 4" order. Because this is an
unweighted average, longer sequences resulted in lower statistical sensitivity due to loss of
signal amplitude by the end of the run from 75 decay. Because our drifts were mostly linear
over four segments, we chose to use a sequence of four for our analysis. The process for
determining the systematic error from higher order drifts is discussed in Ch. VII. A sequence
of segments used for a wy determination we refer to as an EDM set.

There were two irregular runs. In C82, there was a significant SQUID perturbation in the
second HV segment. In C93, the HV did not switch on until the last 100 seconds of the first
intended HV segment. For both these runs the affected HV segment was shortened to only
include the unaffected data. The other three segments in the EDM set were also shortened by
the same amount so that the linear comagnetometer drift could be compensated. For another

run, C13, an F'-test showed that the % . vs. m7 was not linear for the first 5 segments, so

Xe,co
they were shortened by six blocks or 120 seconds until the F'-test showed a P < 0.5 that a
quadratic term was significant?.

For each HV segment, the extracted comagnetometer frequencies w’,, were blinded by
adding or subtracting, depending on Eo-Bo, a previously computer-generated pseudorandom
number of magnitude < 5 x 10~® Hz. The blinding offset was saved separately from the
data in a binary format. After all cuts and systematic corrections were determined, the last

step was removing the blinding offset and reanalyzing to produce a set of frequencies for

the final analysis.

>The F-test [107] uses the x? statistics of two fits to determine the validity of adding an (m + 1)th term

X2(m) — x*(m +1)
X2(m+1)/(N—-m—1)’

Frmy1 = (6.8)

where N is the number of data points and Fy;, ,,,+1 follows the F' distribution Pr(F'; 14, v2) for degrees of
freedom 11 = 1 and v = N — m + 1. Then, the probability P, ;,+1 = fF PF (F;1,N—m+1).
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Figure 6.2: The top plots are the raw HV monitor and Z1 data from C82. Below, the filtered

data divided into the first nine segments, including shortened segments from the SQUID
jump.
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Figure 6.3: The top plots are the raw HV monitor and Z1 data from C93. Below, the filtered

data divided into the first nine segments, including segments that were shortened because
the HV did not turn on as intended.
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CHAPTER VII

Systematics

7.1 Introduction

Systematics for HeXeEDM are shifts of the comagnetometer frequency that correlate
with Eg - By or false EDMs. In this chapter, we review the systematic effect measurements
and analysis for the EDM measurement data of HeXe2017. Some auxiliary measurements
from HeXe2018 were used. At the end of the chapter, we tabulate the results for the total
systematic error. Our approach for systematic studies for the EDM measurement is to,
whenever possible, amplify an effect we expect to induce a comagnetometer response,
measure that response, then scale down to the actual size determined through consistent
monitoring during the experiment. The main systematic effects that can be studied in this
manner are false EDMs due to leakage currents, charging currents, and HV-correlated cell

motion.

7.1.1 EDM definition and sign, analysis units

Recall from Fig. 3.1 that the frequency shift due an EDM w,, depends on the sign of the
applied electric and magnetic fields. For By = + B,y in the coordinate system of the BMSR-
2 (see Fig. 4.6), a positive electric field Eg = + £y reduces the precession frequency and a

negative electric field Eq = — E\¥ increases it for positive d. For Bo = — By, the opposite
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is true. This means the EDM shift to w,, is (Eq. 3.10 for positive d )

Wy = —%E0 - Bo. (7.1)

To review the analysis time-scales described in Ch. VI, a block is the smallest analysis
unit and describes a set of data typically over 5-20 seconds from which a time-domain
fit is used to determine the phase at a well-defined time ¢,,, at the center of the block. A
segment describes the set of data comprised of an integral amount of blocks during which
the high-voltage is constant. The comagnetometer frequency w,, is determined per segment
from a linear fit of the corrected phase per block. An EDM set is a sequence of N = 4 or 8
segments with HV applied in a drift-canceling pattern. An EDM measurement is derived

from an unweighted average of w., from an EDM set as shown in Eq. 6.7:
1 N
Wo = Zl sgn(Eo - Bo) weo = wy + w™™, (7.2)

where w!* is the contribution from systematic effects that manifest as a false EDM. A run
is a single fill of a cell and consists of 16 or 32 segments with applied HV, and two or four

segments with no applied HV.

7.1.2 Comagnetometer model

A false EDM is a shift of the comagnetometer frequency w,, that is correlated with
EO . BO. In order to understand false EDM signals, let us first look at the contributions to
the precession frequencies of '>Xe and *He in the absence of an applied electric field

WHe = ’)/He(l — 5He) <B>He + wﬁl‘i + Q. B
(7.3)

Wxe = 'YXe(l - 5Xe) <B>Xe + W?(Cel: +Q- B?
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where Yuexe = 2/tnesxe/ h is the intrinsic nuclear gyromagnetic ratio, Ope/xe = THerxe T Oferxe
is the species-specific chemical shift, ope/xe is the atomic diamagnetic shielding and dj;, .
depends on several factors including cell pressure, temperature, and surrounding materials.
(B) gexe 18 the averaged magnetic field in the cell and generally is different for both species
due to the different diffusion constants and wid .. is the species-dependent frequency shifts
discussed in Ch. V that result in the observed comagnetometer drift. €2 - B is the projection
of the earth’s rotation frequency {2 onto the magnetic field B. Note that contributions to
B include the applied magnetic field By, the residual magnetic field in the room, and any

nearby magnetized materials. The earth’s rotation contribution is

Q- BO = (2 cos ¢Berlin COS(p - 9OOSgH[BO]) (74)

where the earth rotation frequency Q = 72.921 x 1075 rad/s, the latitude @pegin, = 52.5164°
and p = 208° is the angle of % in the coordinate system of the BMSR-2 relative to due north.

The comagnetometer frequency is the combination of the two species frequencies

Weo = Wxe — Rwpe, (7.5)

where R = 1/r = 1/2.7540816 is the nominal ratio of the shielded gyromagnetic ratios

"/Xe(l“'O'Xe)

rec(ltom) used in the analysis. Then,

Weo = [THe(1 — Oxe) <B>Xe — Rype(1 — One) <B>He] + (Wigi(i - Rwﬁfé) +(1— R)QB (7.6)
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For small changes in dxeme and (B >Xe/He = B + A Bxene, the comagnetometer frequency is

Weo & — YHe(l — one) ARB
+ ’VXe(l - O-Xe)(ABXe - ABHe)
+ 1-RQ-B

+ Wi — Rl (7.7)

The first term in Eq. 7.7 refers to an offset in the comagnetometer frequency proportional
to B that results from varying chemical shift AR caused by different pressures, etc. The
second term refers to frequency shift caused by a difference in the averaged magnetic field
by the two species because of different diffusion and 2™ and higher order gradients across
the cell. The third term refers to the comagnetometer drift discussed in Ch. V. The last term
is the contribution from the earth’s rotation and couples any change in the direction of B.
Note that in Eq. 7.7 we’ve neglected v x E effects which are negligible as discussed in

Section 7.6.
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Parameter Value

Electric field |E| =2.94kV
Magnetic field gradient aa—%’ = |Gyy| =30 nT/m
Comagnetometer B response %% =3 Hz/T

Comagnetometer gradient response %g%j; = 0.17 + 0.09 Hz/(T/m?)

Table 7.1: Parameters used for estimates of systematic effects.

7.1.3 Assumed parameters
7.1.3.1 Electric field strength

The same high-voltage of 6 kV was applied to the cells for all runs. However, each cell
has a different length with lpp; = 1.85 cm and /pp, = 2.18 cm. Then, for the six runs using
PP1, the electric field (dropping the subscript) magnitude is £/ = 3.24 kV/cm and for the
remaining ten runs with PP2 £/ = 2.75 kV/cm. For some systematic effect calculations, the
different electric field strengths are taken into account. For global estimates, we use the

average ) = 2.94 kV/cm, which is a weighted average of E for each run.

7.1.3.2 Magnetic field gradients

The first-order gradient G, = 68% is estimated from the T} times for '*Xe and *He
provided in Table 6.1. The minimum observed 75 values were 75y, = 3705 s in run C10
and T3y, = 4867 s in run CO2. Using Eq. 3.31 to estimate the worst-case gradient, we find

|Gyy| =30 nT/m.

7.1.3.3 Comagnetometer B sensitivity

Oweo

The comagnetometer-B sensitivity 5%

refers to the w,, frequency offset resulting from
uncertainty in R due to chemical shifts, variations in the cell glass, pressure, and other effects,
AR. In Fig. 7.1, we see that the comagnetometer drift dominates at the beginning of a run.

We used the absolute frequencies at the end of each run to estimate %. The difference
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between the maximum and minimum value was used as Aw,,. The comagnetometer B

sensitivity is
1 dwe, 8.2 uHz
2r OB 2.6 uT

— 3 Hz/T. (7.8)

7.1.3.4 Comagnetometer gradient sensitivity

The comagnetometer gradient sensitivity is the response of w,, to magnetic field gradi-
ents. The second term in Eq. 7.7 arises from a difference in the magnetic field averaging
by the two species due to diffusion. As long as the diffusion time for each species is much
less than 77, a first order gradient is averaged the same way for each species. However, a
second-order and higher magnetic gradient is averaged differently [112]. We studied the
comagnetometer response to gradients by “loop-tests,” where a wire was looped around the
stem of a valved EDM cell or taped to the opposite electrode and current on the order of A
was applied. The change in w,, for different applied currents was measured. For a loop of

radius a, the magnetic moment and magnetic field along its axis ¢ are

WP = ra?] Bly00p = 2”27]:;?2, (7.9)
where rr = \/m . The 1*, 2" and 3" order gradients are
o OB polny
a4 dy 47rrd
Hloo — é’;_f?ymp _ #Z:;f [5@7{_2 - 1} (7.10)
Kloop — %S_Z%IOOP - 6/2; 7;32 [15y = 35%2] .

There were two such measurements performed: one was during HeXe2017 using cell PP1
and the a = 0.5 cm loop wrapped around the stem approximately 1 cm away from the
electrode; the other measurement was performed at the TUM MSR a month later using

a valved EDM cell E2 with a loop of radius a = 0.5 cm attached directly to the electrode

74



opposite the stem. Both results are presented in Figs. 7.3 and 7.4, but for the HeXe2017
systematic analysis we used the latter measurement because the loop was closer to the cell
and therefore higher order gradient terms were more significant. The size of the 1*, 2", and

3 order gradients in the cell for each measurement is illustrated in Fig. 7.2.

x 10710
12F H T T T . T —
=103 , TUM PTB _ -
= g: A TUM cell =---=--- PTB cell |} : :
SN : -
L i
: . : . ; .
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Figure 7.2: Calculation of the 1% through 3™ order magnetic field gradients using Eq. 7.10
for the TUM and PTB loop tests. The dotted and dashed black lines indicate the cell
boundary for the TUM and PTB cells, respectively. Gradients were calculated for a 10 A
applied current.

For the HeXe2017 loop-test measurement, current was applied to the loop in the fol-
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Figure 7.3: Results of the loop-test measurement during HeXe2017 in June 2017. (a) The
extracted comagnetometer frequency we,/(27) vs. applied current and (b) dwe, VS. OWhe-
dw is the change in w from the previous segment. Analysis using dw instead of w is less
sensitive to comagnetometer and B drift.
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lowing order: 0, 2,0, —2,0,2,4, -2, —4, 0 pA. The data were divided into segments based
on the applied current, and then further divided into blocks. Similar to the analysis in
Ch. VI, the data in the blocks were fit to determine the phase, and a linear fit of the
comagnetometer-corrected phases provided the comagnetometer frequency of each segment.
The *He frequencies per segment were determined similarly. Fig. 7.3 shows w,, vs. ap-
plied current as well as the change in the comagnetometer frequency between consecutive
segments, dwe, vS. the change in the *He frequency, dwe.

For the loop-test measurement at the TUM MSR in August 2017, current was applied in
the following order: 0, 10, 100, 0, 100 pA. The results are summarized in Fig. 7.4. Using
Eq. 7.10 we can estimate the size of the magnetic field gradient in the cell and use the slope
in Fig. 7.5a for

1 Oweo Hz

=0.16+0.09 —. 7.11
21 OH,, T/m? (.11)

In Ref. [112] the authors present a scaling argument that the comagnetometer frequency

. . 3 3 .
dependence is proportional to H, . A fit to the dependence on H,), is

1 Owe H
Weo 91 % 107493 x 100 ——2

27 O(H,y)? (T 712

This result is used in Section 7.5.3.2 for determining the effect of cell motion in the presence

of a fixed magnetic gradient.

7.2 Leakage current

When HYV is applied to the EDM measurement cell, current may flow between the
electrodes, following an unknown path dependent on the bulk resistance of the cell glass and
inner and outer surfaces. The worst-case scenario would be if the current followed a spiral
path between the electrodes to produce a HV-dependent magnetic field that adds to By,

imitating an EDM. The comagnetometer mitigates the effect of a leakage current since the
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Figure 7.4: Results of the loop test at TUM in August 2017. (a) The extracted comagne-
tometer frequency we,/(27) vs. applied current and (b) dwe, VS. dwye.
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Figure 7.5: (a) weo Vs H, L‘;"p and (b) vs. H 5;"0" from the TUM dipole measurement, using
Eq. 7.10.

*He couples to the same leakage-current-induced magnetic field. To test the effectiveness
of the comagnetometer cancellation, we performed a test by wrapping a wire one full turn
around the cell and applying currents ranging from -1 A to +1 pA. The result of this test is

summarized in Fig. 7.6 and the comagnetometer response measured was

1 Oweo
27 01, applied

= —1.36 £ 0.90 pHz/pA < 1.77 yuHz /A (68% c.l.). (7.13)

79



To estimate the systematic error from a leakage current for HeXe2017, we scaled this result
by the maximum leakage current measured. The leakage current was monitored throughout
each run and recorded on a channel in the DAQ. The maximum leakage current measured
per run is provided in Table 7.2. We opted to use the maximum leakage current observed
to estimate a global false EDM rather than a run-by-run correction. Note that the sign of
the correction is unknown. Aside from different cells, the leakage current may be different
run-to-run because of cell-handling and may change even within a run. The maximum
leakage current was 97 pA observed in run C92. Combined with the average |E| = 2.94 kV,

the 68% upper limit on the magnitude of the false EDM is |dj35,..| < 1.2 X 107** ecm.

x1076 Simulated leakage current measurement
8 F T T T T

slope = -1.36 £+ 0.90 pHz/uA
7L i

]

Weo/(2m) [Hz

w
T
1

-1 -0.5 0 0.5 1
Current applied [pA]

Figure 7.6: W, Vs. Lypplica from the simulated leakage current measurement.

7.3 Charging current

Charging currents during HV ramping /harging = C (ii—‘t/ can magnetize materials on or
near the measurement cell, like the valve o-ring. If a nearby material is magnetized by
charging currents, it may contribute to a false EDM by changing B (first term in Eq. 7.7),
creating a gradient (second term), or changing B (fourth term). The comagnetometer

response to an exaggerated ‘“charging current” was measured by applying current to the
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Run | Cell |I1%%..| [PA] |15, | [nA]
C82 | PP2 23 15
C83 | PP2 33 19
C84 | PP2 33 19
C85 | PP2 24 18
C86 | PP1 28 18
C89 | PPI 23 18
C91 | PP1 33 16
C92 | PPI 97 11
C93 | PP2 53 11
C02 | PP2 23 11
C08 | PP2 33 12
C10 | PP1 20 N/A
C12 | PP2 24 N/A
C13 | PP2 17 N/A
Cl4 | PP2 17 N/A
C15 | PPI 20 N/A

Table 7.2: Magnitude of the maximum leakage current and charging current measured per
run. For the last few runs the readout was blanked for the charging current so that the
leakage current could be monitored more accurately without having to rescale the voltmeter.

cell in a pattern similar to an actual charging current. Similar to the leakage current test,
the result was scaled by the maximum measured charging current during HeXe2017 to
determine the false EDM.

The charging current test was performed in the summer of 2018 by applying fixed
charging currents of 10 pA and 20 pA to the cell by shorting out the cell with a wire and
applying £100 or 200 V from the HV supply with current limited by a 10 M(2 series resistor.
The voltage was applied over a time interval and with polarity according the charging current

pattern for a HV sequence of + — — + — 4+ +— and — + + — + — —+ and a segment length
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of 100 seconds. The comagnetometer response observed was

1 Oweo

———— =—-0.3+1.2nHz/uA < 1.23nHz/uA 68% c.1., (7.14)
21 01, charging

combined with a maximum measured charging current of 20 nA, we find for the false EDM
due to charging currents |dge,,,| < 1.7 x 107> ecm.

7.4 Comagnetometer drift

Comagnetometer drift is caused by the third term in Eq. 7.7 which refers to the species-
dependent drifts discussed in Ch. V. To extract an EDM, we must separate the comagne-
tometer drift from an EDM frequency which is modulated by E - B. Eq. 6.7 illustrates how
a linear drift is separable from an EDM using a B flip pattern of + — —+. Similarly, a
pattern of eight cancels up to a quadratic drift, a pattern of 16 cancels up to cubic drift, and a
pattern of 32 cancels up to a quartic drift. We chose to apply HV in a pattern of 36, including
zero HV segments at the beginning and middle, for all runs except two runs that used a
half-pattern of 18. It can be shown that the zero HV segments in the middle do not affect the
quartic drift cancellation. Combining segments in a drift-canceling pattern is essentially an
unweighted average. Because the signal-to-noise decreases with 7% decay of both species,
longer patterns have reduced statistical sensitivity.

There were two approaches considered for evaluating the comagnetometer drift. The
first approach was to compare the results from four, eight, 16, and 32 segment blinded EDM
measurements, and the second approach was to parametrize the drift as a polynomial and
determine the correction Wi by fitting w,, vs. time. Both are discussed below. For the
final analysis, we used combined segment frequencies in a sequence of four and used the
polynomial correction method to determine the systematic error from higher order drifts.
Initial corrections were determined with blinded data. Because the blinding EDM shift is

different for each cell, the final correction may change after unblinding.
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7.4.1 Comparing sequence lengths

For the pattern-combination, all segments within a set must be of equal length. For the
runs with shortened segments discussed in Ch. VI, a total of /N segments were shortened,
where NV is the pattern length. For this comparison, a data set was generated for N = 16
where the first 16 nonzero HV segments of the three irregular data sets (C82, C93, and
C13) were shortened by equal amounts. For a pattern of NV, the EDM frequency of a set is
determined from the segment frequencies w’  as shown in Eq. 7.2. The results are provided
in Table 7.3. The blinding was applied as an added frequency, which means the EDM shift
is different for each cell. For comparing the correction from different sequence lengths,
we look at the blinded frequency shifts for each cell separately. For unblinded data, we
perform a E%-weighted average (w; = E?/o?) for the full data set. This average is added in

Table 7.3 for completeness.

Cell PP1 PP2 avg.
%wg{)(z\/ = 4) [nHz] 2173 £6.61 -19.48 £4.15 -19.98 +3.40
%wfo(N = 8) [nHz] 2191 £742  -19.17 £4.48 -19.74 £ 3.70
%@ﬁo(]\f = 16) [nHz] -20.21 £10.74 -24.52 +591 -23.75 +4.96
o [@d(4) — @}(8)] [mHz] | 0.19+£337  -031+£1.69 -0.24+ 146
o+ [wd(4) — @}(16)] [nHz] | -1.51 £8.46  5.04+4.02 3.77 £3.62
Table 7.3: Comparison of the blinded EDM determined from a weighted average of w2 for
each cell and sequence length.
7.4.2 Polynomial parametrization
The comagnetometer frequency can be parametrized as
Weo = Qo + ayt 4+ ast® + -+ + sgn(E . B) Wy, (7.15)
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where a,, has units of rad/s'™. For a sequence of N = 4 and equally spaced segments of

length At the frequency extracted from an EDM set is
=
wl = 1 Zwio = Wy + az(At)? + 7.5a3(At)? + 40a4(At)* 4 - - = wg + Wik, (7.16)

For each run, w,, vs. time (as seen in Fig. 7.1) was fit to 2", 3", and 4" order polynomials.

An F'-test (Eq. 6.8) was used to determine the significance of each increasing order and the

results for each run are provided in Table 7.4. The corrections for each run were determined
false

from the fitted polynomial coefficients and wg i was evaluated using Eq. 7.16 and the

appropriate segment numbers and intervals. The blinded, drift-uncorrected result using a

Run Cell ‘ Pl,2 P2’3 P3’4 order

C82 PP2 | 1.0000 0.8644 0.8460 4
C83 PP2 | 09756 0.8489 0.0795 3
C84 PP2 | 1.0000 0.9756 0.4538 3
C85 PP2 | 0.9004 0.4811 0.1358 2
C86 PP1 | 09792 0.8852 0.8569 4
C89 PPI | 0.1351 0.5741 0.4716 none
C91 PPI | 1.0000 0.3362 0.6506 2
C92 PP1 | 1.0000 0.7330 0.7044
C93 PP2 | 1.0000 0.9855 0.5512
C02 PP2 | 1.0000 0.0412 0.9432
C08 PP2 | 09947 0.9992 0.0080
C10 PPI | 1.0000 0.8880 0.8583
C12 PP2 | 0.9851 0.3748 0.0845
C13 PP2 | 0.5387 1.0000 0.3969
Cl14 PP2 | 0.9998 0.7233 0.5158
C15 PP1 | 0.9936 0.8500 0.7783

B W WD R WD WS

Table 7.4: Probabilities from F'-tests of increasing polynomial order. The last column is
the order used to fit and obtain the correction coefficients based on a probability threshold
P > 0.6. No correction was applied to C89.

sequence length of N = 4 and weighting by w; = E?/o? for the different cells

1
—wk = —20.14 & 3.39 nHz. (7.17)

2
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After drift correction using the polynomial orders for each run provided in Table 7.4 based
on an F-test probability P > 0.6 for adding another order and w4 evaluated for each
EDM set,

1
5-wa = —20.25 % 3.53 nHz. (7.18)
s

The difference between these two numbers gives a false EDM frequency of %w(f;ﬁ;f =

—0.11 + 0.98 nHz and a false EDM of df = (—2.16 4 6.73) x 1072 eccm. After
unblinding, these numbers changed slightly because the blind EDM shift was slightly

different for each cell. Therefore, the final EDM correction was

die — (—0.84 £6.63) x 1072® ecm (7.19)

7.5 Cell motion

Electrostatic force between the HV electrode and the grounded safety electrode may
cause HV-correlated cell movement. There are a few sources of false EDMs due to translation
and rotation of the cell. Translation of the cell causes the cell to experience a different
magnetic environment; in particular different magnetic gradients couple to w,, through the
second term in Eq. 7.7 and a slightly different B couples to the first term. Rotation of the
cell additionally may cause rotation of B in the case of magnetized cell components like the
o-ring, which couples to w,., through the earth rotation term in Eq. 7.7 and species-dependent
shifts. We were unable to complete a direct study of the comagnetometer response due to
cell motion but were able to set a limit of the cell motion systematic effect by other means

discussed below.
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Figure 7.7: w., and applied HV vs. time for run C84 (top). Linear drift can be canceled by
combining frequencies in a sequence of four (bottom). Higher order drifts can be further
corrected using the procedure outlined in the text.

7.5.1 Estimates of cell motion

7.5.1.1 Laser beam measurement

A limit of the HV-correlated cell motion was obtained in 2018 through a test using a

laser beam aimed at the cell electrode and reflected on the wall of the BMSR-2. The cell axis

was along ¢ as it is during the experiment. An angle ¢ corresponds to the rotation around

z, and the angle # corresponds to rotation about z. The motion of the beam’s reflection on

the wall was observed as the HV was changed by +9 kV. The rotation was calibrated by
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rotating the cell ¢ = +5° and —5°, which moved the reflection on the wall 2’ =283 mm and

334 mm, respectively, and results in a calibration factor of % = % ~ (.28 mrad/mm. The
observed shifts for AHV = 18 kV were
Az =0+ 0.3 mm, A¢p =0+0.1 mrad,

(7.20)
Az =04 0.2 mm, and A# =0+ 0.06 mrad.

Combining with the calibration factor and the high voltage magnitude of 6 kV for each

EDM run, we find

A¢ ~ Af ~ 5.5 urad/kV - 6 kV = 33 prad. (7.21)

7.5.1.2 [Estimate of cell translation from precession amplitudes

An estimate of cell translation can be derived from observed precession amplitude mod-
ulation due to HV polarity switching combined with numerical calculations of the change in

flux ® 5 through a SQUID loop 0.034 m from the center of the cell. The dependence is

1 dop 1 1 dop 1 1 dop 1
——=—0.05 —— =—0.05 — =—-091 . (7.22
Oy do cm -, D, dy cm 7, T, dz cm . (7.22)

The worst-case scenario for motion along x or y is
AS

where S is the spin precession amplitude for *He or '*Xe. To estimate AS/S a method
similar to the EDM pattern analysis was used on the precession amplitudes for each segment.

An 8-segment pattern analysis on the *He amplitudes was used to get

A A
— =624 x107°4+8.53 x 107°, or ‘?S‘ < 1.6 x 107* (68% c.1.), (7.24)
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which provides a limit of
Az <3x107°m or Ay<3x107°m. (7.25)

7.5.2 Rotation

To estimate the change in w,, due to cell rotation, during HeXe2018 we measured w,,
while changing the angle +5° near the nominal cell orientation along ¢ or ¢ = 270° in the
coordinate system of the room. Fig. 7.8 shows the results, where the segment lengths were
chosen to be short enough to ensure linear phase.

Let « be the angle deviation from the nominal B, direction. Recall from Eq. 7.4
and Eq. 7.7 that the shift in w., due to rotation is o cos(p’ — «) & cos p’sin & where
p = p—90°sgn[§0}. Using this and that we expect a term proportional to sin? o from species-
dependent drifts, we expect comagnetometer drift due to rotation to have the following

dependence

rotation
co

= by + by sina + by sin® o, (7.26)
where the coefficients b,, all have units of rad/s. Using the data in Fig. 7.8b,

b b b
2 —49uHz - =16pHz — =44.2 uHz. (7.27)
2 2w 2w

For small angles « the shift is

a“’;" — by + 2bya®, (7.28)

rot ~_
dwg =«

Then, using ayy < 33 prad for 6 kV,

false

wrotation S 006 IIHZ
2 (7.29)

d?se <49 %107 ecm.

rotation
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Figure 7.8: w,, vs. time (top) and w,, vs. « (bottom) for angle dependence measurement.

7.5.3 Translation

Cell translation influences w,, through the first, second, and fourth terms of Eq. 7.7
corresponding to a change in the magnitude of 5B and changes in magnetic gradients. Because
we do not have a direct measurement of the comagnetometer response to cell translation, we
address both contributions individually using available data to estimate the false EDM. For
future HeXeEDM measurements, the comagnetometer response to cell translation will be

directly measured.
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7.5.3.1 Effect of translation on B dependence

The change in the comagnetometer frequency due to cell translation is

false _ awCO

w T false awCO
lation — A A\
translation ax )

Wiranslation — a

Ow
false co
Ay,

w . _ —
t lat
ranslation Oz

Az. (7.30)

Then, using values from Table 7.1 we estimate for a HV-correlated change Ay < 3 x 10~° m

false
Wiranslation 1 a("Jco 8B Hz nT _3
== —Ay=(3— ] 30— | Ay <2.7x 107° nH 7.31

or 27 OB oy 0 T — | Ay <2.7x107nHz,  (7.31)

which corresponds to a false EDM of

dise < 1.9 %107 ecm. (7.32)

translation

7.5.3.2 Effect of cell motion in the presence of fixed external magnetic gradients

Cell motion within a fixed nonuniform field may produce a false EDM proportional
to (Hy,)? [112]. Possible sources include a fixed dipole near the cell, or any permanently
magnetized component of the SQUID dewar or the MSR. Gradients from a source on the

cell, like a magnetized o-ring, should not contribute because the source moves with the cell.

A stationary dipole The comagnetometer response to translation in the presence of a
stationary dipole would ideally be measured directly by translating the cell a known amount
and measuring the comagnetometer response. In the absence of such a measurement, we
use the loop-test result which measured the comagnetometer response to a dipole close to
the cell and a measure of the HV-correlated change in B (AB) gy determined from analysis
of the 3He frequencies.

Assuming the third term in Eq. 7.7 is proportional to (H,,)* and by cell movement or
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other means, H,, changes,

SWeo o< 6(Hyy)? ~ (Hy,)*5H,,. (7.33)

For a dipole at a distance rgpo. much larger than its size, the derivatives along y are

proportional to B,, therefore

Sweo ¢ (Hy,)?6B,, or =H?,. (7.34)

dipole dipole ,.2
Hyy _ By Tloop (7 3 5)
Hloop - Bloop r2 ’ :

yy Y dipole

we see that for any dipole outside the measurement cell, we can combine the loop-test
with a measure of (AB)yy to estimate an upper limit on any HV-correlated effect that
changes H,,, like leakage currents, charging currents, cell rotation, and cell translation in
a nonuniform field. Since we have set limits through other means for all but the last one,
we use this method to set a conservative upper limit on the false EDM from cell translation.

Recall from the TUM loop-test (Fig. 7.4b),

= (—1.5540.28) x 1072, (7.36)

(AB)pyy was extracted using a 4-segment EDM pattern analysis on Y -SQUID-corrected
3He frequencies. The SQUID-correction was performed as described in Ch. V. The resulting

HV-correlated *He frequency change was

Awfly = —181.4 & 124.4 nHz. (7.37)
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Combining these,

1 ,
_false < 0.37nHz (68% c.l.),

o Wiranslation

(7.38)
dase < 2.6 x 1072 ecm.

translation

7.6 Geometric phase

The geometric phase is the phase accumulation of the spins as they diffuse in a combined
magnetic field gradient and motional magnetic field (E x v/c?), and is a false EDM because
it reverses with E. It is a small effect with our experimental conditions. At room temperature,
using (vge) ~ 1575 m/s and (vx.) ~ 241 m/s, the motional magnetic field Bf>' ~ 5 nT and
Bt ~ 0.8 nT. Since By = 2.6 uT, under the adiabatic approximation the spins remain
aligned with B,. The adiabatic condition can also be described as w7 o > 1 where Teo,
is the time it takes for the spins to sample the cell and is on the order of seconds because
Dye = 1.3 cm?/s and Dy, = 0.2 cm?/s. Note that the mean free path A = 3D /v =~ 250 nm
for both *He and !*Xe which means that the velocity changes directions on a time scale of
A/ (v) < 1 ns, randomizing the geometric phase accumulation between collisions.

Ref. [113] (Eq. 70) provides an estimation of the frequency shift in the diffusion

approximation in 2D for cylindrical geometry, where R ~ 1 cm is the cell radius

2 2
v2REG,, 4 W2
p— . 7-39
Wep ( 2c2w2 x3 (2}, — 1) 14 (woR?/Da? )? (7.39)

This is valid for nEDM cells considered in Ref. [113] that have a large radius-to-length ratio.
We expect this to be an upper limit for our cylindrical cells where the length is proportional
to the diameter and motion along the cell axis reduces radial diffusion. For '?*Xe and *He

after scaling the diffusion constants for motion in 2D

wos = 8.0 x 107 rad/s, and wip = 3.4 x 107" radss. (7.40)
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Combining the two to get the comagnetometer shift and false EDM,

1 false —13

— |wip®| = 1.8 x 107" Hz,

2m (7.41)
dise < 1.3 x 1073 e cm.

7.7 E uncertainty

An estimation of the uncertainty in the spatial average £ in the presence of the safety
electrode was performed by collaboration member Tianhao Liu using finite element analysis
software (COMSOL) and determined to be within 10%. The deviation § ' couples to the
EDM

E
dsp < %dA(mXe) (7.42)

determined using d 4 ('?°Xe) after unblinding which resulted in

dsp < 2.6 x 1072 ecm. (7.43)

7.8 E? effects

The two cells used in HeXe2017 have different lengths, so they have different electric
field strengths within for the same applied HV. Therefore, we have data for & = 0, 2.75,
and 3.24 kV/cm. The final £? false EDM was determined from the unblinded HV segment
frequencies. The frequencies shown in Fig. 7.9 are the residuals from a 4" order polynomial
fit of w’, of each run, totaling 539 values. The electric field per segment is determined
from the average value of the HV recorded by the DAQ for the segment divided by the

measurement cell length. The slope of the linear fit is

H
— 010 +£0.87—— .
21 OE? (kV/cm)

(7.44)
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The EDM correction is determined from the precision with which we reverse the HV,
which was measured to to be AHV < 10 V; therefore, |F, — E_| < 3.3 V/cm and

|E? — E?] <0.02 kV?/cm?. For the false EDM we have

1

1 Ow
false co 2 2
Wps = — ]E+ — FE2| <0.017 nHz (68% c.l.),
27 21 OF? (7.45)

d®5e < 1.2 x 1072 ecm.

5 ><1()76| T T T T T
slope = 0.10 + / — 0.87 nHz/(kV /cm)?
- 2/dof = 436.8/537
==
&
g
S0
3
=
E
=
n
2
-5 1 | ] | ] |
0 2 4 6 8 10
E? [kV?/cm?|

Figure 7.9: Residual frequencies from polynomial fits of w’_ vs. averaged E? per segment.

7.9 Correlations

The consistency of the EDM measurements was checked under different conditions
including gas pressure, measurement cell, HV ramp rate, HV segment length, and HV
polarity at the start of a sequence of four, and Bo (See Fig. 7.10). Each of these couples to
the systematic effects discussed previously. Varying gas pressure couples to the first and
second term of Eq. 7.7 because of differences in the chemical shift and averaging of magnetic
gradients within the cell. The two measurement cells used have different dimensions and

therefore both the size and time structure (from different 7} ) of the comagnetometer drift may
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change. For different HV ramp rates, the charging current changes. Correlations with HV
segment length and HV polarity may indicate a systematic error from the comagnetometer
drift correction. By couples to the earth’s rotation and to the gradients from any nearby
stationary dipole. The differences are shown in Table 7.5. No significant correlations were
observed.

The final systematic error for each of the effects discussed for the HeXe2017 analysis is
provided in Table 7.6. The systematic error from leakage current, charging currents and cell
motion were determined from auxiliary measurements. In the case of cell translation, the
error was determined from a combination of an auxiliary measurement and *He frequency
study of the HeXe2017 data where the *He frequency error is dominated by B drift. The
geometric phase error is a calculation and £ uncertainty is a scaling of the measured value
for the EDM. All of these errors are independent and can be added in quadrature. Both the
comagnetometer drift error and the E? effect error were determined from the EDM data,
which means that the error is statistics-limited and that the errors are have some correlation.
Therefore, these errors were added arithmetically first and then in quadrature with the other
errors. The comagnetometer drift is the only systematic correction. All other effects were
upper limits either because the comagnetometer response was not observed when the effect
was scaled up in auxiliary measurements or because the sign is unknown as in the case of

leakage currents. The total systematic error was determined to be 7.3 x 10728 e cm.
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Figure 7.10: Weighted average of EDM measurements by parameter: cell, pressure, By,
HV ramp rate, HV start polarity, HV segment length, and an EDM uncertainty cut for
ol < 1.8 x 1072° ecm (14 measurements) or o5 > 1.8 x 1072% ¢ cm (106 measurements).
The dotted line is the weighted average of all EDM measurements d 4 ('?°Xe) and the shaded
region is o, .

Source Correction (ecm) Sys. Error (e cm)
Leakage current 0 1.2 x107%
Charging currents 0 1.7 x 107%
Comagnetometer drift —8.4x107% 6.6 x 10728
E-correlated cell motion (rotation) 0 0.4 x 1028
E-correlated cell motion (translation) 0 2.6 x 10728
E? effects 0 1.2 x 10729
E uncertainty 0 2.6 x 1072
Geometric phase 0 1.3 x 1073
Total —8.4x107% 7.3 x 10728

Table 7.6: All false EDM sources discussed in the text and their associated systematic
error. The total systematic error was determined by first adding the correlated errors
(comagnetometer drift and £? effects) arithmetically and then adding each in quadrature.
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CHAPTER VIII

Conclusion

8.1 Results

After all systematic corrections and unblinding, for the weighted average of 120 EDM

measurements, we find

da(""Xe) = [0.26 + 2.33 (stat.) + 0.73 (sys.)] x 107" ecm, (8.1)

which represents an upper limit of

ds(PXe) <4.81 x 107* ecm  (95% c.1.). (8.2)

This result is a factor of 1.4 improvement over the previous result by Rosenberry [23] with
one week of data compared to six months and includes an extensive study of systematic

effects.
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Figure 8.1: The final corrected and unblinded EDM measurements (top). d('>°Xe) was
determined from the weighted average of the 120 measurements. Below is a histogram of
the EDM measurements and the red curve is a gaussian with mean p = 0 and width o = 1.
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8.2 Future work

There is another EDM data set available from HeXe2018 with a (very preliminary)
sensitivity at the = 5 x 10728 level. In HeXe2018, with better gas purity and adjustments to
the gas mixture, *He polarization was improved by a factor of 10 and '*Xe polarization by
a factor of two. A better leakage current measurement was completed, and leakage current
to the grounded safety electrode was monitored during the measurements. Combined with
the systematic analysis in this work and an additional cell-motion study, a new and more
sensitive result is expected in the near future.

Other independent analysis methods are currently being investigated including using an
in-phase and quadrature (IQ) method of phase extraction (discussed in Appendix B) and an
alternative EDM extraction method using fitting of the phase data for each run.

Longer term HeXeEDM work includes investigation of cell shape to reduce comagne-
tometer drift following recent studies of '?*Xe—*He comagnetometers [114], development
of a flow-through gas system for automated cell filling and continuous running, bipolar
HYV, an upgraded dewar with lower SQUID noise, a larger electric field by increasing cell
gas pressure, and higher precision 7 /2 pulses using improved external magnetometry. The
BMSR-2 was also recently upgraded and now features a higher shielding factor.

With modest improvements in signal-to-noise, longer run-times enabled by an automated
flow-through gas system, and reduction of comagnetometer drift, significant improvement
in the statistical sensitivity is expected. The estimated statistical sensitivity (see Appendix B

for a derivation) is

h V24 1

— C(r. T
oa=C(r, 2)2E0 277 SNR’

(8.3)

where 7 is the integration time which is the HV dwell time, C'(7, 7) > 1 is a coefficient
taking into account the signal decay from 73, and SN R is the dimensionless signal-to-
noise ratio dependent on bandwidth and integration time. Assuming a 20% improvement

in amplitudes over HeXe2018, 7 = 800 seconds, Fy = 5 kV/cm, an improved SQUID
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sensitivity of 2 fT/v/Hz, and T} decays of approximately 10, 000 seconds for each species,
the estimated statistical sensitivity for 30 days of run-time with 50% efficiency is o4 ~
2.5 x 1072 e cm. However, the biggest limitation to the sensitivity is the comagnetometer
drift. As the experiment signal-to-noise increases, the comagnetometer drift is apparent on
shorter timescales and the integration time must be decreased. In order to reach ~ 1072 e cm
sensitivity, significant reduction of the drift is necessary through optimization of cell shape

and 7 /2 pulsing.

8.3 Global EDM context

To demonstrate the impact of an improved '>°Xe EDM result in the context of the broader
landscape of EDM measurements, we return to the framework described in Section 2.2.2.

Using Eq. 2.12 and current best limits at the 95% c.l. for d,, [22], dg [24], and dg, [25]

d, =3.6 x107% ecm
digg = 7.4 x 107 ecm 3.4)

dra = 1.4 x 107 ecm,

we can determine the influence of reduced '*Xe EDM limits. The result is shown in
Table 8.1 and shows with the eventual sensitivity of 3 x 1072 e cm we are twice as sensitive

). This result assumes no other

to BSM hadronic CP-violating parameters dS', g,(ro), and g,(rl
improvements in other EDM systems before the eventual 3 x 10~2 ¢ cm for the '*Xe EDM,
but in the next few years we expect improvements for dg, [25] and for d,, from multiple

experiments [5]. Combined with more sensitive EDM measurements of dgr, and d,,, we

expect significant advancement in our sensitivity to BSM CP-violation in the coming years.
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95% c.1. [ecm] > Jr Jr

6.6 x 10727 [23] 6.0x 10722 4.0x107% 1.2x107® 1.3x107°
4.8 x 10727 (this work) | 5.2 x 10722 35x 107 1.0x10™% 1.2x 107°
5x 10728 3.2x1072%2 21 x107% 71x107? 1.2x 1076
3 x107% 3.0x 1072 20x107® 6.7x107% 1.2x 1075

Table 8.1: Impact of reduced 129Xe EDM limits on the 95% confidence levels for the low

(1)

energy CPV parameters d*, g,r ,gr ,and C

103



APPENDICES

104



APPENDIX A

Data tables

In the following tables, we provide the fitted coefficients and errors for the polynomial
fits of the comagnetometer drift of each HeXe2017 run and the corresponding drift correction
to the EDM (Table A.1)and the uncorrected and corrected EDMs, both in units of frequency
(Table A.2) and EDMs (Table A.3).
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APPENDIX B

Frequency extraction

This appendix provides a derivation of maximum frequency resolution (also referred to
as the Cramer-Rao Lower Bound [36]) of two analysis methods: the in-phase and quadrature
(IQ) method and the time-series analysis (block-fitting) which was the chosen analysis
method for HeXe2017. In the 1Q method, the in-phase and quadrature signals are used to
obtain the phase as a function of time, and a linear fit of that phase provides the frequency.
Below, we first review the derivations of the maximum frequency resolution (assuming white
phase noise) using the IQ method for frequency extraction in the case of a single-frequency
signal with no decay and then a decaying single-frequency signal. In the second section, we

do the same calculations for the block-fitting technique.

B.1 1Q method

B.1.1 Single frequency with no decay

The voltage signal observed from spin precession, V' (¢) can be described as the follow-
ing:

V(t) = Vosin(wot + ¢o) + n(t), (B.1)

127



where n(t) is additive white voltage noise with power o%.. The IQ procedure for determining
the frequency is detailed below. First, we need to determine o4 as a function of oy. Then,
we can determine oy from a linear fit of the phases. Starting with two orthogonal reference

signals

‘/Tefl = Sin(wreft)

Viera = cos(wyest),
we multiply the original signal by each reference signal

Vi = Vo sin(wot + ¢o) sin(wyest) + n(t) - sin(wrest)

Vo = Vo sin(wot + ¢o) cos(wrest) + n(t) - cos(wrest).

Here, the noise terms have power o% /2 and are uncorrelated. Rewriting the above,

Vi = % [cos((wo — wref)t + ¢o) — cos((wo + wrep)t + o)

v, = % [sin((wo — Wref )t + o) + sin((wo + Wres )t + Go)] .

we note that there is a low-frequency term and a high-frequency term. The high-frequency

term is filtered out with a low-pass filter for the in-phase and quadrature signals. Defining

W = Wy — wrey We have @(t) = wt + ¢o, which is discretized as shown below with t* = Li
¢ = pg + wt'. (B.2)
Finally,
RN VA N VA o V.
Vi=""cos¢ Vi = O sing’ ¢ = arctan —Cf (B.3)

2 T2 Vi
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Now we can determine the errors (dropping the index for the moment):

oy (2 2
33
20y,
W

We find that the uncertainty per point for phase and voltage are related by

20,
- B.4
7 (B.4)

i
0'¢—

Aside:

The following is from Bevington [107] Chapter 6. For a linear function

y(x) = a+ bz,
the uncertainty in b after a least-squares fit is

1

1
=R

(2

where

8
[ h0 S polsr

]

|~
NN
Q|§

1 2 A\’
YEY-(E3)

q
<l
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We can obtain w from a linear fit of the phase

N N
1 1 1 2 1 V2
2 = — ==y 2 -_N_O B.5
Tw A Z o2, A Z 205 A 203 (B-5)
=1 ¢ =1
where
1 2 i\’
A=Y Y5 (25)
N2 02 2 N ) N 2
() Gor) - (2
=1 =1
7\? o e 2/ A72
= (= — —N*(N° -1
<N) 20‘2/) <12 ( )
V2N /1
2 0 2
= — —(N°—1
) <202V (12( ))
72 V2 \?
~—(N=% ) . B.6
12 ( 20‘2/) 8.6
Finally,
VA ov/VN V24 1 B
I~ onr Vo  2r7 SNR| '
B.1.2 Single frequency with exponential decay
With exponential decay our signal is
V(t) = Vo e /™2 sin(wert + 6(1)). (B.8)
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The calculation is the same, but now we replace Voi with Vo’i =W e t'/Te,

N N
1L 1 1L (e
2 = — = — 0
RN Z o, A Z 20%
i=1 (b =1
VS S () - L YE S (4
~ A20? ~ A20? —~—
V=1 V=1 B
1 %2 > 7 ]' ‘/E) 5 N
“nap 2= x5 )
v
2
- l V02 ! 27 (6_% — 1>
A 2UV 1 —eNT2
Using, for small z, - ~ —1,

o _ Ly V8 (T1-eTh
T 2

J/

N

TV
This term — 1 as Ty — oo

Next,

The leading term is:

2 N4T2 . - r T
7 NAT o7 (—artelt — 23R 4+ TheTs + 7))

V2’
A% _0 ( T:
(2a2v> N 1604 1°
V2?2 T 72 —2r —4r
() B(g)tes]

This does, in fact, reduce to 7'2/12 as expected in the limit that 75 — oo
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If 7 = T5 this simplifies to

V02 * 72 -2 -4

Finally, we have

2 l—e T2
O 9 —2 —ar
VeN T3\ 3 1 (4;2 +2)6T2 + e T2
V24 oy /VN
_ B.10
af 0(7—7 2) T % s ( )
where
2 713 1— 6_%
C(1,Ty) = ik - S (B.11)
5 1—(4%+2>6T2—|—€T2
2
For 7 = T5,
\/2 1 —e2 V24 oy /VN
of = -
! 3 1—6e2+et] 2rr  Vj
24 N V24 1
op & (1.7)£M = (1.7)———| (B.12)
2t W 2rt SNR

B.2 Block-fitting method
For the block-fitting method, the measurement time 7 is split up so that
T = NTy
where n is the number of blocks and 7 is the block size. Each block is fitted separately

using the separable nonlinear least-squares method detailed below to determine a phase and

amplitude for each block.
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Separable nonlinear least-squares: The variable projection method

The following is an overview of the method described in Ref. [109], Section 2.4
Given a set of observations y; the residuals for a model that is a linear combination

of nonlinear functions can be written as
n
ri(a,a) =y; — E a;m;i(at;).
j=1

Here, a and o describe the linear and nonlinear parameters to be determined. The

functional to be minimized is
2 2
[r(a, a)ll; = ly — IL(c)all;

where II(c) is a matrix composed of the nonlinear functions 7;(a;t;) evaluated at
all ¢;-values. If the nonlinear parameters «;, are known, the linear parameters can be

determined by solving the linear least-squares problem
a=TI(c)"y

where IT(a)™ is the Moore-Penrose generalized inverse of IT(c). Replacing a in this

form in the original functional, the minimization problem becomes
1 2
min | (T - T(@)TT(a)") |,

In the above form of the functional, the linear parameters have been eliminated so

we can define

ry(a) = (I-I(a)I(a)")y
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which is called the variable projection (VP) of y. The functional §||rs(cx) 15 is the VP
functional.

The VP method requires first minimization of the VP functional to obtain the optimal
values for the nonlinear parameters «;, which are used to obtain the linear least-squares

problem a = IT(a)"y. This is then solved to obtain the linear parameters a;.

“T’ve slightly changed the notation, using 7 /II instead of ¢/® to avoid confusion later in the text
since [ use ¢ and @ for phases.

B.2.1 Single frequency with no decay

Suppose we are starting with a voltage signal that can be described as

V(t) = Vosin ®(t) (B.13)

where

O(t) = wot + B(t). (B.14)

B.2.1.1 Method description

First, we will divide up the voltage signal into blocks of length 7. There are N = f, - 7
total points in the data set and n blocks of length 7. We will use the index m for blocks
and ¢ or j for points. Each block has NV, points, where N, = f, - 7. For simplicity, we’ll set
to =1ti=1 =0.

The resulting data to be analyzed can be written in the form

V() = V™ sin &7 (¢) (B.15)

where ¢ = [0, 70]. The same time interval is used for each block of voltage data. This choice

will become clear later. The goal is to determine V" and ™ for each block. Next, we do a
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separable nonlinear least-squares fit, where the fit function is

f(t) = Asin(wt) + B cos(wt). (B.16)

The fitted parameters are the linear parameters A, B™ and the nonlinear parameter w".

As shown in the previous section, this can also be written as

f(t) = Vosin(wt + ¢) (B.17)

defining V" as the amplitude and ¢ as the phase at ¢ = 0. Therefore, from the fitted parameters
we can obtain V" and ¢™. Note that, because of the way we have defined the time interval
of the fit, the latter is the phase at the beginning of the block. To determine the accumulated

phase ®(¢), where here t = 0, 79, . .., (n — 1)1, we use the following

" =™ 4+ {7 4wy — (O™ + w™ ) mod(27) } (B.18)

where the term in brackets is simply the number of cycles until the current block. Note that
this is a slightly different definition for ® than previously used in Eq. B.15. Previously, ®(t)
denoted time-evolution of the phase within a block, but from now on we will use it only
for time-evolution from block-to-block. Any time-evolution within a block will be made
explicit (i.e. using wt).

B.2.1.2 Error determination: Part 1

Now, we will discuss the errors of V" and ®™. We will begin by determining the error of
the fitted parameters A™, B™ and w™ from the separable nonlinear least-squares fit. Recall

that the data for each block is

Vi = Vg sin (9™ + wi't;) (B.19)

2
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witht; = -1 = ;/—(Lz Dropping the block index and using the notation in the above overview

T
N

of VP method, the linear parameters a = (A, B) and nonlinear o = w. We have

2
ri =V, — Zakﬂk(%ti)
=1

where 7 (t) = sin(wt) and my(t) = cos(wt) evaluated at points t; fori = 1,2,... N,

compose the columns of matrix II(w). The VP of V is
r'F(w) = (I-I(w)I(w)")V

or
N, 2
73 (50 St ) v
j k
For the first part of the VP method, the nonlinear minimization problem, the x? to be

minimized is )

(B.20)

Xoin = D [% > (%’ - Zﬂ(w)z’kﬂ(w)%) Vj

i j k

where o; is the voltage error per point oy .

If TTI(w) = (sinwt, coswt), a suitable pseudoinverse is ITT(w) = 1(cscwt,secwt)?.

1
2
After the optimum value for w has been determined, which we’ll denote as w, we can then
solve the linear problem,

A 1 | cscwt

= — V. (B.21)
sec wt
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Aside:

The following is from Bevington [107] Chapter 7. For a function that is linear in its

parameter ay:

Then, using

Z fi (%‘3];1 (x4)
Z f2($i;J;1 (4)

we can determine the parameters

Z Yi fligi) Z fl(%c)fJ;z(Ii)
1 . '
o- 3| mutg waege .
Z J1(z4) {1 Z " fl;g%
1 74 1
ar =% S Lo(eo) 12”1 z;) Zyz 20(9201 , etc.

Then, from the symmetric matrix

on= 3 | i) ile)|.

we can determine the covariance matrix o2 = !, where the diagonal elements provide

the errors o2
k

Let’s calculate A, parameters A and B, and the symmetric matrix . We are assuming
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wo &~ W = w. First, with t; = 22 4:

Ny 1 Ny 1 Ny 1 2
A = ; 0'—12 San(UJtz> ; 0__7? COSQ(wti) - (; 0__22 Sln(wtl) COS(UJtZ))
1 2 Np Ny Ny 2
= (_2) Z sin® (wt;) Z cos® (wt;) — Z sin(wt;) cos(wt;)
JV i=1 =1 =1
— (L 2} NZ — 02(2)811&2(@(}7)
o2 ) 4\'" b 0
(1 > N2 ] sin” wTy
- 0"2/ 4 wWTo

Since sin” x/2? is strongly peaked at z = 0 and wy is not likely to be small, we can neglect

the second term in brackets.

1\ N
NU%/ 4

Next,
1 [y, ANy} 1
A= X ; 0_2-; sin(wt;) ; —Z cos? Z —2 cos(wt;) Z _, sin(wt;) Cos(wti)]

Ny
Z sin(wt; + ®) sin(wt;) Z cos? (wt;)
i=1 =1

— Z sin(wt; + @) cos(wt;) Z sin(wt;) COS<Wti)]

_1(h
A \o}
i=1 i=1
1 cos @ 08 2T _ N7 — cos(2wTg) + 1 | esc? o
8 N, b T N,
2w?TE 4 cos(2wTp) — 1 1 VO 1
~—|— iy . S NZ cos @
A < %,) cos ( 8w?7¢ A \ o} V!

v
4 (Vo N
) W(%>TCOS®

[e=]

= > |

Vo
oy
"

[en]

Q

[\

—
Q
<N

= Vpcos ®
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Similarly, we find B = 1 sin ®. We can now determine o

Using wt; = djgf—iz =&

1 Y sin? &i > sin&icos i
2
9V | Ssinéicos& Y cos?&i

1IN, | 1 0
200 | 0 1
which gives us
202
2 2 1%
ATTETON,

Noting that o, = 04 we can obtain an expression for the phase error

2 B ? 2 A ? 2
O = A2 1 B2 oat A2 1 B2 9B
_20‘2/ 1
N, \A2+ B2

B 20‘2/ 1
=7, V02

op =2 <M> =Von (UVNN> (B.23)

Finally we have

Vo Vo

To get the frequency from the previously determined ®(t), where ¢t = 0, 79, 279, . .. (n —

1)7p, we again use a linear fit to obtain the same result as the IQ method,
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where we used N = nN,.

Finally,

(B.25)

B.3 Comparison with simulated data

To confirm the estimations of the Cramer-Rao Lower Bound (CRLB) from Eqgs. B.7,
B.10, and B.25, we compared the results of frequency extraction using both the block-fitting
method and the IQ method using simulated data. The datasets were generated as sinusoidal
signals with additive white Gaussian noise. We compare the results of simulated data with
and without decay for one and two frequency signals. Then, for two frequency signals, we
added common-mode frequency drift, similar to a B, drift. Each dataset of a given type (e.g.,
a single frequency with decay) has the same signal with different white noise. Note that the
IQ method errors are underestimated because the signals are filtered and the autocorrelation
was not accounted for when determining error bars from the linear phase fits.

All data sets were 1000 seconds long. The data with signal decay had a decay time
constant of 7, = 1000 s. The data with B drift had a drift of 100 pT/hr. The frequencies
were determined from the simulated B, using the '*Xe and *He gamma ratios. For single
frequency data, the frequency was ~ 30.7 Hz. For two frequency data, the second frequency

was ~ 84.5 Hz.
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x1078 Single frequency, without decay
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Figure B.1: The extracted frequencies from the IQ method and for varying block-lengths
using the block-fitting method for single-frequency data without signal decay.
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x1078 Single frequency, with decay
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Figure B.2: The extracted frequencies from the IQ method and for varying block-lengths
using the block-fitting method for single-frequency data with signal decay.
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x10~%  Two frequencies without decay and with BO drift
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Figure B.4: The extracted frequencies from the IQ method and for varying block-lengths
using the block-fitting method for two-frequency data without signal decay but with an
added “B,” drift of 100 pT/hr. The second added frequency was f, = r f;. After extracting
individual frequencies they were the first frequency was “comagnetometer’-corrected using

f comagnetometer — f 1 T’f 2.

We find that the calculated frequency resolution using Eq. B.10 and the frequency errors

using the block-fitting method are in good agreement.
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x1078 Two frequencies with decay and B0 drift
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Figure B.5: The extracted frequencies from the IQ method and for varying block-lengths
using the block-fitting method for two-frequency data with signal decay and added B, drift.
The second added frequency was fo = rfi. After extracting individual frequencies they
were comagnetometer-corrected feomagnetometer = f1 — 7" f2.
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APPENDIX C

Monte Carlo study

We used simulated data to perform a Monte Carlo (MC) experiment as a test of the
accuracy of the analysis method used for HeXe2017. In particular, to test the extracted
statistical error and to evaluate the validity of the drift correction method. Additionally, the
study clarifies bias with respect to analysis parameters.

To investigate the validity of the frequency resolution estimate in the case of noise that is
only locally white as is the case for SQUID data, we performed a study using simulated data
with real noise instead of additive white Gaussian noise which was used in the numerical

studies presented in Appendix B.

Simulated data generation

A set of simulated data was generated using the parameters in Table C.1. For each run,
a spin precession signal was generated with the same amplitude and 75 decay time for
each species as in the actual run. The B, drift was generated as a random walk process
(see Fig. C.1) and the species-dependent drifts w5 . (t) as a decaying exponential with
randomized 77 between 5000-15000 seconds and randomized amplitudes between 0 and

1 pHz.
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The frequencies were generated using
wite(t) = e Bo(t) + wiie(1) (C.1)

and similarly for w%,(¢). Both frequencies were integrated to generate ®Y.(¢) and
®%.(t). The Advanpix Multiprecision Computing Toolbox for MATLAB [115] was used
for greater precision for the phases. To ®%. (), a false EDM phase shift corresponding to
—3 x 107%" ecm was added, using the high-voltage monitor signal from the run and the

length of each cell.

Simulated By drift

T T T
2.60002 |- /\y/_\
\/—\\/ /""ﬂ \\ _ ///_/

2.60001 S g
L > e - <
== - _\\\\ ‘
g 20 ~— = 1
= R\
o =S
A 259999 L Xy 7
\\\\
\\
2.59998 |-
2.59997 - 1
l 1 1 1 1 1
0 1000 2000 3000 4000 5000 6000

Time [s]

Figure C.1: An example of 15 generated random-walk B drifts.

Next, the spin precession signal was generated using the phases and the real run ampli-

tudes and 7% times from Table C.1. The signals had the form

Z(t) = Ag(e cos @%C(t)e’t/TiXe + A%e cos @%e(t)e’t/TiHe. (C.2)
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These 16 generated signals were added to the real noise spectra of the 16 runs for each
of the MC cases. Each of the MC cases used the same 16 noise spectra but a different
frequency. The real noise spectra were obtained by applying a sharp band-stop filter to the
129X e and *He frequencies in the data. The MC frequencies were added sufficiently far away
to avoid the filtered portion of the frequency spectrum. The MC frequencies were chosen to
be in a portion of the frequency spectrum that was also flat and at least 10 mHz away from

any other previously chosen MC frequency [36].

Results

The data were divided into blocks and HV segments and analyzed using the method
described in Chapter VI. The results for this analysis are shown for N = 100 MC cases
in Fig. C.4. The comagnetometer drift was corrected using two methods: (1) the method
outlined in Chapter VII Section 7.4 and (2) EDM extraction directly from a polynomial fit.
The results are shown in Fig. C.5. The extracted EDM is ~ 1.7 ¢ from with the input EDM,
and the error bar is consistent with the standard error of the 100 cases. Another method
was investigated using a polynomial fit containing an additional EDM term. In this method,
Eq. 7.15 was used directly as the fitting function for the segment frequencies and the EDM
and error were fit outputs. The results are shown in Fig. C.6 and are consistent with the first
method. The results for all three methods are provided in Tables C.2 and C.3.

To determine if the deviation from the input EDM is a fluctuation or the result of a
systematic error in the drift correction, further study is required. If the result is due to a bias,
the bias is < 4 x 10728, This possibility can be investigated with another MC study on a
data set with no added comagnetometer drift. Further investigation into the discrepancy
between the standard error and the extracted mean error is also required. The discrepancy
may be a result of the bandstop filter used to generate the noise data from the real precession

data.
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[1072"ecm] EDM extracted err. standard err. standard dev.

Uncorrected —3.650 0.225 0.243 2.431
Method 1 —3.382 0.229 0.243 2.432
Method 2 —3.424 0.223 0.249 2.492

Table C.2: Results from an average of the MC EDMs for each method. All values are in units
of 1072"¢ cm. The standard error is o / VN , where o is the standard deviation of the EDM
values and N = 100 is the number of MC cases. The input EDM was —3 x 10727 ecm.
The data used are in Table C.3.

Uncorrected
T T T T T

20

f=—3.65,0 = 2.43

10+ -
0
-12 -10 -8 -6 -4 -2 0 2 4 6
_ 20 | | | Method I1 . | |
3 u=—3.38,0 =243
2
210
[<b}
L0
=
=
& 0
-12 -10 -8 -6 -4 -2 0 2 4 6
20 T T T hl/‘[etll()d I2 T T T
pw=—342,0 = 2.49
10 .
0
-12 -10 -8 -6 -4 -2 0 2 4 6

MC EDM [1072" ecm]

Figure C.3: Histograms of the uncorrected MC EDM values (top), after drift-correction
using the polynomial fit method of the HeXe2017 analysis (middle), and using polynomial
fit with an EDM term (bottom). The red curves are fits to a gaussian distribution.
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Figure C.7: A histogram of the x? values from the uncorrected MC EDMs and the drift-
corrected MC EDMs using Method 1. The histogram has been normalized to unit area and
the x? probability density function for 119 degrees of freedom is also shown.
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APPENDIX D

Choice of analysis parameters

For the HeXe2017 analysis, the analysis parameters chosen were: use of Z; over the
gradiometer Z,,qq, FIR high-pass filtering < 5 Hz, 6-parameter fit, 20 second block size,
[—7/2,7/2] block interval, 4 HV segments for each EDM sequence, and linear fit of phases
to determine frequency. The following is a discussion about the use of the high-pass filter to
remove baseline drift in order to use a 6-parameter fit.

The filtered data are shifted by time delay that is the same for all frequencies that needs

to be corrected so that the HV timing is unaffected. The filter used and the correction are

Listing D.1: Matlab code for creating FIR filter (requires Signal Processing Toolbox)

hpFilt = designfilt ('highpassfir', 'StopbandFrequency',0.5,"
PassbandFrequency', 5, 'StopbandAttenuation', 100,
PassbandRipple', .001, 'SampleRate', f_sample) ;

D = mean (grpdelay (hpFilt));

zdata = filter (hpFilt, [zdata;zeros(D,1)]);

zdata zdata (D+1:end)

where £_sample is the sampling frequency 915.5245 Hz.
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Figure D.1: Magnitude response for the FIR high-pass filter used for the HeXe2017 analysis.
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Figure D.3: d¢/dw for the FIR high-pass filter used for the HeXe2017 analysis.

A delay would cause the following:

un d d¢Xe
dx dB
__,unfilt € . bt
X T (VXQ i

/
dwy,

(D.1)

)

dt

where the last term is a species-dependent frequency shift. Then the comagnetometer

frequency is

fil fil TXe fl
ert,co = Wxe — —— WHe
YHe
— ,,unfilt + d¢Xe N x @ d(dé(e - d¢He
Xe,co dw e dt dt I
It —dfjfe = djge = % as seen above, then
filb  _  unfilt d¢- dwye Vxe dwiy,
Xe,co Xe,co dw dt i at

TXe dwi{e
VHe dt

dB .
TXe dt

)

This is a correction on the order of the comagnetometer drift. If the comagnetometer
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drift is ~ 1 nHz/s then this causes a correction of < 0.6 nHz in the extracted xenon
comagnetometer-corrected frequency. The error bar for each HV segment is typically 50—
100 nHz. Also note that the segment lengths have been chosen such that comagnetometer
drift within a HV segment is below the phase noise, so this term does not affect our extracted
frequencies and errors.

Next, we compare the use of a Z-gradiometer vs. Z1 magnetometer for analysis and
compare m = 6,7,8 parameter fits. The 6 parameter fit contains no SQUID offset or
baseline drift terms, the 7-parameter adds the offset, and the 8-parameter fit contains both.
C84 Z-gradiometer and Z;, both filtered and unfiltered, were analyzed with a 6, 7, and 8
parameter fit. For each block fit, we determined the statistic /), comparing the 6 and 7 or

the 7 and 8-parameter fit. For the full run, there were 36 segments each with 19 blocks.

Signal ~m filtered? =~ F pave

Zgraa 6 —7 no 2.4 x 109 1
Zpet T—8 1m0 13x1072 00733
Zpat 67 yes  24x107° 0.0039
Zgrad 17— 8 yes 1.9 x 107°  0.0009
Z 6—7 no 1.5 x 10* 1
Z 7T— 38 no 2.2 x 1072 0.0330
Zy 6—T  yes 1.8 x 1075 0.0009
Z 7T—8 yes 5.6 x 107 0.0015

Table D.1: F, averaged for all blocks and segments and corresponding probabilities.

We find no difference in the results using the 8-parameter fit with unfiltered data and a

6-parameter fit with filtered data.
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Signal m filtered? fepm (nHz)

Zgrad no 93.92 £ 866.6
Zgrad no 42.30 + 16.8
Zgrad no 42.10 £ 16.8
Zgrad yes 42.17 £ 16.8
Zgrad yes 42.18 £16.8
Zgrad yes 4218 +16.8

no T2.77 £ 543.21

N
i
0 I O 00 N O o >N o

7 no 28.73 £ 15.28
Z no 28.73 £ 15.28
7 yes 28.70 4+ 15.28
A yes 28.69 £ 15.28
A yes 28.69 £ 15.28

Table D.2: Frequencies extracted from each method using a weighted average of sequences
of 4. These frequencies have an additional blind as well as the HeXe2017 blind and should
only be compared with each other.
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Figure D.4: Some comparisons of the filtered (delay corrected) and unfiltered signals. Top
plot is the full unfiltered and filtered signal plotted separately. Bottom the two plotted on the
same graph (with initial offset removed), zoomed in at various intervals.
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