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#### Abstract

Quantum computation is by far the most powerful computational model allowed by the laws of physics. By carefully manipulating microscopic systems governed by quantum mechanics, one can efficiently solve computational problems that may be classically intractable; on the contrary, such speed-ups are rarely possible without the help of classical computation, since most quantum algorithms heavily rely on subroutines that are purely classical. A better understanding of the relationship between classical and quantum computation is indispensable, in particular in an era where the first quantum device exceeding classical computational power is within reach. In the first part of the thesis, we study some differences between classical and quantum computation. We first show that quantum cryptographic hashing is maximally resilient against classical leakage, a property beyond reach for any classical hash function. Next, we consider the limitation of strong (amplitude-wise) simulation of quantum computation. We prove an unconditional and explicit complexity lower bound for a category of simulations called monotone strong simulation, and further prove conditional complexity lower bounds for general strong simulation techniques. Both results indicate that strong simulation is fundamentally unscalable. In the second part of the thesis, we propose classical algorithms that facilitate quantum computing. We propose a new classical algorithm for the synthesis of a quantum algorithm paradigm called quantum signal processing. Empirically, our algorithm demonstrates numerical stability and acceleration of more than one magnitude compared to state-of-the-art algorithms. Finally, we propose a randomized algorithm for transversally switching between arbitrary stabilizer quantum error-correcting codes. It has the property of preserving the code distance and thus might prove useful for designing fault-tolerant code-switching schemes.


## CHAPTER 1

## Introduction

### 1.1 Quantum computation in the NISQ era

History of quantum computation. The dream of harnessing quantum mechanics to solve difficult computational problems has emerged from the age of Feynman [1], where a prototype of a quantum computing device was proposed to simulate the intrinsically quantum-mechanical behavior of microscopic particles. Quantum computing has since been studied extensively. In the mid-1990s, two of the most famous quantum algorithms were proposed respectively by Shor and Grover, showing the ability to accelerate classical computing super-polynomially for factorization [2], and quadratically for black-box search [3]. The theory for designing and analyzing quantum algorithms has been further developed in the following two decades, and prospective quantum algorithms and heuristics are believed to enhance classical computation in various fields including discrete optimization [4], machine learning [5, 6], chemistry [7, 8], material science [9], just to name a few.

Recent development in quantum computational devices. Although quantum computing is theoretically promising, constructing a quantum computer in real life is very difficult. Since quantum phenomena are only noticeable within the range of nanometers and typically nanoseconds, controlling quantum systems accurately has been one of the most challenging tasks in modern physics. Fortunately, with research and industry effort from various fields including physics, computer science, electrical engineering and so on, performance of quantum computating hardware has been improved a lot during the last decades. We are now entering the era of Noisy Intermediate-Scale Quantum computation (NISQ). The concept of NISQ era was first proposed in [10] to refer to the near-term goal of quantum computational devices. Based on current technology, it is expected that within a couple of years people can build a quantum device containing 50-100 physical qubits, where apply-
ing each (two-qubit) quantum gate would introduce an error above the magnitude of $0.1 \%$. With such a high noise rate, any existing error-correcting scheme would introduce more noise into the device, thus it is not yet feasible to perform error-free quantum computation on such devices. However, unlike previously existing quantum devices, it is not clear if a quantum device in the NISQ era can be efficiently simulated on a classical computer (the naive algorithm would take $2^{50} \sim 2^{100}$ time). Therefore, it is possible that such a quantum device can outperform current classical computational power, even only on some very specific computational tasks. Before usign general quantum computation to solve classically hard computational problems, researchers in the field would like to first demonstrate the potential superiority of quantum computation with respect to their classical counterpart, with as near-term quantum devices as possible. Such a landmark is called quantum supremacy.

Classical computation in the NISQ era. With Moore's law coming to an end, people start to seek for alternatives for classical computational architecture. Quantum computation provides a novel computational model based on quantum mechanics, and is expected to further enhance the state-of-the-art computational capability. Theoretically proving that general-purpose quantum computers are more capable than classical computers (i.e. $B Q P \neq B P P$ ) would be impossible without a major breakthrough in complexity theory. Instead, people have proved advantage of quantum computation for several restricted models, such as query complexity [11], shallow circuit complexity [12], oracle complexity [13], just to name a few. Related to this, researchers in quantum information theory have also discovered many interesting phenomena that are exclusive to quantum information [14].

On the other hand, quantum computation has its own shortcomings. Performing quantum computation is currently prohibitively expensive due to technical limitations. To make use of quantum mechanics, the system carrying out the computation must be put in a state where the quantum effects are both noticeable and controllable. Prominent quantum computers need to be put at a close-to-zero temperature ( $\sim 20 \mathrm{mK}$ ) to maximally reduce the uncontrollable thermal fluctuation, while a sophisticated controlling mechanism needs to be designed in order to drive the evolution of the quantum system at will. Therefore, it is desirable that computational tasks be delegated to significantly cheaper classical computational resources if possible. With NISQ-era quantum devices, it is an increasingly important task to enhance quantum computing with classical computational resources.

Overview of the thesis. This thesis summarizes the theoretical research projects the author have conducted during the graduate program, with a focus on the connection between classical and quantum computation. The thesis can be divided into the following two parts.

The first part of the thesis investigates the limitations of classical computation compared to quantum computation, in both the contexts of quantum hash and of classical simulation. We study a property called resilience against classical leakage, which holds true for all quantum cryptographic hash functions, but is impossible to be satisfied by any classical hash. We then show explicit complexity lower bounds for strong(amplitude wise) classical simulation of quantum computation. We propose a broad category of strong simulation methods called monotone methods, which contains almost all prominent strong simulators. We prove unconditional lower bounds for monotone methods, and conditional lower bounds for general strong simulation methods based on well-believed conjectures.

The second part of the thesis concerns enhancing quantum computation with classical algorithms. The author will propose two classical algorithms. The first algorithm synthesizes a wide class of quantum algorithms called quantum signal processing in a numerically stable way. The second algorithm focuses on designing a switching scheme between quantum error correcting codes, such that the code distance is preserved throughout.

More specifically, we present the following results.

### 1.2 Overview of results

### 1.2.1 Resillience of quantum hashing against classical leakage

In Chapter 3, we study the quantum cryptographic hash functions for their resilience against classical leakage. Cryptographic hash functions are fundamental primitives widely used in practice. For such a function $f:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$, it is nearly impossible for an adversary to produce the hash $f(x)$ without knowing the secret message $x \in\{0,1\}^{n}$. Unfortunately, all hash functions are vulnerable under the side-channel attack, meaning that an adversary can easily forge a hash when exposed to a small amount of information, without knowing the secret itself. This is because typically $m \ll n$ and an adversary needs only $m$ bits of information to be able to forge a hash. This is a grave concern for information security in practice.

In sharp contrast, we show that when quantum states are used, the leakage allowed can be almost the entire secret. More precisely, we call a function that maps $n$ bits to $m$ qubits a quantum cryptographic function if the maximum fidelity between two distinct hashes is negligible in $n$. We show that for any $k=n-\omega(\log n)$, all quantum cryptographic hash functions remain cryptographically secure when leaking $k$ bits of information. By the quantum fingerprinting constructions of Buhrman et al. [15], for all $m=\omega(\log n)$, there exist such quantum cryptographic hash functions. We also show that one only needs
$\omega\left(\log ^{2} n\right)$ qubits to verify a quantum cryptographic hash, rather than the whole classical information needed to generate one.

Our result also shows a big difference between the set of classical-quantum states with a certain min-entropy, and the set of joint distributions with the same min-entropy. This represents a significant barrier for proving quantum security of classical-proof extractors.

### 1.2.2 Limitations on strong simulation of quantum computation

In Chapter 4 and 5, we consider the problem of classical simulation of $n$-qubit quantum circuits. A quantum circuit is a sequence of elementary quantum evolutions that outputs a quantum state at the end. The quantum state is then measured to give a random classical outcome. A weak simulator is an algorithm that given an input quantum circuit $C$, samples from its output distribution. A strong simulator, on the other hand, calculates the probability of an outcome $x$ given inputs $C$ and $x$. It is known that weak simulation of general quantum circuits is $B Q P$ complete and strong simulation is $\# P$ complete. What is not known is an explicit lower bound on the complexity of simulations, or, the fundamental limit to which quantum computation is "unsimulable" than classical computational power.

We focus on strong simulation. In Chapter [16], we identify a subclass of strong simulators we call monotone. This subclass encompasses almost all prominent simulation techniques. We prove an unconditional (i.e. without relying on any complexity-theoretic assumptions) and explicit lower bound on the running time of simulators within this subclass.

In Chapter 5, we relax the constraint of monotonicity and consider hardness of general strong simulations. Based on the Strong Exponential Time Hypothesis (SETH), we remark that a universal simulator computing any amplitude to precision $2^{-n} / 2$ must take at least $2^{n-o(n)}$ time. We then compare strong simulators to existing SAT solvers, and identify the time-complexity below which a strong simulator would improve on state-of-the-art SAT solving. Finally, we investigate Clifford $+T$ quantum circuits with a small number of $T$ gates and identify time complexity lower bound in terms of $T$-gate count below which a strong simulator would improve on state-of-the-art 3-SAT solving.

### 1.2.3 Finding angle sequences in quantum signal processing

In Chapter 6, we investigate a paradigm for quantum algorithm design called quantum signal processing recently proposed in [17]. Quantum signal processing is a novel way of implementing transformations of eigenvalues of a given unitary operation, using only one auxiliary ancilla wire. An entire mathematical machinery has been developed to address
this problem in a sequence of works [8, 18, 19, 20, 21, 22, 23]. Most of the quantum algorithms can be formulated as quantum signal processing (or more generally, quantum singular value transformation [23]) and it is known that QSP-based algorithms achieve the optimal scaling for various problems including Hamiltonian simulation, matrix inversion, just to name a few. However, within quantum signal processing, there is a classical preprocessing step of finding angle sequences that is yet to be made numerically stable, substantially undermining the efficiency of the QSP algorithm.

We describe an algorithm for finding angle sequences in quantum signal processing, with a novel component we call halving based on a new algebraic uniqueness theorem, and another we call capitalization. Together, these two algorithmic ideas allow us to find angle sequences for important applications such as Hamiltonian simulation in standard double precision arithmetic, native to almost all hardware. The current best method, proposed in [24], could find the same only in arbitrary precision arithmetic, which needed to be emulated by software, thus incurring a substantial time overhead. We present experimental results that demonstrate the performance of the new algorithm.

### 1.2.4 Transversal code switching for general stabilizer codes

In Chapter 7, we propose a randomized algorithm that switched between arbitrary stabilizer error correcting codes, while preserving the code distance with high probability.

Quantum error correcting codes encodes logical quantum information into physical quantum systems in a way that local physical error happening on a few physical qubits would not corrupt the logical state. Such quantum codes deals with faulty qubits; however, for sake of general fault-tolerant quantum computation, faulty physical gates must also be taken into account. It would be desirable that general quantum computation be implemented on a quantum error correcting code, in a way that each logical gate decomposes as a tensor product of local operations on each individual physical qubit. If one component in the physical realization of the logical gate is faulty, at most one physical qubits gets corrupted, and such error can still be remedied by the error-correcting procedure. However, a famous no-go theorem states that general quantum computation is not possible with only transversal gates on an error-correcting code [25].

Various methods have been proposed in order to get around the no-go result, among which code swiching is a popular candidate [26, 27, 28, 29, 30]. The idea of code switching is to choose two (or more) error-correcting codes such that the individual logical transversal gate sets form a universal gate set when combined together. Logical computation is then performed by switching back and forth between the codes if necessary, and apply transver-
sal logical gates on the appropriate code. Such code switching procedures cannot be made using only transversal gates according to the Eastin-Knill theorem; however, it is still possible to switch between some pairs of codes fault-tolerantly, using a slight generalization of transversal gates called transversal measurment.

A recently proposed scheme, called stabilizer rewiring algorithm (SRA)[31], achieves switching between arbitrary pair of stabilizer codes, with only transversal gates and measurements. The central idea of the SRA scheme is to slowly deform the starting code to the target through a series of intermediate codes. However, the SRA scheme fails to guarantee that logical quantum information is protected by error correcting code throughout.

By introducing randomness and modifying the SRA scheme, we propose a randomized variant we call rSRA, that preserves the distance of intermediate codes with high probability. Though not necessarily resulting in an ideal deformation path, the rSRA algorithm derives its usefulness from its generality. For specific code switching examples, it may be profitable to modify the circuit using the rSRA as a template, augmented with a larger class of fault-tolerant manipulations such as local Clifford gates, in order to search for a fault-tolerant mapping.

### 1.3 Dissertation Outline

This dissertation is divided into eight chapters. Chapter 2 introduces the basics of quantum information. This is meant to be an overview of the background knowledge to better understand this thesis. For a more complete guide on the basics of quantum information, we recommend [32].

Chapter 3 introduces the quantum cryptographic hash functions and studies the property of resilience against classical leakage. Chapter 4 and Chapter 5 investigates the limitation of classical simulation of quantum circuits. Chapter 6 introduces a numerically stable algorithm for finding angles for quantum signal processing. Chapter 7 introduces a randomized algorithm for switching between different stabilizer codes while preserving the distance. Each of these chapters is prefaced by an introduction summarizing the background and results in the context of other work.

Finally, in Chapter 8 we summarize these results. We then give a broad overview of potential avenues for future work.

### 1.3.1 Works appearing

The work in Chapter 3 is contained almost entirely in [33]. This work was presented as a poster at the 20th Annual Conference on Quantum Information Processing and at the 7th International Conference on Quantum Cryptography by the author, and has been submitted for publication. It was awarded the best poster at the 7th International Conference on Quantum Cryptography.

The work in Chapter 4 and part of the work in Chapter 5 are drawn from [16], while the rest of Chapter 5 is drawn from [34]. Part of [16] was presented as a lightning talk at Simons Institute during Summer Cluster: Challenges in Quantum Computation. The two works have been combined together and submitted for publication. A result similar to one of the main results in [34] was shown concurrently in [35]. The two papers [16] and [34] have been combined and submitted for publication.

The work in Chapter 6 is ongoing at the time of this thesis, and will be found in [36]. It has been presented in part as a poster at the 22 nd annual Conference on Quantum Information Processing by the author.

Finally, the work in Chapter 7 is contained entirely in [37]. It has been presented as a poster at the 21st annual Conference on Quantum Information Processing by the author.

In all of the above works, the author of this thesis proposal has appeared as either the first author or co-first author, but has benefited tremendously from discussions with his co-authors, supervisors, colleagues, and friends. Other works to which the author has contributed as a graduate student, but which do not fit into the theme of this thesis, can be found in [38, 39, 40, 37].

## CHAPTER 2

## Preliminaries

In this chapter, we give a cursory review of quantum information and computation. We will recall important definitions and theorems that are required for this thesis, without trying to give a complete overview. We assume that the readers are familiar with linear algebra. We refer to [32] for more detailed knowledge on quantum computation and quantum information. Furthermore, for the sake of clarity, chapter-specific preliminary knowledge will be placed at the beginning of each individual chapter.

### 2.1 Asymptotic notations

For two functions $f, g: \mathbb{Z}^{+} \rightarrow \mathbb{R}^{+}$, we define the asymptotic notations as follows:

- $f(n)=O(g(n))$ if there exists $n_{0} \in \mathbb{Z}^{+}$and $c$, such that $f(n) \leq c \cdot g(n)$ for all $n \geq n_{0}$;
- $f(n)=\Omega(g(n))$ if there exists $n_{0} \in \mathbb{Z}^{+}$and $c$, such that $f(n) \geq c \cdot g(n)$ for all $n \geq n_{0}$;
- $f(n)=\Theta(g(n))$ if $f=O(g(n))$ and $f=\Omega(g(n))$;
- $f(n)=o(g(n))$ if for all $n^{\prime}$ and $c$ there exists $n \geq n^{\prime}$ such that $f(n)<c \cdot g(n)$;
- $f(n)=\omega(g(n))$ if for all $n^{\prime}$ and $c$ there exists $n \geq n^{\prime}$ such that $f(n)>c \cdot g(n)$.

We further denote

- $f(n)=\operatorname{poly}(n)$ if $f(n)=O\left(n^{c}\right)$ for some $c$;
- $f(n)=\operatorname{poly} \log (n)$ if $f(n)=\operatorname{poly}(\log n)$;
- $f(n)=\operatorname{negl}(n)$ if $f(n)=o\left(n^{-c}\right)$ for all $c>0$.

We finally define variants of the big- $O$ notation that we will use throughout the thesis:

- $f(n)=\tilde{O}(g(n))$ if there exists $h(n)=$ poly $\log (n)$ such that $f(n)=O(g(n) \cdot h(n))$;
- $f(n)=O^{*}(g(n))$ if there exists $h(n)=\operatorname{poly}(n)$ such that $f(n)=O(g(n) \cdot h(n))$.

The $\tilde{O}$-notation and the $O^{*}$-notation simplify asymptotic expressions respectively when polylogarithmic factors and polynomial factors are not of major concern.

### 2.2 Matrix norms and functions

For a matrix $M \in \mathbb{C}^{m \times n}$, denote $M^{\dagger}$ to be the transposed conjugate of $M$. A matrix $M$ always have a singular value decomposition (SVD):

$$
\begin{equation*}
M=U \Sigma V^{\dagger} \tag{2.1}
\end{equation*}
$$

where $U, V^{\dagger}$ are isometries $\left(U^{\dagger} U=I_{r}=V^{\dagger} V=I_{r}, r\right.$ being the rank of $M$ ), and $\Sigma$ is a diagonal matrix with positive diagonal entries, called the singular values, which turn out to be independent from the choice of $U$ and $V$. A norm defined on $\mathbb{R}^{r}$ can then be applied to the singular values of a matrix, thus defining a norm on the space of complex matrices:

1. The $\ell_{1}$ norm of the singular values is called the trace norm of the matrix;
2. The $\ell_{2}$ norm of the singular values is called the Frobenius norm of the matrix, and
3. The $\ell_{\infty}$ norm of the singular values is called the operator norm of the matrix, and
4. The $\ell_{p}$ norm of the singular values is called the Schatten-p norm of the matrix for $p \geq 1$.

A square matrix $H \in \mathbb{C}^{d \times d}$ is called hermitian if $H^{\dagger}=H$. For a hermitian matrix $H$, it is known that the spectrum of it consists of real numbers, i.e. $H$ can be spectrally decomposed as

$$
\begin{equation*}
H=\sum_{i} \eta_{i} \alpha_{i} \alpha_{i}^{\dagger}, \eta_{i} \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

where $\alpha_{i}^{\dagger} \alpha_{j}=\delta_{i j}$, i.e. the set of vectors $\left\{\alpha_{i}\right\}$ forms an orthonormal basis of the underlying Hilbert space $\mathbb{C}^{n}$. Each $\eta_{i}$ is called an eigenvalue of $H$, with corresponding eigenvector $\alpha_{i}$. The singular values of $H$ is the absolute values of the eigenvalues.

When all the eigenvalues are non-negative, the matrix $H$ is said to be positive semidefinite (PSD), denoted by $\mathcal{H} \succcurlyeq 0$. We write $\rho \succcurlyeq \sigma$ if $\rho-\sigma \succcurlyeq 0$; note that $\succcurlyeq$ is a partial order on the set of hermitian matrices.

Finally, functions defined $\mathbb{R}$ or $\mathbb{R}_{\geq 0}$ can be applied to hermitian or PSD matrices respectively, by simply transforming the eigenvalues according to the function.

### 2.3 Quantum states, measurements and channels

### 2.3.1 Pure quantum systems

Pure states. Let us begin with the most basic object in quantum information, i.e. a single qubit. While a classical bit takes the value from the finite set $\{0,1\}$, the state of a pure qubit is formalized mathematically as a unit vector in the Hilbert space $\mathbb{C}^{2}$, i.e.

$$
\begin{equation*}
\psi=\alpha \cdot\binom{1}{0}+\beta \cdot\binom{0}{1}, \alpha, \beta \in \mathbb{C},|\alpha|^{2}+|\beta|^{2}=1 \tag{2.3}
\end{equation*}
$$

We adopt the Dirac notation, where a column vector representing a state $\psi$ is written as $|\psi\rangle$. Eq. (2.3) can then be more concisely written as

$$
\begin{equation*}
|\psi\rangle=\alpha|0\rangle+\beta|1\rangle, \tag{2.4}
\end{equation*}
$$

where $\{|0\rangle,|1\rangle\}$ represents a fixed orthonormal basis of the Hilbert space $\mathbb{C}^{2}$. A row vector is represented as a ket in the Dirac notation. One convention of the Dirac notation is that the Hermitian conjugate of $|\psi\rangle=\alpha|0\rangle+\beta|1\rangle$ is denoted as a bra $\langle\psi|:=\alpha^{*}\langle 0|+\beta^{*}\langle 1|$, where $\alpha^{*}, \beta^{*}$ are conjugates of $\alpha, \beta$ respectively. The inner product of a bra $\langle\phi|$ and a ket $|\psi\rangle$ is then denoted $\langle\phi \mid \psi\rangle$. With this notation, the unit-length constraint $|\alpha|^{2}+|\beta|^{2}=1$ can be concisely written as $\langle\psi \mid \psi\rangle=1$.

A quantum state can of course be over a finite set $\{0, \cdots, d-1\}$; in this case the quantum system is called a $d$-qudit, and a pure $d$-qudit is represented as a unit vector in the Hilbert space $\mathbb{C}^{d}$ similar to a pure qubit. More generally we denote the quantum system to be a (finite) dimensional Hilbert space $\mathcal{H}$.

Unitary evolution. Quantum evolutions are linear automorphisms on the space of quantum states. Mathematically, a linear map $U: \mathcal{H} \rightarrow \mathcal{H}$ mapping unit vectors to unit vectors is called a unitary. The set of all $d$-qudit unitaries forms the unitary group $U(d)$, or $S U(d)$ by ignoring the global phase.

In some cases, we will also study mappings from a quantum system into another quantum system, where the two quantum systems do not necessarily have the same dimension. In this case the mapping is described by an isometry rather than a unitary.

Quantum measurement. A quantum measurement is represented as an orthonormal basis $M:=\left\{\left|\phi_{i}\right\rangle\right\}$ of the quantum system $\mathcal{H}$. Upon a measurement $M$ being applied to a quantum state $|\psi\rangle$, the state collapses to one of the states $\left|\phi_{i}\right\rangle$ randomly and generates the corresponding classical outcome $i$, where

$$
\begin{equation*}
\operatorname{Pr}[X=i]=\left|\left\langle\phi_{i} \mid \psi\right\rangle\right|^{2} . \tag{2.5}
\end{equation*}
$$

One can verify that the values $\left\{\left|\left\langle\phi_{i} \mid \psi\right\rangle\right|^{2}\right\}_{0 \leq i<d}$ always represent a probability distribution, and is oblivious of the global phase of $|\psi\rangle$. Since the outcomes of the quantum measurements are the only information regarding the quantum process perceivable by classical beings, it is safe to discard the global phase factor.

### 2.3.2 Mixed quantum systems

Composite system quantum states. The joint pure state of two quantum systems $\mathcal{H}_{A}$ and $\mathcal{H}_{B}$ is described by a unit vector in the product system $\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. However, it is not always true that such a vector can be described as tensor product of pure quantum states on individual quantum systems, a phenomenon called quantum entanglement.

Mixed quantum states. Given an entangled state $|\psi\rangle_{A B}$ on the composite system $A B$, there is still a way of defining the local quantum state of $|\psi\rangle$ on the subsystem $A$. To see this, consider a quantum measurement $\left\{\left|\phi_{i}\right\rangle \otimes\left|\sigma_{j}\right\rangle\right\}_{0 \leq i<\operatorname{dim} \mathcal{H}_{A}, 0 \leq j<\operatorname{dim} \mathcal{H}_{B}}$. The measurement results in a joint distribution $(X, Y) \in\left[\operatorname{dim} \mathcal{H}_{A}\right] \times\left[\operatorname{dim} \mathcal{H}_{B}\right]$. Consider the marginal distribution of $X$ :

$$
\begin{align*}
\operatorname{Pr}[X=i] & =\sum_{j} \operatorname{Pr}[X=i, Y=j]  \tag{2.6}\\
& =\sum_{j} \mid\left.\left(\left\langle\phi_{i}\right| \otimes\left\langle\sigma_{j}\right|\right)|\psi\rangle\right|^{2}  \tag{2.7}\\
& =\sum_{j} \operatorname{Tr}\left[|\psi\rangle\langle\psi|\left(\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| \otimes\left|\sigma_{j}\right\rangle\left\langle\sigma_{j}\right|\right)\right]  \tag{2.8}\\
& =\operatorname{Tr}\left[|\psi\rangle\langle\psi|\left(\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| \otimes \sum_{j}\left|\sigma_{j}\right\rangle\left\langle\sigma_{j}\right|\right)\right]  \tag{2.9}\\
& =\operatorname{Tr}\left[|\psi\rangle\langle\psi|\left(\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right| \otimes I\right)\right]  \tag{2.10}\\
& =\operatorname{Tr}\left[\operatorname{Tr}_{B}[|\psi\rangle\langle\psi|]\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|\right] . \tag{2.11}
\end{align*}
$$

Here the partial trace $\operatorname{Tr}_{B}$ is a linear mapping defined by

$$
\begin{equation*}
\operatorname{Tr}_{B}\left[|i\rangle\left\langle\left. j\right|_{A} \otimes \mid k\right\rangle\left\langle\left. l\right|_{B}\right]=\langle l \mid k\rangle \cdot|i\rangle\langle j| .\right. \tag{2.12}
\end{equation*}
$$

It can be seen that the marginal distribution of the outcome does not depend on the measurement on subsystem $B$ at all, and the outcome distribution of any local measurement is completely characterized by the unit-trace, positive semidefinite operator $\operatorname{Tr}_{B}[|\psi\rangle\langle\psi|]$ mapping from $\mathcal{H}_{A}$ to $\mathcal{H}_{A}$.

Denote the set of linear mappings from $\mathcal{H}_{A}$ to $\mathcal{H}_{B}$ as $L\left(\mathcal{H}_{A}, \mathcal{H}_{\mathcal{B}}\right)$, with $L(\mathcal{H})$ := $L(\mathcal{H}, \mathcal{H})$. The state of a quantum system is in the most general case described by a density operator, i.e. a positive semidefinite matrix in $L(\mathcal{H})$ with unit trace. The set of all such operators is denoted as $\mathcal{S}(\mathcal{H})$. The density operator associated to a pure state $|\psi\rangle$ is simply the rank-1 matrix $|\psi\rangle\langle\psi|$. A density operator with rank greater than 1 cannot be described by a state vector, and is called a mixed state. For a quantum state $\rho_{A B}$ of the joint system $A B$, we sometimes write $\rho_{A}:=\operatorname{Tr}_{B}\left[\rho_{A B}\right]$ and $\rho_{B}:=\operatorname{Tr}_{A}\left[\rho_{A B}\right]$ to denote the states on the subsystems $A$ and $B$.

Purification. Any density operator $\rho$ can always be written as $\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, where $p_{i} \geq 0, \forall i$ and $\sum_{i} p_{i}=1$. This indicates that a density operator can be regarded as probabilistic mixtures of pure states. Another useful way to look at density operators is through purification. By spectral decomposition, there is a unique decomposition $\rho=$ $\sum_{i=0}^{\operatorname{dim} \mathcal{H}-1} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$ where $\left\{\left|\psi_{i}\right\rangle\right\}_{0 \leq i<\operatorname{dim} \mathcal{H}}$ forms an orthonormal basis. Then it is easy to verify that

$$
\begin{equation*}
\rho=\operatorname{Tr}_{B}[|\phi\rangle\langle\phi|],|\phi\rangle=\sum_{i=0}^{\operatorname{dim} \mathcal{H}-1} \sqrt{p_{i}}\left|\psi_{i}\right\rangle \otimes|i\rangle_{B}, \tag{2.13}
\end{equation*}
$$

where $\left\{|i\rangle_{B}\right\}_{0 \leq i<\operatorname{dim} \mathcal{H}}$ is an arbitrary choice of orthonormal vectors in a reference system $B$. This indicates that a density operator can always be regarded as the marginal state of a pure state on a composite system, by introducing a (possibly imaginary) reference system $B$. The pure state $|\phi\rangle$ is called a purification of $\rho$. All purifications of $\rho$ are equivalent under local unitaries on the reference system.

Classical-quantum states. A special type of quantum states are the classical quantum states, i.e. states of the form

$$
\begin{equation*}
\rho_{X E}=\sum_{x}|x\rangle\langle x| \otimes \rho_{x} . \tag{2.14}
\end{equation*}
$$

It is called classical-quantum since the $X$ part of the state is purely classical. In the case that the $E$ subsystem is discarded, we recover a classical probability distribution

$$
\begin{equation*}
\rho_{X}=\operatorname{Tr}_{E}\left[\rho_{X E}\right]=\sum_{x} \operatorname{Tr}\left[\rho_{x}\right] \cdot|x\rangle\langle x| . \tag{2.15}
\end{equation*}
$$

Quantum channels. Quantum channels are mixed state extensions of unitary evolutions in the pure state picture. A quantum channel is a linear mapping from a quantum system to possibly another quantum system, $\mathcal{C}: \mathcal{S}\left(\mathcal{H}_{A}\right) \rightarrow \mathcal{S}\left(\mathcal{H}_{B}\right)$. Mathematically, a quantum channel is a completely positive, trace-preserving (CPTP) map: for any reference system $\mathcal{H}_{C}$ and any joint state $\rho$ on the composite system $\mathcal{H}_{A} \otimes \mathcal{H}_{C}$, the result state one gets by applying the channel $\mathcal{C}$ locally on the system $\mathcal{H}_{A}$ is still a quantum state, in the composite system $\mathcal{H}_{B} \otimes \mathcal{H}_{C}$.

Two most basic examples of quantum channels are isometries (unitaries) $\mathcal{V}(\cdot)=V \cdot V^{\dagger}$ and partial traces $\mathcal{T}(\cdot)=\operatorname{Tr}_{B}[\cdot]$. According to the famous Stinespring's dilation theorem, any quantum channel $\mathcal{C}$ can be written as an isometry followed by a partial trace, i.e. $\mathcal{C}=$ $\mathcal{T} \circ \mathcal{V}$. The isometry $\mathcal{V}$ is called the purification of $\mathcal{C}$, and similar to the case with mixed states, all purifications of a quantum channel are equivalent under local unitaries on the reference system.

There are two common ways of representing a quantum channel, namely the ChoiJamiołkowski representation and the Kraus operator decomposition.

Choi-Jamiołkowski representation maps a channel $\mathcal{C}_{A \rightarrow B}$ to the state

$$
\begin{equation*}
\rho_{\mathcal{C}}:=\left(\mathcal{C}_{A \rightarrow B} \otimes \mathcal{I}_{C}\right)\left(|\Phi\rangle\left\langle\left.\Phi\right|_{A C}\right),\right. \tag{2.16}
\end{equation*}
$$

where the system $C$ is chosen with the same dimension as that of $A$, and

$$
\begin{equation*}
|\Phi\rangle_{A C}:=\frac{1}{\sqrt{\operatorname{dim} \mathcal{H}_{A}}} \sum_{i}|i\rangle_{A} \otimes|i\rangle_{B} \tag{2.17}
\end{equation*}
$$

is the so-called Bell state. The mapping $\mathcal{C}$ can then be conveniently written as

$$
\begin{equation*}
\mathcal{C}(\sigma)=\operatorname{Tr}_{C}\left[\rho_{\mathcal{C}}\left(I \otimes \sigma^{T}\right)\right] \tag{2.18}
\end{equation*}
$$

Kraus operator decomposition is to write a channel $\mathcal{C}$ in the form

$$
\begin{equation*}
\mathcal{C}(\cdot):=\sum_{i} A_{i} \cdot A_{i}^{\dagger} \tag{2.19}
\end{equation*}
$$

where the Kraus operators $\left\{A_{i}\right\}$ satisfy the equality $\sum_{i} A_{i}^{\dagger} A_{i}=I$. A mapping is CPTP if and only if it has a Kraus operator decomposition.

POVM measurements. The most general quantum measurements of quantum states are called positive-operator-valued measurements (POVMs). A POVM is a set of positive semidefinite operators $\left\{M_{i}\right\}_{0 \leq i<s}$ summing up to $I$. Applying a POVM on a quantum state $\rho$ yields a random classical outcome $X$ with probability specified By

$$
\begin{equation*}
\operatorname{Pr}[X=i]=\operatorname{Tr}\left[M_{i} \rho\right] \tag{2.20}
\end{equation*}
$$

### 2.3.3 Norms and metrics

Trace distance. Trace distance is a measure of distance between quantum states by the trace norm of the difference, i.e.

$$
\begin{equation*}
T(\rho, \sigma):=\frac{1}{2}\|\rho-\sigma\|_{t r}=\frac{1}{2} \operatorname{Tr}\left[\sqrt{(\rho-\sigma)^{2}}\right]=\max _{0 \preccurlyeq M \preccurlyeq I} \operatorname{Tr}[M(\rho-\sigma)] . \tag{2.21}
\end{equation*}
$$

Operationally, the trace distance is the maximum statistical distance between distributions generated by a single POVM applied to each individual state.

Fidelity. Fidelity is a measure of closeness between two quantum states. For two pure states $|\phi\rangle$ and $|\psi\rangle$, the fidelity is defined as

$$
\begin{equation*}
F(|\phi\rangle,|\psi\rangle):=|\langle\phi \mid \psi\rangle| . \tag{2.22}
\end{equation*}
$$

More generally, the fidelity of two mixed state is defined as

$$
\begin{equation*}
F(\rho, \sigma):=\max _{|\rho\rangle,|\sigma\rangle} F(|\rho\rangle,|\sigma\rangle), \tag{2.23}
\end{equation*}
$$

where $|\rho\rangle,|\sigma\rangle$ are taken over purifications of $\rho$ and $\sigma$ respectively. It can be proven that

$$
\begin{equation*}
F(\rho, \sigma)=\operatorname{Tr}[\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}] \tag{2.24}
\end{equation*}
$$

Fidelity is not a metric on the space of quantum states; in fact, $F(\rho, \sigma)=1$ if and only if $\rho=\sigma$. However it relates very nicely to the trace distance:

$$
\begin{equation*}
1-F(\rho, \sigma) \leq T(\rho, \sigma) \leq \sqrt{1-F^{2}(\rho, \sigma)} \tag{2.25}
\end{equation*}
$$

### 2.4 Universal gate sets

Throughout this section, we work in the pure quantum system picture, i.e. we only consider pure quantum states, unitary evolutions and projective measurements. Furthermore, we assume that the quantum system we work on is the system of $n$ qubits for a certain integer $n$. The underlying Hilbert space is then $\left(\mathbb{C}^{2}\right)^{\otimes k} \cong \mathbb{C}^{2 k}$.

Although all unitaries are physically realizable in principle, for computational purposes there are unitaries that are easy to implement and ones that are difficult to implement.

Gates. We consider the implemetation of a unitary in the circuit model, i.e. we try to implement a unitary by composing a finite sequence of basic unitaries we call gates. The sequence of gates is called a quantum circuit and the length of the sequence is called the size of the quantum circuit. The set of gates we consider as the basic building blocks are called a gate set.

Examples of quantum gates. Usually, we restrict quantum gates to be unitary operations acting only on a constant number of qubits. This is a natural restriction to the current quantum architecture in that one can only hope to accurately manipulate a constant number of qubits in unit time. Here we give some common example of quantum gates:

- Pauli gates: the single qubit gates

$$
\mathrm{X}:=\left(\begin{array}{ll}
0 & 1  \tag{2.26}\\
1 & 0
\end{array}\right), \mathrm{Y}:=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \mathrm{Z}:=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

form the single qubit Pauli group $\mathcal{P}=\{ \pm 1, \pm i\} \times\{I, \mathrm{X}, \mathrm{Y}, \mathrm{Z}\}$. More generally, the Pauli group on $n$ qubits $\mathcal{P}^{n}$ is defined by $\mathcal{P}^{n}=\mathcal{P}^{\otimes n}$, and its generators can be chosen to be X and Z gates on each individual qubit.

- Clifford gates: the Hadamard gate H , phase gate S and controlled-not gate CNOT are defined as follows:

$$
\mathrm{H}:=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
1 & 1  \tag{2.27}\\
1 & -1
\end{array}\right), \mathrm{S}:=\left(\begin{array}{ll}
1 & 0 \\
0 & i
\end{array}\right), \text { CNOT }:=\left(\begin{array}{ccc}
1 & & \\
& 1 & \\
& & \\
& & \\
& & 1
\end{array}\right)
$$

These gates acting on all qubits (CNOT on all pairs of qubits) generate the Clifford
group $\mathcal{C}_{n}$. It is the normalizer of the Pauli group $\mathcal{P}^{n}$ in $U\left(2^{n}\right)$, i.e.

$$
\begin{equation*}
\mathcal{C}_{n}:=\left\{U \in U\left(2^{n}\right) \mid U \mathcal{P}_{n} U^{\dagger}=\mathcal{P}_{n}\right\} . \tag{2.28}
\end{equation*}
$$

- Toffoli gate: The Toffoli gate is a gate on three qubits:

$$
\text { TOFFOLI }:=\left(\begin{array}{cccccccc}
1 & & & & & & &  \tag{2.29}\\
& 1 & & & & & & \\
& & 1 & & & & & \\
& & & 1 & & & & \\
& & & & 1 & & & \\
& & & & & 1 & \\
& & & & & & & \\
& & & & & & & 1
\end{array}\right)
$$

- T gate: The T gate is a single qubit gate

$$
\mathrm{T}:=\left(\begin{array}{cc}
1 & 0  \tag{2.30}\\
0 & \exp \{i \pi / 4\}
\end{array}\right)
$$

Universal gate set. Since the set of all unitaries on $\mathbb{C}^{2^{k}}$ forms a continuous Lie group, it is not possible that all unitaries be generated as finite sequences drawn from a finite gate set. Instead, we define a gate set to be universal if the group of unitaries generated by a gate set is a dense subgroup of $S U\left(2^{k}\right)$. Solovay-Kitaev theorem shows that the length of the sequence for approximating an arbitrary unitary to $\epsilon$ precision scales polylogrithmically with respect to $1 / \epsilon$. It also follows that all universal gate sets are equivalent in the sense that any circuit in one gate set can be approximated using another gate set with at most polynomial overhead.

The following are two examples of universal gate sets :

- $\{\mathrm{H}, \mathrm{S}, \mathrm{CNOT}, \mathrm{T}\}$. The gates H, S and CNOT generate the Clifford groupand the famous Gottesman-Knill theorem [41] states that such a Clifford circuit can be simulated in polynomial time classically. The T gate introduces non-Cliffordness into the gate set and they together generate a dense subgroup of $S U\left(2^{n}\right)$.
- $\{\mathrm{X}, \mathrm{CNOT}, \mathrm{TOFFOLI}, \mathrm{H}\}$. The gates X, CNOT and TOFFOLI form a universal gate set for classical reversible computation, in that it always maps one computational basis state onto another, and all permutations of computational basis states
can be implemented using X, CNOT and TOFFOLI, potentially with help of ancilla qubits. Together with the Hadamard gate H , this gate set generates a dense subgroup of $S O\left(2^{n}\right)$. Although not universal in the most general sense, this gate set is universal in that there is an efficient way of converting a polynomial-sized quantum circuit into one consisting of only $\mathrm{X}, \mathrm{CNOT}$, TOFFOLI and H , such that the outcome distribution is arbitrarily well approximated.


## CHAPTER 3

## Resilience of quantum hash against classical leakage

In this chapter, we investigate the differences between classical and quantum hash functions in the setting of the side-channel attack.

Cryptographic hash functions are fundamental primitives widely used in practice. For such a function $f:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$, it is nearly impossible for an adversary to produce the hash $f(x)$ without knowing the secret message $x \in\{0,1\}^{n}$. Unfortunately, all hash functions are vulnerable under the side-channel attack, which is a grave concern for information security in practice. This is because typically $m \ll n$ and an adversary needs only $m$ bits of information to be able to forge the hash.

In sharp contrast, we show that when quantum states are used, the leakage allowed can be almost the entire secret. More precisely, we call a function that maps $n$ bits to $m$ qubits a quantum cryptographic hash function if the maximum fidelity between two distinct hashes is negligible in $n$. We show that for any $k=n-\omega(\log n)$, all quantum cryptographic hash functions remain cryptographically secure when leaking $k$ bits of information. By the quantum fingerprinting constructions of Buhrman et al. [15], for all $m=\omega(\log n)$, there exist such quantum cryptographic hash functions. We also show that one only needs $\omega\left(\log ^{2} n\right)$ qubits to verify a quantum cryptographic hash, rather than the entire classical information needed to generate one.

Our result also shows that to approximately produce a small amount of quantum side information on a classical secret, it may require almost the full information of the secret. This large gap represents a significant barrier for proving quantum security of classicalproof extractors.

### 3.1 Introduction

### 3.1. 1 The problem and the motivation

Cryptographic hash functions are a fundamental primitive used widely in today's cryptographic systems. They are considered "workhorses of modern cryptography". ${ }^{1}$ For simplicity, we focus our discussions on keyless (cryptographic) hash functions, each of which is an efficiently computable function $h$ from some message space $\mathcal{M}$ to some digest space $\mathcal{T}$ [42, 43, 44]. Ideally, we want the hash function to have the following properties. First, the digest should be much shorter than the message. Depending on applications, the following security properties are desirable [44]. (1) Collision resistant: It is computationally infeasible to find any "collision", i.e., two distinct messages $x$ and $x^{\prime}$, such that $h(x)=h\left(x^{\prime}\right)$. (2) Preimage Resistance: It is computationally infeasible to invert $h$. (3) Second Preimage Resistance: Given any message $x$, it should be computationally infeasible to find $x^{\prime} \neq x$ with $h\left(x^{\prime}\right)=h(x)$.

Prominent examples of widely used cryptographic hash functions include SHA-256 and SHA-512, part of the SHA-2 algorithms that were designed by NSA and are US Federal Standards. These algorithms are used in UNIX and LINUX for secure password hashing, in Bitcoin for proof-of-work. As a motivating example, we consider how proof-of-work can be carried out through a hash. Suppose that Alice receives a trove of valuable documents $x \in\{0,1\}^{n}$, and Bob claims that he was the person producing and sending it. To prove his claim, he sends Alice a tag $t \in\{0,1\}^{m}$, which supposedly is the result of applying a cryptographic hash function $h:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ on $x$. Alice simply checks if $t=h(x)$. Accept if yes, reject otherwise. By the collision resistance property, it is nearly impossible that Bob can produce $h(x)$ without knowing $x$.

In practice, there may be information leakage of the message over time due to information transmission, adversarial attacks, etc. Therefore, it is rather desirable if the hash function is resilient against information leakage. We ask: how many bits $\ell$ about the message $x$ can be leaked before the adversary is able to forge the tag $h(x)$ easily?

Cleary, $\ell \leq m$, since if the tag $h(x)$ itself is known to the adversary, he does not need to know more about $x$ to pass the verification. This is rather disappointing, since $m$ is typically much smaller than $n$. We then ask: what if a quantum tag is used instead? If the leakage is quantum, by the same reasoning, $m$ remains a trivial and rather low upper-bound on $\ell$. This leads us to our central question: Can a quantum hash function be much more resilient to classical leakage?

[^0]
### 3.1.2 Quantum cryptographic hash functions

By a "quantum hash function," we simply mean a classical-to-quantum encoding $\phi$ : $\{0,1\}^{n} \rightarrow \mathbb{C}^{2^{m}}$ that maps $x \in\{0,1\}^{n}$ to a pure $m$-qubit state $\left|\phi_{x}\right\rangle$. In a seminal paper, Buhrman et al. [15] introduced the notion of quantum fingerprinting. In their most general form, a quantum fingerprinting is the following.

Definition 3.1 (Generalized Quantum Fingerprinting (Buhrman et al. [15])). A function $\phi:\{0,1\}^{n} \rightarrow \mathbb{C}^{2^{m}}$ is $a(n, m, \delta)$ (generalized) quantum fingerprinting where

$$
\delta:=\max _{x, x^{\prime}: x \neq x^{\prime}}\left|\left\langle\phi_{x} \mid \phi_{x^{\prime}}\right\rangle\right| .
$$

We use the convention that $\phi:=|\phi\rangle\langle\phi|$ represent the projector for the pure state $|\phi\rangle$. If one replaces the predicate $h(x)=h\left(x^{\prime}\right)$ by the fidelity $F\left(\phi_{x}, \phi_{x^{\prime}}\right)=\left|\left\langle\phi_{x} \mid \phi_{x^{\prime}}\right\rangle\right|$, one sees that $\delta$ precisely quantifies the extent of collision resistance. For concreteness, we define what we mean by quantum cryptographic hash function as follows. For a function $\delta_{n} \in(0,1)$, we say $\delta_{n}$ is negligible in $n$ if $\delta_{n} \leq 1 / n^{c}$ for all $c>0$ and all sufficiently large $n$.

Definition 3.2 (Quantum cryptographic hash function). $A(n, m, \delta)$-quantum fingerprinting $\phi$ is called $a$ quantum cryptographic hash function if $\delta=\operatorname{negl}(n)$.

We note that while classical cryptographic hash functions necessarily rely on computational assumptions for security, their quantum counterparts can achieve the three security properties (1-3) information-theoretically. We now proceed to formulate our leakage problem precisely. We consider average-case security and model classical side-channel information using a joint distribution of random variables $X Y$ called the side information state, $\eta_{X Y}:=\sum_{x, y} p_{x, y}|x\rangle\langle x| \otimes|y\rangle\langle y|$ on $\{0,1\}^{n} \times\{0,1\}^{n^{\prime}}$. Here $X$ represents the input message to be hashed and is uniformly distributed, and $Y$ represents the side information. The largest probability of correctly guessing $x$ conditioned on $y$ is $p_{g}:=p_{g}(X \mid Y)_{\eta}:=$ $\sum_{y} \max _{x} p_{x, y}$. The conditional min-entropy is $H_{\min }(X \mid Y)_{\eta}:=-\log p_{g}(X \mid Y)_{\eta}$. We quantify the amount of leakage by $k:=n-H_{\min }(X \mid Y)_{\eta}$.

The adversary is given the $Y$ sub-system and creates a classical-quantum- (cq-) state $\rho_{X E}$, called the forgery state, through local quantum operations mapping the classical side information $Y$ to the quantum side information $E$. The verification scheme for $\phi$ is the following measurement on the joint state $X E: V:=\sum_{x}|x\rangle\langle x| \otimes \phi_{x}$. The probability of the forgery state to pass the verification scheme is then $e_{s}:=\operatorname{Tr}(V \rho)$. Given the leakage $\ell$, the optimal passing probability of a forgery state is denoted by $e_{s}^{*}(\ell)$ as a function of the
leakage $\ell$. In this setting, it is clear that $e_{s}^{*}(n)=1$, since a party knowing the entire secret message can pass the test with probability 1 . We can now define security precisely.

Definition 3.3 (Resilience against classical leakage). $A(n, m, \delta)$-quantum cryptographic hash function $\phi$ is said to be $\sigma$-resilient against $\ell$ bits of classical leakage if for all forgery state $\rho$ obtained from $\ell$ bits of side information, the probability of passing the verification scheme $e_{s}^{*}(\ell) \leq \sigma$. If no $\sigma$ is specified, it is assumed that $\sigma=\operatorname{negl}(n)$.

### 3.1.3 Main result

We show that quantum cryptographic hash functions can be extremely resilient to classical leakage. Our main theorem is informally stated below.

Theorem 3.1 (Main Theorem; Theorem 3.4). For all $n$ and $k=n-\omega(\log n)$, all quantum cryptographic hash functions acting on $n$ bits are resilient against $k$ bits of classical leakage.

Buhrman et al. [15] showed that for all $n$ and $\delta \in(0,1)$, there exists a $(n, m, \delta)$ quantum fingerprinting for $m=\log n+O(\log 1 / \delta)$ for which explicit constructions can be derived from [45]. We thus have the following corollary.

Corollary 3.1. For all $n, k=n-\omega(\log n)$, and $m=\omega(\log n)$, there exist efficient quantum cryptographic hash functions resilient to leaking $k$ bits of information.

One drawback of the verification scheme is that the verifier has to get access to full information about the original message $X$ in order to perform the verification. In some cases, this would be a heavy burden on the verifier. One natural question to ask is that if it is possible to develop a lightweight verification scheme where the verifier does not need to read the whole message. More formally, let the verifier now receive $k$ qubits of advice state and $m$ bits of the forgery state provided by the adversary. An $(n, k, m)$ verification scheme $V$ would then be a joint measurement on the advice state together with the forgery state. This generalizes the original verification where $k=n$ and $V=\sum_{x}|x\rangle\langle x| \otimes \phi_{x}$.

Out next result shows that by increasing the hash a little bit we can dramatically reduce the size of the system needed by the verifier:

Theorem 3.2 (Theorem 3.5, informally stated). For all $n$, fix $k=m=\omega\left(\log ^{2} n\right), \ell \leq$ $n-\omega(\log n)$. There exists a verification scheme $V$ acting on $k+m$ qubits, together with an ensemble of $k$-qubit states $\left\{\rho_{x}\right\}$ such that

Soundness: No adversary with less than $\ell$ bits of classical side information can pass the test with non-negligible probability, i.e.,

$$
\begin{equation*}
\sup _{Y: n-H_{\min }(X \mid Y)_{\sigma} \leq \ell\left\{\sigma_{Y}\right\}} \sup _{\mathbb{E}_{X Y}} \operatorname{Tr}\left[V\left(\rho_{X} \otimes \sigma_{Y}\right)\right] \leq \operatorname{negl}(n) . \tag{3.1}
\end{equation*}
$$

Completeness: Anyone knowing full information of the secret message $x$ can pass the test with probability 1, i.e.,

$$
\begin{equation*}
\forall x, \operatorname{Tr}\left[V\left(\rho_{x} \otimes \rho_{x}\right)\right]=1 \tag{3.2}
\end{equation*}
$$

Arunachalam et al. [46] showed that $\Omega(n)$ copies of a quantum cryptographic hash based on linear codes is necessary to recover the original $n$-bit classical message, regardless of the length of the hash itself. Our result shows the complementary aspect that only $\omega(\log n)$ copies are sufficient to ensure that the prover holds the classical message.

Our central technical result is the following. Recall that $p_{g}:=2^{\ell-n}$ is the optimal guessing probability of the message conditioned on the $\ell$-bit side information.

Lemma 3.1 (Lemma 3.2, informally stated). For any ( $n, m, \delta$ ) quantum fingerprinting $\phi$ and any leakage of $\ell$ classical bits, the probability of the forgery state passing the verification scheme satisfies

$$
e_{s} \leq p_{g}+\delta
$$

This implies that

$$
\begin{equation*}
O\left(p_{g}+\delta^{2}\right) \leq e_{s}^{*} \leq p_{g}+\delta, \tag{3.3}
\end{equation*}
$$

by considering the cheating strategy of guessing $x$ first and then applying $\phi$. Consequently, when $\delta=\operatorname{negl}(n)$, the above inequality means that $e_{s}^{*}$ is negligible if and only if $p_{g}$ is negligible.

Since $\ell=n-O(\log n)$ is the threshold for $p_{g}(\ell)$ to be non-negligible, the bound Eq. (3.3) show that for quantum cryptographic hash functions, the leakage resilience can approach the maximum of $n-O(\log n)$ bits.

One counterpart of this result is shown in [46], saying that $\Omega(n)$ copies of quantum fingerprints would be necessary for an adversary to recover the original message with nonnegligible probability. Thus, the quantum cryptographic hash functions based on fingerprinting have the following property: The hash itself is efficiently computable, but it is information-theoretically resilient to recovery of the message from the hash and to recovery of the hash from partial information of the message.

### 3.1.4 Implications on quantum-proof randomness extraction

Our result reveals some stark contrast between quantum and classical side information. This difference shows the difficulty of establishing the quantum security of classical-proof extractors. Roughly speaking, a randomness extractor is a deterministic algorithm which turns weakly random sources into near uniform [47, 48, 49]. These are fundamental objects with a wide range of applications in computational complexity, cryptography, and other areas [50,51,52,53,54]. In particular, they accomplished the important tasks of privacy amplification [55,50,56], by decoupling the correlation between the output and the side information.

A major open problem in randomness extraction is whether every classical-proof randomness extractor for $k$ min-entropy sources is secure against quantum adversaries with a comparable amount but quantum side information. Loss of parameter is already shown to be inevitable in [57], but possibilities still remain in the case where the ranges of parameters are relevant to most typical applications.

If all quantum side information can be constructed from a comparable amount of classical side information, we would have resolved this major problem positively. Our result shows that this approach would necessarily fail. For details, see Section 3.5.

Theorem 3.3 (Theorem 3.7, informally stated). There exists a family of classical-quantum states with almost maximal conditional min-entropy, yet arbitrarily far in distance from any quantum state generated from local operations on some classical distribution with constant conditional min-entropy.

### 3.1.5 Sketch of proofs

We approach the Seperation Lemma (Lemma 3.2) by first considering the following problem. Suppose that one has access to the $Y$ part of a joint distribution $\eta_{X Y}$ and is able to apply a quantum channel on $Y$. Their goal is to generate a certain desired cq-state $\rho_{X E}$. Fix the state $\rho_{X E}$ and consider the set of joint distributions that can be used to generate $\rho_{X E}$. The infimum of guessing probabilities among the set, called the conversion parameter, has a nice representation that can be lower bounded. Put into the context of hashing verification, an adversary trying to pass the verification test is essentially trying to forge the message-hash cq-state. This cannot be done if the adversary starts from a piece of side information, from which the probability of guessing the message correctly is below the conversion parameter. This indicates that a certain amount of classical information must have already been leaked to the adversary.

In the end, the proof reduces to estimating the operator norm of $\sum_{i} T_{i}$, where $T_{i}$ 's are projections to the fingerprint states, thus pairwise almost orthogonal. Cotlar-Stein Lemma gives us the desired bound.

### 3.2 Preliminaries

Let us start from a brief recap of classical information theory. For a distribution $p$ over a finite set $\mathcal{X}$, we define the support of it to be

$$
\begin{equation*}
\operatorname{Supp}(p):=\{x \in \mathcal{X} \mid p(x)>0\} . \tag{3.4}
\end{equation*}
$$

The Shannon entropy of $p$, denoted $H(p)$, quantifies the amount of information contained in one sample of $p$ :

$$
\begin{equation*}
H(p):=\sum_{x \in \operatorname{Supp}(p)}-p(x) \log (p(x)) . \tag{3.5}
\end{equation*}
$$

The Rényi entropy is a parametrized family of Shannon entropy:

$$
\begin{equation*}
H_{\alpha}(p):=\frac{1}{1-\alpha} \log \left(\sum_{x \in \operatorname{Supp}(p)} p(x)^{\alpha}\right), \alpha \in \mathbb{R}_{+} \backslash\{1\} \tag{3.6}
\end{equation*}
$$

The Shannon entropy serves as a special case of the Rényi entropy as the limit for $\alpha \rightarrow 1$. For a fixed distribution, the Rényi entropies are monotonically decreasing with respect to $\alpha$. We have the max-entropy at $\alpha=0: H_{\max }(p):=\log |\operatorname{Supp}(p)|$ and the min-entropy when $\alpha$ approaches infinity: $H_{\min }(p):=-\log \max _{x} p(x)$. For a random variable $X \sim p$, we write $H(X):=H(p)$.

For joint distributions $p \sim \mathcal{X} \times \mathcal{Y}$, joint entropies can be defined similarly. The conditional Rényi entropies quantify the amount of information $X \in \mathcal{X}$ could provide given that $Y \in \mathcal{Y}$ has already been known, where $X Y$ is a joint sample from the distribution $p$. Denote $p_{Y}$ the marginal distribution of $p$ on $\mathcal{Y}$. The conditional Rényi entropy is defined as

$$
\begin{equation*}
H_{\alpha}(X \mid Y)_{p}:=\sum_{y \in \operatorname{Supp}\left(p_{Y}\right)} p_{Y}(y) H_{\alpha}(X \mid Y=y)=\mathbb{E}_{y \sim p_{Y}}\left[H_{\alpha}(X \mid Y=y)\right] \tag{3.7}
\end{equation*}
$$

### 3.2.1 Quantum conditional min-entropy

The min-entropy of a random variable $X$ is defined as the negative logarithm of the probability of the most probable outcome. Operationally, this probability denotes the maximum probability that a party can guess the value of $X$ without any prior knowledge despite its distribution.

Generalized to joint distributions, the conditional min-entropy of a random variable conditioned on another random variable $Y$ denotes the negative logarithm of the maximum expected probability of successfully guessing the value of $X$, upon a (possibly) correlated message $Y$ is revealed.

For a classical-quantum state $\rho_{X E}=\sum_{x \in \mathcal{X}}|x\rangle\langle x| \otimes \rho_{x}$, there are no longer properly defined conditional distributions conditioned on a "value" of $E$. Instead, we adopt the operational meaning of guessing probabiltiy. Given a quantum message $E$, one is asked to make the best guess of the message $X$. The most general thing such a party can perform is a POVM $\left\{M_{x}\right\}_{x \in \mathcal{X}}$. The probability of successfully guessing $X$ is then

$$
\begin{equation*}
p=\sum_{x \in \mathcal{X}} \operatorname{Tr}\left[\rho_{x} M_{x}\right] . \tag{3.8}
\end{equation*}
$$

Taking the maximum over all possible POVMs, we define the guessing probability of $X$ conditioned on a quantum system $E$ to be

$$
\begin{equation*}
p_{g}(X \mid E)_{\rho}:=\max _{M_{x} \succ 0 ; \sum_{x} M_{x}=I} \sum_{x} \operatorname{Tr}\left[\rho_{x} M_{x}\right] . \tag{3.9}
\end{equation*}
$$

The conditional min-entropy for classical-quantum states are then defined as

$$
\begin{equation*}
H_{\min }(X \mid E)_{\rho}:=-\log p_{g}(X \mid E)_{\rho} \tag{3.10}
\end{equation*}
$$

Applying duality results in semidefinite programming, there is a nice formulation of the guessing probability:

$$
\begin{equation*}
p_{g}(X \mid E)_{\rho}=\min _{\sigma: \sigma \succcurlyeq \rho_{x}, \forall x} \operatorname{Tr}[\sigma], \tag{3.11}
\end{equation*}
$$

i.e. the guessing probability is the minimum trace of any PSD operator which is a common roof of all subnormalized states $\left\{\rho_{x}\right\}_{x \in \mathcal{X}}$.

### 3.3 The Separation Lemma

### 3.3.1 Conversion parameters and the Separation Lemma

Given a cq-state $\rho_{X E}:=\sum_{x}|x\rangle\langle x| \otimes \rho_{x}$, we are now interested in determining the least amount of classical correlation, measured by the conversion parameter, that one needs in order to generate $\rho$ by applying a quantum channel on the side information.

Definition 3.4 (Conversion Parameter). Let $\rho_{X E} \in \mathcal{S}_{\leq}(\mathcal{X} \otimes \mathcal{E})$ be a cq-state. The conversion parameter of $X$ conditioned on $E$ is defined as

$$
\begin{equation*}
p_{\downarrow}(X \mid E)_{\rho}:=\inf _{\substack{\eta \times Y \mathcal{C} \\ \mathcal{I} \otimes \mathcal{C}(\eta)=\rho}} p_{g}(X \mid Y)_{\eta} . \tag{3.12}
\end{equation*}
$$

By monotonicity of guessing probability under quantum channels acting on the side information, we have $p_{\downarrow}(X \mid E)_{\rho} \geq p_{g}(X \mid E)_{\rho}$.

The definitions above would be less interesting if we do not allow the existence of an extra error term $\epsilon$ for the following reason. For a state $\rho$ with the form

$$
\begin{equation*}
\rho_{X E}=\sum_{x} q_{x}|x\rangle\langle x| \otimes\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|, \tag{3.13}
\end{equation*}
$$

where $\left|\psi_{x}\right\rangle$ for each $x$ are distinct, the only classical side information to generate $\rho$ losslessly would be the classical message itself; but if we allow the generated state to be $\epsilon$-close to the desired state $\rho$, we may be able to approximate $\rho$ using classical information with significantly lower guessing probability.

Definition 3.5 (Smooth Conversion Parameter). Let $\epsilon \geq 0$ and $\rho_{X E} \in \mathcal{S}_{=}(\mathcal{X} \otimes \mathcal{E})$. Then the $\epsilon$-smoothed conversion parameter of $X$ conditioned on $E$ is defined as

$$
\begin{equation*}
p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}:=\inf _{\substack{\eta \times Y, \mathcal{C} \\\|\mathcal{I} \otimes \mathcal{C}(\eta)-\rho\|_{t r} \leq \epsilon}} p_{g}(X \mid Y)_{\eta} . \tag{3.14}
\end{equation*}
$$

One might suspect that, with a reasonable error tolerance, an arbitrary cq-state could be approximately generated from a classical joint distribution with similar guessing probability. The Separation Lemma, however, proves the opposite. When the quantum side information has a particular form, even approximating the state with a constant error requires almost the entire classical message in the beginning.

Lemma 3.2 (Separation Lemma). For all $\delta>0, \epsilon \geq 0$ and state

$$
\rho_{X E}=\sum q_{x}|x\rangle\langle x| \otimes\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|
$$

with maximum overlap

$$
\delta=\max _{x, y: x \neq y}\left|\left\langle\psi_{x} \mid \psi_{y}\right\rangle\right|,
$$

we have

$$
\begin{equation*}
1-\epsilon / 2 \leq(1-\delta) p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}+\delta \tag{3.15}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
p_{\downarrow}^{\epsilon}(X \mid E)_{\rho} \geq 1-\frac{\epsilon}{2(1-\delta)} \tag{3.16}
\end{equation*}
$$

### 3.3.2 Characterizing the conversion parameter

The starting point of proving Lemma 3.2 is a better understanding of the smoothed conversion parameter $p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}$ for given parameter $\epsilon$. Recall that for guessing probability $p_{g}(X \mid E)_{\rho}$, we have

$$
\begin{equation*}
p_{g}(X \mid E)_{\rho}=\min _{\sigma: \forall x, \sigma \succcurlyeq \rho_{x}} \operatorname{Tr}[\sigma] \tag{3.17}
\end{equation*}
$$

by SDP duality of quantum guessing probability. Similarly, we can obtain a rather nice formulation of the (smoothed) conversion parameter using the following lemma:

Lemma 3.3. Let $\epsilon \geq 0$ and $\rho_{X E}=\sum_{x}|x\rangle\langle x| \otimes \rho_{x} \in \mathcal{S}_{=}(\mathcal{X} \otimes \mathcal{E})$, then

$$
\begin{equation*}
p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}=\min _{\substack{p_{S}, \hat{p}_{S} \\ \sum_{x}\left\|\sum_{x \in S} p_{S} \hat{\rho}_{S}-\rho_{x}\right\|_{t r} \leq \epsilon}} \sum_{S} p_{S}, \tag{3.18}
\end{equation*}
$$

where $S$ ranges over all nonempty subsets of $\mathcal{X}$.
Before proceeding to the proof of the lemma, we want to first narrow down the set of classical side information we need to consider in this context. The next lemma shows that it suffices to consider a special subclass of joint distributions we call conditionally uniform.

Lemma 3.4. Let $\eta_{X Y}=\sum_{x y} p_{x y}|x\rangle\langle x| \otimes|y\rangle\langle y|$ be a classical-classical- (cc-) state. Then there exists a cc-state $\eta_{X S}^{\prime} \in \mathcal{S}_{=}\left(\mathcal{X} \otimes\left(2^{\mathcal{X}} \backslash\{\emptyset\}\right)\right)$ with the following three properties:

1. $p_{g}(X \mid Y)_{\eta}=p_{g}(X \mid S)_{\eta^{\prime}}$;
2. There exists a classical channel $C_{S \rightarrow Y}$ such that $(I \otimes C)\left(\eta^{\prime}\right)=\eta$;
3. $\eta^{\prime}$ is conditionally uniform: that is, the conditional distribution of $X$ conditioned on $S$ is the uniform distribution $U_{S}$, i.e.

$$
\begin{equation*}
\operatorname{Pr}[X \mid S=s]_{\eta^{\prime}}=\frac{1}{|s|} \delta_{X \in s} . \tag{3.19}
\end{equation*}
$$

Lemma 3.4 indicates that conditionally uniform distributions are universal in the sense that all joint distributions can be generated from a conditionally uniform distribution with the same guessing probability, by only applying a channel on the side informaiton. For the purpose of determining the (smoothed) conversion parameter of a state $\rho_{X E}$, we can then without loss of generality assume that the state is being generated from a conditionally uniform distribution. This greatly simplifies the problem of determining conversion parameters, and leads to a nice representation of conversion parameters as stated in Lemma 3.3.

Proof. We provide a constructive proof. For sake of simplicity we will use classical probability notations, i.e. $\eta_{X Y}$ will be identified as the classical joint distribution $p_{X Y}$.

All subset of $\mathcal{X}$ form a directed acyclic graph under containment relations, therefore we can recursively define

$$
\begin{equation*}
p_{S}(y)=\min _{x \in S} p(x, y)-\sum_{S \subsetneq S^{\prime}} p_{S^{\prime}}(y) \tag{3.20}
\end{equation*}
$$

for all nonempty $S \subseteq \mathcal{X}$. Let $\hat{p}_{S}=\sum_{y} p_{S}(y)$ and $C_{S}=\operatorname{Supp}\left(p_{S}(y)\right)$. We claim that the distribution

$$
\begin{equation*}
p^{\prime}(x, S)=\hat{p}_{S} \delta_{x \in S}, \tag{3.21}
\end{equation*}
$$

together with the channel

$$
\begin{equation*}
C(y \mid S)=p_{S}(y) / \hat{p}_{S} \tag{3.22}
\end{equation*}
$$

satisfies our requirements for $\eta^{\prime}$.
First we need to show that $p_{X S}^{\prime}$ is indeed a distribution, and $C$ is indeed a classical channel. It suffices to show that $p_{S}(y) \geq 0$ for all $S$ and $y$.

To prove this, we apply induction on size of the set to prove two things:

- $p_{S}(y) \geq 0$ for all $S$ and $y$;
- For all $S_{1}$ and $S_{2}$ where no one contains the other, we have $C_{S_{1}} \cap C_{S_{2}}=\emptyset$.

The base case is when $|S|,\left|S_{1}\right|,\left|S_{2}\right| \geq|\mathcal{X}|$. Apparently we have $S=S_{1}=S_{2}=\mathcal{X}$, so the second statement is true. For the first one, we have by construction

$$
\begin{equation*}
p_{\mathcal{X}}(y)=\min _{x} p(x, y) \geq 0 . \tag{3.23}
\end{equation*}
$$

Let's move on to the induction step. Assume now that for all $S_{1}, S_{2}$ where

- $\left|S_{1}\right|,\left|S_{2}\right|>k$
- $S_{1}, S_{2} \subsetneq S_{1} \cup S_{2}$
we have $p_{S}(y) \geq 0$ for all $y$ and $C_{S_{1}} \cap C_{S_{2}}=\emptyset$. Then for a given $y$ and a subset $S$ with $|S|=k$, the collection of subsets $\left\{S^{\prime} \mid y \in \operatorname{Supp}\left(S^{\prime}\right), S \subsetneq S^{\prime}\right\}$ must form a chain $S_{1}^{\prime} \subsetneq S_{2}^{\prime} \subsetneq \cdots \subsetneq S_{m}^{\prime}$ under containment relations. Then

$$
\begin{align*}
p_{S}(y) & =\min _{x \in S} p(x, y)-\sum_{S \subseteq S^{\prime}} p_{S^{\prime}}(y)  \tag{3.24}\\
& =\min _{x \in S} p(x, y)-\sum_{i=1}^{m} p_{S_{i}^{\prime}}(y)  \tag{3.25}\\
& =\min _{x \in S} p(x, y)-\left(\min _{x \in S_{1}^{\prime}} p(x, y)-\sum_{i=2}^{m} p_{S_{i}^{\prime}}(y)\right)-\sum_{i=2}^{m} p_{S_{i}^{\prime}}(y)  \tag{3.26}\\
& =\min _{x \in S} p(x, y)-\min _{x \in S_{1}^{\prime}} p(x, y)  \tag{3.27}\\
& \geq 0 . \tag{3.28}
\end{align*}
$$

Also, for $S_{1}, S_{2}$ not contained in each other and with size $\geq k$, we have

$$
\begin{align*}
p_{S_{1}}(y) & =\min _{x \in S_{1}} p(x, y)-\sum_{S_{1} \subseteq S^{\prime}} p_{S^{\prime}}(x, y)  \tag{3.29}\\
& =\left(\min _{x \in S_{1}} p(x, y)-\min _{x \in S_{1} \cup S_{2}} p(x, y)\right)-\sum_{S_{1} \subseteq S^{\prime}, S_{2} \nsubseteq S^{\prime}} p_{S^{\prime}}(y)  \tag{3.30}\\
& \leq \min _{x \in S_{1}} p(x, y)-\min _{x \in S_{1} \cup S_{2}} p(x, y) \tag{3.31}
\end{align*}
$$

and similarly

$$
\begin{equation*}
p_{S_{2}}(y) \leq \min _{x \in S_{2}} p(x, y)-\min _{x \in S_{1} \cup S_{2}} p(x, y) \tag{3.32}
\end{equation*}
$$

using the induction hypothesis $p_{S}(y) \geq 0$ for all $|S| \geq k$. As

$$
\begin{equation*}
\min _{x \in S_{1} \cup S_{2}} p(x, y)=\min \left\{\min _{x \in S_{1}} p(x, y), \min _{x \in S_{2}} p(x, y)\right\} \tag{3.33}
\end{equation*}
$$

we know that either $p_{S_{1}}(y)=0$ or $p_{S_{2}}(y)=0$, which results in that $y \notin C_{S_{1}} \cap C_{S_{2}}$. As this holds for an arbitrary $y$, we must have $C_{S_{1}} \cap C_{S_{2}}=\emptyset$. This completes the induction step.

We then proceed to prove that $p^{\prime}$ and $C$ satisfies the three properties listed in Lemma 3.4. Note that $p^{\prime}$ is conditionally uniform by construction, so it suffices to show just the first two properties.

1. To see property 1 of Lemma 3.4, note that the guessing probability of $p$ and $p^{\prime}$ are respectively $p_{g}(X \mid Y)_{p}=\sum_{y} \max _{x} p(x, y)$ and $p_{g}(X \mid S)_{p^{\prime}}=\sum_{S} \hat{p}_{S}=\sum_{y} \sum_{S} p_{S}(y)$. It then suffices to prove that $\sum_{S} p_{S}(y)=\max _{x} p(x, y)$ holds for all $y$.

One direction is easy to prove: for all $x$ we have

$$
\begin{align*}
\sum_{S} p_{S}(y) & \geq \sum_{\{x\} \subseteq S} p_{S}(y)  \tag{3.34}\\
& =p(x, y)-\sum_{\{x\} \subsetneq S} p_{S}(y)+\sum_{\{x\} \subsetneq S} p_{S}(y)  \tag{3.35}\\
& =p(x, y) \tag{3.36}
\end{align*}
$$

thus $\sum_{S} p_{S}(y) \geq \max _{x} p(x, y)$. To prove the other direction, let's look more in detail into what we have proved so far. For every subset $S$, we have shown that the sum $\sum_{S \subsetneq S^{\prime}} p_{S^{\prime}}(y)$ can be reduced to summation on a chain. Without loss of generality, this chain can be completed to maximal length such that the difference of cardinalities of adjacent terms on this chain is 1 , as additional terms would not change the final result. As

$$
\begin{equation*}
\sum_{S} p_{S}(y)=\sum_{\emptyset \subseteq \subseteq S} p_{S}(y) \tag{3.37}
\end{equation*}
$$

there exists a chain $\emptyset \subsetneq S_{1} \subsetneq \cdots \subsetneq S_{|\mathcal{X}|}=\mathcal{X}$ such that $\left|S_{i}\right|=i$ and

$$
\begin{equation*}
\sum_{S} p_{S}(y)=\sum_{i=1}^{|\mathcal{X}|} p_{S_{i}}(y) \tag{3.38}
\end{equation*}
$$

As $\left|S_{1}\right|=1$, there must exists $x^{*}$ such that $S_{1}=\left\{x^{*}\right\}$. Then

$$
\begin{equation*}
\sum_{S} p_{S}(y)=\sum_{i=1}^{|\mathcal{X}|} p_{S_{i}}(y)=p\left(x^{*}, y\right) \leq \max _{x} p(x, y) \tag{3.39}
\end{equation*}
$$

which proves the opposite direction of property 1.
2. For property 2, denote $p_{X Y}^{\prime \prime}$ the joint distribution we get from applying $C$ onto $p^{\prime}$. We
have

$$
\begin{align*}
p^{\prime \prime}(x, y) & =\sum_{S} p^{\prime}(x, S) C(y \mid S)  \tag{3.40}\\
& =\sum_{S} \delta_{x \in S} \hat{p}_{S} \cdot p_{S}(y) / \hat{p}_{S}  \tag{3.41}\\
& =\sum_{x \in S} p_{S}(y)  \tag{3.42}\\
& =p_{\{x\}}(y)+\sum_{\{x\} \subsetneq S} p_{S}(y)  \tag{3.43}\\
& =p(x, y)-\sum_{\{x\} \subsetneq S} p_{S}(y)+\sum_{\{x\} \subsetneq S} p_{S}(y)  \tag{3.44}\\
& =p(x, y) . \tag{3.45}
\end{align*}
$$

This proves property 2 , which finishes the entire proof of Lemma 3.4.

With Lemma 3.4, we are now ready to prove Lemma 3.3.
Proof of Lemma 3.3. Recall the definition of $\epsilon$-smoothed conversion parameter:

$$
\begin{equation*}
p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}=\inf _{\substack{\eta \mathcal{C l}_{X Y}, \mathcal{C}_{Y} \rightarrow \mathcal{\varepsilon} \\\|(\mathcal{I} \otimes \mathcal{C})(\eta)-\rho\| \leq \epsilon}} p_{g}(X \mid Y)_{\eta} \tag{3.46}
\end{equation*}
$$

For every $\eta$, by Lemma 3.4, there exists a conditionally uniform joint distribution $\eta_{X S}^{\prime}=$ $\sum_{S} p_{S}\left(\sum_{x \in S}|x\rangle\langle x|\right) \otimes|S\rangle\langle S|$ with the same guessing probability as $\eta$, and an $\epsilon$-approximation of $\rho$ can also be generated from $\eta^{\prime}$ via local channel on the side information. Note that the guessing probability of $\eta^{\prime}$ is $\sum_{S} p_{S}$. A general quantum channel acting on the side information can be characterized as follows without loss of generality:

$$
\begin{equation*}
\mathcal{C}_{2^{\mathcal{X}} \rightarrow \mathcal{E}}^{\prime}(\cdot)=\sum_{S}\langle S| \cdot|S\rangle \hat{\rho}_{S} . \tag{3.47}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\left(\mathcal{I} \otimes \mathcal{C}^{\prime}\right)\left(\eta^{\prime}\right)=\sum_{S}\left(\sum_{x \in S}|x\rangle\langle x|\right) \otimes p_{S} \hat{\rho}_{S} \tag{3.48}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left\|\left(\mathcal{I} \otimes \mathcal{C}^{\prime}\right)\left(\eta^{\prime}\right)-\rho\right\|_{t r}=\sum_{x}\left\|\sum_{x \in S} p_{S} \hat{\rho}_{S}-\rho_{x}\right\|_{t r} \tag{3.49}
\end{equation*}
$$

Lemma 3.3 is then proved by observing that a minimum can always be achieved since the set of conditionally uniform distributions over $\mathcal{X} \times\left(2^{\mathcal{X}} \backslash\{\emptyset\}\right)$ is compact.

### 3.3.3 Proof of the Separation Lemma

With a nice formulation of the conversion parameter, we are now ready to proceed to the proof of the Separation Lemma (Lemma 3.2). In the proof of Lemma 3.2, we will make use of Cotlar-Stein Lemma, which gives a good estimate of the operator norm of the sum of near-orthogonal operators. We will attach the proof of the Cotlar-Stein Lemma in Appendix A for completeness.

Lemma 3.5 (Cotlar-Stein Lemma). For a set of unit vectors $\left\{\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle, \cdots,\left|\psi_{n}\right\rangle\right\}$ with maximum fidelity $\max _{i, j: i \neq j}\left|\left\langle\psi_{i} \mid \psi_{j}\right\rangle\right| \leq \delta$, we have

$$
\begin{equation*}
\lambda_{\max }\left(\sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right) \leq 1+(n-1) \delta . \tag{3.50}
\end{equation*}
$$

Proof of Lemma 3.2. By Lemma 3.3, we take a conditionally uniform distribution

$$
\begin{equation*}
\eta_{X Z}=\sum_{S} p_{S}\left(\sum_{x \in S}|x\rangle\langle x|\right) \otimes|S\rangle\langle S|, \tag{3.51}
\end{equation*}
$$

together with an ensemble of quantum states $\left\{\hat{\rho}_{S}\right\}_{S \neq \emptyset}$, such that

$$
\begin{gather*}
p_{g}(X \mid Z)_{\eta}=\sum_{S} p_{S}=p_{\downarrow}^{\epsilon}(X \mid E)_{\rho},  \tag{3.52}\\
\Delta:=\|\rho-\sigma\|_{t r} \leq \epsilon \tag{3.53}
\end{gather*}
$$

where $\sigma:=\sum_{S} p_{S}\left(\sum_{x \in S}|x\rangle\langle x|\right) \otimes \hat{\rho}_{S}$.
We bound $\Delta$ from the left by noticing that

$$
\begin{align*}
\Delta & =\|\rho-\sigma\|_{t r}  \tag{3.54}\\
& \left.=\max _{\|V\|_{\infty} \leq 1} \operatorname{Tr}\left[V(\rho-\sigma) \otimes p_{S} \hat{\rho}_{S}\right)\right]  \tag{3.55}\\
& =2 \max _{\|V\|_{\infty} \leq 1, V \succcurlyeq 0} \operatorname{Tr}[V(\rho-\sigma)] . \tag{3.56}
\end{align*}
$$

Take $V^{*}:=\sum_{x}|x\rangle\langle x| \otimes\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|$. One can easily check that $\operatorname{Tr}\left[V^{*} \rho\right]=1$ and thus
$\operatorname{Tr}\left[V^{*} \sigma\right] \geq 1-\epsilon / 2$. It then suffices to upper bound $\operatorname{Tr}\left[V^{*} \sigma\right]$.

$$
\begin{align*}
\operatorname{Tr}\left[V^{*} \sigma\right] & =\sum_{x}\left\langle\psi_{x}\right| \sum_{x \in S} p_{S} \hat{\rho}_{S}\left|\psi_{x}\right\rangle  \tag{3.58}\\
& =\sum_{S} p_{S} \operatorname{Tr}\left[\hat{\rho}_{S} \sum_{x \in S}\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|\right]  \tag{3.59}\\
& \leq \sum_{S} p_{S} \lambda_{\max }\left(\sum_{x \in S}\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|\right) . \tag{3.60}
\end{align*}
$$

By the Cotlar-Stein Lemma, we have

$$
\begin{equation*}
\lambda_{\max }\left(\sum_{x \in S}\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|\right) \leq 1+(|S|-1) \delta . \tag{3.62}
\end{equation*}
$$

Combining this with $p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}=\sum_{S} p_{S}$ and $1=\sum_{S} p_{S}|S|$,

$$
\begin{align*}
\operatorname{Tr}\left[V^{*} \sigma\right] & \leq \sum_{S} p_{S} \lambda_{\max }\left(\sum_{x \in S}\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right|\right)  \tag{3.63}\\
& \leq \sum_{S} p_{S}(1+(|S|-1) \delta)  \tag{3.64}\\
& =p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}(1-\delta)+\delta . \tag{3.65}
\end{align*}
$$

Lemma 3.2 is proven by combining $\operatorname{Tr}\left[V^{*} \sigma\right] \geq 1-\epsilon / 2$ with $\operatorname{Tr}\left[V^{*} \sigma\right] \leq p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}(1-$ $\delta)+\delta$.

### 3.4 Resilience of quantum hashing against classical leakage

Now let us consider the setting of quantum hashing. For the sake of simplicity, we assume that the classical message $X$ is uniformly distributed over $\{0,1\}^{n}$, and all parties are computationally unbounded.

Suppose now that a prover $A$, either adversarial or honest, upon obtaining some side information $Y$ of $X$, wants to show that he has full access to the classical message $X$. To show this, he needs to pass a test held by a verifier $V$ who has full access to $X$. One way to do this is to send $V$ an $m$-bit hash $M$, and $V$ will accept or reject based on the classical messages $X$ and $M$.

If the adversary wants to cheat as best as he can, the optimal strategy would be applying a deterministic mapping on the side information $Y$; similarly, if the verifier wants to distinguish adversarial parties from honest ones as best as he can, the optimal strategy would also be a deterministic algorithm. Therefore we can safely assume that both $A$ and $V$ are deterministic mappings.

Definition 3.6. A mapping $h:\{0,1\}^{n} \rightarrow\{0,1\}^{m}$ is called $\sigma$-resilient against $k$ bits of information leakage if for all classical side information $Y$ of $X$ such that $H_{\min }(X \mid Y) \geq$ $n-k$ and for all mappings $f: \mathcal{Y} \rightarrow\{0,1\}^{m}$, we have

$$
\begin{equation*}
\operatorname{Pr}_{X Y}[f(Y)=h(X)] \leq \sigma . \tag{3.66}
\end{equation*}
$$

Here $\mathcal{Y}$ is defined as the support of $Y$. If $\sigma$ is not specified then it is assumed that $\sigma=$ negl $(n)$.

Ideally, one would want a hash function to be both short and resilient against much information leakage. Unfortunately these two requirements cannot be achieved at the same time. If an $m$-bit verification scheme $V$ is resilient against $k$ bits of classical leakage, one must have $m=k+\omega(\log n)$. This can be seen as follows: suppose otherwise that $m=k+O(\log n)$. Then an adversarial prover, upon getting the first $k$ bits of the message an honest party would send to the verifier, guesses the remaining $O(\log n)$ bits uniformly at random. Such a prover would then have an inverse polynomial probability of passing the test.

Now suppose that both the verifier and the prover have access to quantum power, while the information leakage still remains classical. Now the prover can send an $m$-qubit quantum system $\rho$ to the verifier, and the verifier would perform a joint measurement on both $X$ and $\rho$ to determine whether to accept or not. Denote the state space of $X, Y$ and $M$ respectively by $\mathcal{X}, \mathcal{Y}$ and $\mathcal{M}$.

Definition 3.7 (Resilience of quantum fingerprinting against classical information leakage). An $(n, m, \delta)$ quantum fingerprinting $\phi$ is called $\sigma$-resilient against $k$ bits of classical information leakage if for all classical side information $Y$ of $X$ such that $H_{\min }(X \mid Y) \geq n-k$ and all quantum channel $\mathcal{C}_{\mathcal{Y} \rightarrow \mathcal{M}}$, we have

$$
\begin{equation*}
\operatorname{Tr}\left[V \cdot(\mathcal{I} \otimes \mathcal{C})\left(\eta_{X Y}\right)\right] \leq \sigma \tag{3.67}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{X Y}=\sum_{x, y} \operatorname{Tr}[X=x, Y=y]|x\rangle\langle x| \otimes|y\rangle\langle y|, \tag{3.68}
\end{equation*}
$$

and

$$
\begin{equation*}
V=\sum_{x}|x\rangle\langle x| \otimes \phi_{x} . \tag{3.69}
\end{equation*}
$$

When $\sigma$ is not specified, it is assumed that $\sigma=\operatorname{negl}(n)$.
In the case where the inputs of can be assumed classical, it is safe to replace a general channel by mapping each classical information to a state. Therefore, $\mathcal{C}$ can be specified by

$$
\begin{equation*}
\mathcal{C}(\cdot)=\sum_{y}\langle y| \cdot|y\rangle \rho_{y} . \tag{3.70}
\end{equation*}
$$

Then the passing probability $\operatorname{Tr}\left[V \cdot(\mathcal{I} \otimes \mathcal{C})\left(\rho_{X Y}\right)\right]$ can be written as $\mathbb{E}_{X Y}\left[\operatorname{Tr}\left[\phi_{X} \rho_{Y}\right]\right]$.
In sharp contrast to the classical case, the Separation Lemma implies that there exists a $(n, m, \delta)$ quantum fingerprinting resilient against $k$ bits of classical information leakage, where $k$ is much larger than $m$. In fact we have the following theorem.

Theorem 3.4. For all $n, m$, and $k=n-\omega(\log n)$, all quantum cryptographic hash functions mapping $n$ bits to $m$ qubits are resilient against $k$ bits of classical information leakage. Furthermore, such functions always exist, and can be constructed efficiently when $m=\omega(\log n)$.

Before proving this theorem, note that this theorem is tight on both sides. If $k=$ $n-O(\log n)$, then an adversary knowing the side information can guess correctly the actual value of $X$ with probability inverse polynomial, thus the success probability would also be non-negligible; on the other hand, if $m=O(\log n)$, there is certainly no $(n, m)$ cryptographic hash functions. We claim that an adversary with zero side information can still pass the test with non-negligible probability in this case.

To see this, let's start from the completeness condition. This is saying that there exist $\rho_{x}$ 's such that $\mathbb{E}_{X}\left[\operatorname{Tr}\left[M_{X} \rho_{X}\right]\right]=1$. This can only happen when each term is 1 , which in turn implies that $\operatorname{Tr}\left[M_{x}\right] \geq 1$ for all $x$. Now suppose the adversary has no side information about the classical message, so the best he can do is to prepare a state $\rho$. The success probability will then be

$$
\begin{equation*}
\mathbb{E}_{X} \operatorname{Tr}\left[M_{X} \rho\right] \leq \lambda_{\max }\left(\mathbb{E}_{X}\left[M_{X}\right]\right) \tag{3.71}
\end{equation*}
$$

which can be approached when $\rho_{0}=\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|,\left|\psi_{0}\right\rangle$ being the eigenvector corresponding to the largest eigenvalue of $\mathbb{E}_{X}\left[M_{X}\right]$. The operator norm can be lower bounded from the trace by

$$
\begin{equation*}
\lambda_{\max }\left(\mathbb{E}_{X}\left[M_{X}\right]\right) \geq \frac{\operatorname{Tr}\left[\mathbb{E}_{X}\left[M_{X}\right]\right.}{\operatorname{dim} \mathcal{M}} \geq \frac{1}{\operatorname{poly}(n)} \tag{3.72}
\end{equation*}
$$

resulting in a non-negligible passing probability without any side information.

Now let us proceed to the proof of Theorem 3.4.
Proof of Theorem 3.4. Take an $(n, m, \delta)$ quantum fingerprinting $\phi$, where $\delta$ will be specified later. We know that such a finderprinting exists for $m=O\left(\log n+2 \log \frac{1}{\delta}\right)$, therefore there exists $\delta=\operatorname{negl}(n)$ such that $\phi$ is a quantum cryptographic hash. The verification scheme associated to this quantum fingerprinting is then

$$
\begin{equation*}
V=\sum_{x}|x\rangle\langle x| \otimes \phi_{x} \tag{3.73}
\end{equation*}
$$

Upon getting $k=n-l$ bits of classical information, the guessing probability of the adversary to the classical message is upper bounded by $2^{-l}$. Following the proof of the Separation Lemma, the probability that the adversary pass the test $e_{s}$ is upper bounded by $2^{-l}+\delta$, which is still a negligible function of $n$ given $l=\omega(\log n)$.

### 3.4.1 A lightweighted verification scheme resilient against classical leakage

Our verification scheme is maximally resilient to classical leakage of information. However, it is still not good enough because the verifier may need to get full access to the whole message. One may ask if it is possible that the verifier only use a small amount of information from the message to perform the verification scheme, yet the verification is still resilient to classical leakage.

To formulate this idea, we generalize the definition of a verification scheme $V=(\mathcal{C}, M)$ with three parameters $(n, k, m)$ played by two players $A$ and $B$ as follows:

1. A joint distribution $X Y$, where the marginal distribution of $X \in\{0,1\}^{n}$ is uniformly random, is generated by nature.
2. $A$ gets the $k$-qubit quantum state $\rho_{X}=\mathcal{C}(|X\rangle\langle X|)$ and $B$ gets the side-information string $Y$.
3. B generates an $m$-qubit quantum state $\mu_{Y}$ and sends it to $A$.
4. A performs a joint measurement $M$ on the state $\rho_{X} \otimes \mu_{Y}$. The game is successful if and only if the measurement accepts. The overall success probability is thus

$$
\begin{equation*}
e_{V}=\mathbb{E}_{X Y}\left[M\left(\rho_{X} \otimes \mu_{Y}\right)\right] \tag{3.74}
\end{equation*}
$$

For a given $\ell$, define the optimal success probability over all classical leakage $Y$ where $H(X \mid Y) \geq \ell$ to be $e_{V}^{*}(\ell)$. We can then define the resilience formally:

Definition 3.8. $A(n, k, m)$-verification scheme $V=(\mathcal{C}, M)$ is called $\sigma$-resilient to $\ell$ bits of classical leakage if we have

- Completeness: $e_{V}^{*}(n)=1$, and
- Soundness: $e_{V}^{*}(\ell) \leq \sigma$.

In the case where $\sigma$ is not specified, it is assumed that $\sigma$ is negligible.
Interestingly, one can use the power of quantum side information to reduce the size of the advice state.

Theorem 3.5. For all $n$, there exists a $(n, k, m)$-verification scheme $V$ which is resilient to $\ell$ bits of classical leakage whenever

$$
\begin{equation*}
k=m=\omega\left(\log ^{2} n\right), n-\ell=\omega(\log n) . \tag{3.75}
\end{equation*}
$$

Proof. Proof by construction. Take $t, m^{\prime}=\sqrt{k}=\omega(n)$. We first fix a ( $n, m^{\prime}$ )-quantum cryptographic hash function $\phi$. for a given message $x$, the advice state would just be $t$-fold tensor product of $\phi_{x}$ 's, namely

$$
\begin{equation*}
\rho_{x}:=\phi_{x}^{\otimes t} . \tag{3.76}
\end{equation*}
$$

Upon receiving the hash $\mu_{Y}$ consisting of $t$ parts of $m^{\prime}$-qubit states, the verifier performs SWAP test between all $t$ pairs of $\phi_{X}$ and each of the qubit states, accepts if all SWAP tests pass and rejects otherwise. Note that an honest party having full access to $X$ would be able to produce $\phi_{X}^{\otimes t}$ perfectly, thus successes with probability 1.

To see that this scheme is resilient against classical leakage, assume now that the state received by the verifier is a forgery state $\mu_{Y}$. Regarding both $\rho_{X}$ and $\mu_{Y}$ as $t$-partite states, we use $\rho_{X}^{T}, \mu_{Y}^{T}, S W A P^{T}$ to denote the marginal state on subsystems $T \subseteq[t]$ and the swap between the two subsystems respectively. The measurement corresponding to one copy of

SWAP test is $\frac{I+S W A P}{2}$, thus the success probability will be

$$
\begin{align*}
e_{V} & =\mathbb{E}_{X Y}\left[\frac{\operatorname{Tr}\left[(I+S W A P)^{\otimes t}\left(\rho_{X} \otimes \mu_{Y}\right)\right]}{2^{t}}\right]  \tag{3.77}\\
& =\frac{1}{2^{t}} \sum_{T \in[t]} \mathbb{E}_{X Y}\left[\operatorname{Tr}\left[\bigotimes_{i \in T} S W A P^{i}\left(\rho_{X} \otimes \mu_{Y}\right)\right]\right]  \tag{3.78}\\
& =\frac{1}{2^{t}} \sum_{T \in[t]} \mathbb{E}_{X Y}\left[\operatorname{Tr}\left[S W A P^{T}\left(\rho_{X}^{T} \otimes \mu_{Y}^{T}\right)\right]\right]  \tag{3.79}\\
& =\frac{1}{2^{t}} \sum_{T \in[t]} \mathbb{E}_{X Y}\left[\operatorname{Tr}\left[\rho_{X}^{T} \cdot \mu_{Y}^{T}\right]\right] . \tag{3.80}
\end{align*}
$$

Here the third line comes by tracing out irrelevant states, and the fourth line comes from the identity $\operatorname{Tr}[S W A P(\rho \otimes \sigma)]=\operatorname{Tr}[\rho \sigma]$. For each term $\operatorname{Tr}\left[\rho_{X}^{T} \cdot \mu_{Y}^{T}\right]$ with nonempty $T$ and any $i \in T$, we have

$$
\begin{equation*}
\operatorname{Tr}\left[\left(\rho_{X}^{T} \cdot \mu_{Y}^{T}\right)\right] \leq \operatorname{Tr}\left[\left(\phi^{i} \otimes I^{T \backslash\{i\}}\right) \mu_{Y}^{T}\right]=\operatorname{Tr}\left[\phi_{x} \rho_{Y}^{i}\right] \tag{3.82}
\end{equation*}
$$

This gives us

$$
\begin{equation*}
e_{V} \leq \frac{1}{2^{t}}+\max _{i} \mathbb{E}_{X Y} \operatorname{Tr}\left[\rho_{Y}^{i} \phi_{X}\right] \tag{3.83}
\end{equation*}
$$

By Theorem 3.4, forall $Y$ such that $H_{\text {min }}(X \mid Y) \geq \ell, i \in[t], \mathbb{E}_{X Y} \operatorname{Tr}\left[\rho_{Y}^{i} \phi_{X}\right]=\operatorname{negl}(n)$ given that $\phi$ is a quantum cryptographic hash function. $e_{V}^{*}(\ell)=\operatorname{negl}(n)$ then comes from that $t=\omega(\log n)$.

### 3.5 Implications of the Separation Lemma on quantumproof extractors

Let us now recall the setting of seeded extractor. A seeded extractor Ext : $\{0,1\}^{n} \times$ $\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ takes a weak random source $X$ as well as a much shorter, uniform and independent seed $Y$ and outputs a nearly uniform distribution. Rigorously we have the following definition.

Definition 3.9 (Extractor). A function Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is called an $(k, \epsilon)$-extractor if for all random source $X$ such that $-\log p_{g}(X) \geq k$, we have

$$
\begin{equation*}
\left\|U_{m}-\operatorname{Ext}\left(X \otimes U_{d}\right)\right\| \leq \epsilon \tag{3.84}
\end{equation*}
$$

When used in the setting of privacy amplification, one would consider the case where there is a leakage of the random source. The output of the extractor then need to not only be close to uniform, but also be almost independent of the side information. Depending on whether the leakage is classical or quantum, we have the following definitions for classicalproof and quanutm-proof extractors respectively.

Definition 3.10 (Classical-proof Extractor). A function Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is called an $(k, \epsilon)$-classical-proof extractor if for all random source $X$ with classical side information $Y$ such that $-\log p_{g}(X \mid Y) \geq k$, we have

$$
\begin{equation*}
\left\|U_{m} \otimes Y-\operatorname{Ext}\left(X \otimes U_{d}\right) Y\right\| \leq \epsilon \tag{3.85}
\end{equation*}
$$

Definition 3.11 (Quantum-proof Extractor). A function Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow\{0,1\}^{m}$ is called an $(k, \epsilon)$-quantum-proof extractor if for every classical-quantum state $\rho_{X E}$ such that $-\log p_{g}(X \mid E) \geq k$, we have

$$
\begin{equation*}
\left\|U_{m} \otimes \rho_{E}-(E x t \otimes \mathcal{I})\left(\rho_{X E}\right)\right\|_{t r} \leq \epsilon \tag{3.86}
\end{equation*}
$$

Intensive research on all three kinds of extractors has been done over the years. Fortunately, the following theorem says that a good extractor is essnetially a good classical-proof extractor, up to very little parameter loss:

Theorem 3.6 ( [58]). Any $(k, \epsilon)$-extractor is a $(k+\log 1 / \epsilon, 2 \epsilon)$-classical-proof extractor.
One long-standing open problem, then, is whether a classical-proof extractor is essentially a quantum-proof extractor with roughly the same parameter. Currently the best result is that a $(k, \epsilon)$-classical proof extractor is a $\left(k+\log 2 / \epsilon, O\left(2^{m / 2} \sqrt{\epsilon}\right)\right)$-extractor. For nonexponential blow-up of parameters, Gavinsky et al. [57] showed that there exists a $(k-\Theta(n), \epsilon)$-classical extractor which is not secure against $O(\log n)$ qubits of quantum side information. Proving a result without exponential blowup on the parameter in the practical range, however, is a very challenging problem.

The Separation Lemma here suggests that such a result without a drastic blowing up on the error parameter may not exist. To see this, we need to define some sets first.

Definition 3.12. For every $k$, define the following sets:

- $C(k)$ is the set of all cq-states $\rho_{X E}$ that can be generated from a classical random source $X Y$ with

$$
\begin{equation*}
-\log \max _{y} p_{g}(X \mid Y=y) \geq k \tag{3.87}
\end{equation*}
$$

via a channel acting only on the $Y$ part;

- $C C(k)$ is the set of all cq-states $\rho_{X E}$ that can be generated from a classical random source $X Y$ with

$$
\begin{equation*}
-\log p_{g}(X \mid Y) \geq k \tag{3.88}
\end{equation*}
$$

via a channel acting only on the $Y$ part;

- $C Q(k)$ is the set of all cq-states $\rho_{X E}$ such that $-\log p_{g}(X \mid E)_{\rho} \geq k$.

Clearly we have $C(k) \subseteq C C(k) \subseteq C Q(k)$. To see the importance of these sets, we introduce alternative, though equivalent definitions of extractors, classical-proof and quantum-proof extractors:

Definition 3.13 (Alternative definition for extractors). A function Ext : $\{0,1\}^{n} \times\{0,1\}^{d} \rightarrow$ $\{0,1\}^{m}$ is called a $(k, \epsilon)$-extractor (classical-proof extractor, quantum-proof extractor), if for all cq-states $\rho_{X E} \in C(k)(C C(k), C Q(k))$ with $X \in\{0,1\}^{n}$ we have

$$
\begin{equation*}
\left\|U_{m} \otimes \rho_{E}-(E x t \otimes \mathcal{I})\left(\rho_{X E}\right)\right\|_{t r} \leq \epsilon \tag{3.89}
\end{equation*}
$$

The proof of Theorem 3.6 essentially makes use of the fact that every state $\rho_{X E}$ in $C C(k+\log 1 / \epsilon)$ is $\epsilon$-close to the set $C(k)$, and thus a $(k, \epsilon)$-extractor, when applied to $\rho$, would introduce at most $2 \epsilon$ error from the state $U_{m} \otimes \rho_{E}$ due to monoticity of trace distance. If one could obtain similar results between $C Q(k)$ and $C C(k)$, then we could easily prove that a classical-proof extractor is secret quantum-proof.

This turns out to not be the case according to Separation Lemma. Recall our definition of $\epsilon$-smooth conversion parameter $p_{\downarrow}^{\epsilon}(X \mid E)_{\rho}$, which measures the least guessing probability of a classical distribution we need in order to generate the desired state $\rho$, i.e.

$$
\begin{equation*}
d(\rho, C C(k)) \leq \epsilon \Leftrightarrow-\log p_{\downarrow}^{\epsilon}(X \mid E)_{\rho} \geq k . \tag{3.90}
\end{equation*}
$$

Theorem 3.7. For any $k$, there exists a cq-state $\rho_{X E}$ where $X \in\{0,1\}^{k(1+o(1))}$ such that $\rho \in C Q(k)$ while $d(\rho, C C(2)) \geq 0.98$.

Proof. Fix $\delta=0.02$ and $\epsilon=0.98$. By the Johnson-Lindenstrauss Lemma, we have a cq-state

$$
\begin{equation*}
\rho_{X E}=2^{-n} \sum_{x \in\{0,1\}^{n}}|x\rangle\langle x| \otimes\left|\psi_{x}\right\rangle\left\langle\psi_{x}\right| \in \mathcal{S}_{=}(\mathcal{X} \otimes \mathcal{E}) \tag{3.91}
\end{equation*}
$$

such that $\log \operatorname{dim} \mathcal{E}=O(\log n)$ and $\max _{x \neq x^{\prime}}\left|\left\langle\psi_{x} \mid \psi_{x^{\prime}}\right\rangle\right|$. For given $k$, there exists $n=$ $k(1+o(1))$ such that $n-O(\log n) \geq k$. With that $n$, we have

$$
\begin{equation*}
-\log p_{g}(X \mid E)_{\rho} \geq k \Rightarrow \rho \in C Q(k) \tag{3.92}
\end{equation*}
$$

as well as

$$
\begin{equation*}
-\log p_{\downarrow}^{\epsilon}(X \mid E)_{\rho} \leq 2 \tag{3.93}
\end{equation*}
$$

By the Separation Lemma, we have

$$
\begin{equation*}
p_{\downarrow}^{\epsilon}(X \mid E)_{\rho} \geq 1-\delta-\epsilon / 2 \Rightarrow d(\rho, C C(2)) \geq 0.98 \tag{3.94}
\end{equation*}
$$

The Separation Lemma suggests that an arbitrary classical extractor may not be quantumproof, i.e. the sets $C Q(k)$ and $C C(k)$ are spatially separated. Nevertheless, one may still prove that a classical extractor is quantum-proof, but in order to do that, one might need to use additional properties of the extractor, other than that it can extract randomness from all states in $C C(k)$.

### 3.6 Related Works

Buhrman et al. [15] introduced the notion and provided the constructions of quantum fingerprinting. The application they focused on was for message identification. For our cryptographic applications, we are primarily interested in instances of a negligible fidelity. They did not discuss properties of quantum fingerprinting in an adversarial context like ours. It was observed and explored by [59] that quantum fingerprinting satisfies the security properties of cryptographic hash functions.

Side-channel attack is a major paradigm studied in the classical information security and cryptography community due to its high level of threat in practice [60,61, 62, 63, 64, 65]. Side-channel key recovery attack has in particular drawn much attention [60]. However, these classical works address problems that necessarily require computational assumptions and many other works focus on the hardware aspects. To the best of our knowledge, this work is the first studying information theoretical security of quantum cryptography against classical side-channel attack.

## CHAPTER 4

## Limitations of monotone quantum simulation

In this chapter and Chapter 5, we turn our focus to classical simulation of quantum computation. In particular, we focus on the problem of strong (amplitude-wise) simulation of quantum circuits, and identify a subclass of simulators we call monotone. This subclass encompasses almost all prominent simulation techniques. We prove an unconditional (i.e. without relying on any complexity-theoretic assumptions) and explicit ( $n-2)\left(2^{n-3}-1\right)$ lower bound on the running time of simulators within this subclass. Assuming the Strong Exponential Time Hypothesis (SETH), we further remark that a universal simulator computing any amplitude to precision $2^{-n} / 2$ must take at least $2^{n-o(n)}$ time. We then compare strong simulators to existing SAT solvers, and identify the time-complexity below which a strong simulator would improve on state-of-the-art general SAT solving. Finally, we investigate Clifford $+T$ quantum circuits with a small number of $T$-gates. Using the sparsification lemma, we identify time complexity lower bounds in terms of $T$-gate count below which a strong simulator would improve on state-of-the-art 3-SAT solving.

### 4.1 Introduction

### 4.1.1 Overview of classical simulation

Simulating quantum mechanics with classical computational power has been a long-standing problem for nearly two decades [1]. However, only very recently have people been able to accurately control quatum systems in a regime where classical simulation starts to appear challenging. Recently announced quantum processors with intermediate size and reasonable fidelity parameters $[66,67]$ are pushing the boundary of what classical simulations can handle. With this push, a series of works [68, 69, 70, 71, 72, 73, 74, 75, 38] have been dedicated to keep up with the recent improvement of quantum processors. However, were quantum computation to be genuinely more powerful than classical computation (i.e.
$B P P \subsetneq B Q P$ ), we classical beings cannot hope to win this race in the long term. However, there are still many good reasons to try:

Verification of NISQ devices. As quantum processors are entering into the NISQ era [10], it is important that noise in the quantum devices be fully characterized. Classical simulation of such devices may prove invaluable in verifying that the quantum devices is behaving as expected, and identifying the type and possible physical origin of noise. Only then can physical devices resulting in the noise be improved, corresponding error correcting schemes be designed, and the overall fidelity of quantum processors be further increased.

Testing quantum algorithms and heuristics. With fully fault-tolerant quantum computing still out of reach, several quantum heuristics have been proposed in order to make use of errorneus quantum devices to solve real-life problems [4, 76, 77]. With the presence of insuppressable error, it is often very hard to obtain provable performance guarantees for these heuristics. One way to practically test the performance of these heuristics is via classical simulation [78]. Classical simulation can help determining promising candidates from the heuristics, and help guide the design of near-term quantum devices to better incorporate with such algorithms.

Identifying quantum supremacy. One fundamental question for the quantum computation community is to identify the boundary beyond which quantum computers could achieve something genuinely unattainable classically. This landmark, first proposed in [79] as quantum supremacy, represents the point beyond which behaviors of quantum mechanics would be practically infeasible to verify, and we would have to trust quantum mechanics instead of our limited ability to simulate it classically. In order to obtain more faith in this leap, it is vital that we classical beings push the boundary as far as possible. Only then will quantum supremacy be meaningful.

### 4.1.2 Strong and weak simulations

One major division within the landscape of quantum simulators is between strong and weak simulation. Strong quantum simulators compute the amplitude of a particular outcome, whereas weak simulators only sample from the output distribution of a quantum circuit.

Despite the implication of hardness from their names, we emphasize that no reduction from one type of simulation to the other exist either way where only polynomial overhead incurs. On the one hand, given an instance of strong simulation, the amplitude to be calculated could be exponentially small, thus it takes exponentially large number of trials of
weak simulation to be able to estimate such small quantity with a reasonable precision. On the other hand, weak simulation of an input circuit can be done by evaluating a sequence of probability values via strong simulation over a series of augmented circuits. However, since the augmented circuits have different sizes from the size of the input circuit for weak simulation, such reduction does not immediately establish a relationship between comlexities of strong and weak simulations with the same input size. Had the complexity of strong simulation be exponential, such reduction would result in an exponential algorithm for weak simulation with a bigger exponent.

If one only wishes to design a classical computational device that tries to immitate the behavior of a quantum device, then weak simulation would suffice the purpose. However, strong simulation plays an important, and in some cases indispendible role for the following reasons:

- As a testbed of quantum computational devices, the purpose of simulation is often to extract or verify certain quantative properties of the quantum system being simulated. In many cases, such properties can be calculated with great accuracy if strong simulation is available, while estimating them from random outcomes of a weak simulation might require an prohibitive number of trials.

Let us take quantum supremacy experiments as an example. Since the proposal of quantum supremacy, theorists and experimentalists have been designing and implementing experiments, in order to demonstrate that currently existing or near-term quantum devices have the ability to achieve some task that is practically intractable for classical computing power to achieve.

With no error correction scheme for current quantum architectures at hand, predominant quantum supremacy proposals focus on supposedly hard sampling problems. It is widely believed that certain quantum circuits can produce classical distributions that are hard to sample from a classical computer. However, this does not directly lead to a verification scheme for quantum devices claiming to have sampled from such a distribution. One proposal by Aaronson and Chen [75] relates the hardness of quantum circuit sampling to a verification scheme they call Heavy Output Generation:

Problem 4.1 (Problem 1, [80]). Given as input a random quantum circuit $C$ (drawn from some suitable ensemble), generate output strings $x_{1}, \ldots, x_{k}$, at least a $2 / 3$ fraction of which have greater than the median probability in the output distribution of $C$.

To test whether a quantum device acheives quantum supremacy, one just run it repeatedly to get (supposedly) random classical outcomes $x_{1}, \cdots, x_{k}$, and apply strong simulation to test whether $\geq 2 / 3$ of the outcomes have probability greater than the median. It is concievable that classical devices cannot pass this test without prohibitive overhead. However, such scheme requires accurate compotation of the probabilities $\left\{p_{i}\right\}_{1 \leq i \leq k}$, and would not be possible without a strong simulator at hand.

- Even when weak simulation is the ultimate goal, there are not yet many weak simulation techniques that is intrinsically different from a strong simulation routine. Although there are stabilizer-based weak simulators that works well with dominantly Clifford circuits [41, 81, 82, 83], for most general quantum circuits, it is not known how weak simulation can be done significantly faster than using strong simulation as a subrountine.

Strong simulation, on the other hand, has a natural representation in the context of matrix multiplication, or tensor network contraction in general [84]. Although exponentially-sized intermediate matrices or tensors might be inevitable, the problem of pushing the boundary for large matrix multiplication has long been a central topic in classical architecture design. Such accelaration for matrix multiplication has been native to most classical computational devices, especially GPUs and supercomputers. Those accelarations can be conviniently harnessed in order for a larger scale strong simulation.

### 4.1.3 Limitation of monotone simulation methods

Although strong simulation is of great importance, here we give compelling evidence that it is fundamentally unscalable. This is hardly surprising: it is well-known that perfectly accurate strong simulation is $\# P$-hard. However, we give explicit, and in some contexts unconditional evidence for the hardness of strong simulation.

We identify a large class of simulation techniques we call monotone. This class includes most of the known techniques for general quantum circuit simulation. We place unconditional lower bounds on simulators within this class. In particular, we show that there exists a simple quantum circuit which will take any such simulator at least $(n-2)\left(2^{n-3}-1\right)$ time to simulate. Following the proof, we also find a $O\left(n^{2} \cdot 2^{n}\right)$ algorithm for computing the permanent function with a monotone arithmetic circuit, which is not known before.

### 4.2 Preliminaries

Tensor Networks. A tensor is simply a multidimensional array. The number of dimensions of the array is called the rank of the tensor. The simplest examples of tensors are vectors and matrices, which are rank-1 and rank-2 tensors, respectively. Tensors are usually expressed graphically, see Figure 4.1. For simplicity, we assume that each index runs over $\{0,1\}$.

(c) An $n$-tensor.

Figure 4.1: Examples of tensors.

A tensor network is a collection of tensors together with identifications among the open indices of the tensors. Throughout the paper, we restrict ourselves to closed tensor networks. These are tensor networks representing a scalar obtained by summing over all identified open indices. See Figure 4.2 for an example. The shape of a tensor network is the information given by the ranks of each tensor, together with the identifications of the open indices. In particular, it is the information which tells you how to contract the tensor network, but not what the values of the tensors are.


Figure 4.2: Example of a (closed) tensor network.

Monotone Arithmetic Circuits. In a monotone arithmetic circuit, each gate has fan-in degree 2 and is either a + -gate or a $\times$-gate. Furthermore, we assume that there is a single output node, see Figure 4.3 for an example.

Quantum Circuits. In a quantum circuit $C$, each gate has the same in- and out-degree, and represents a unitary matrix. The width of a quantum circuit $w(C)$, is the number of input nodes to the circuit. A special case of a quantum circuit is a classical reversible circuit, which will be introduced in Subsection 5.1.1.


Figure 4.3: Example of a monotone arithmetic circuit computing the polynomial $\left(x_{1}+\right.$ $\left.2 x_{2}\right) x_{3}$.

### 4.3 Monotone method

When proving a lower bound, the model is at least as important as the bound itself. If the model is too restrictive, then the lower bound loses its worth. In this section, we introduce the monotone method, which describes a strong quantum simulation methodology. Although the model is restrictive enough to permit unconditional lower bounds, it also encompasses the majority of existing strong simulation techniques.

Before we define a monotone method rigorously, we describe it informally as a game. The game is played between a referee and you, and the aim of the game is to simulate a quantum circuit. First, the referee hands you a picture of a quantum circuit, but with some information missing. He has erased all of the nonzero coefficients in the gates appearing, replacing each with a different variable. You are allowed to spend as long as you like preparing your strategy; you may even use infinite time to do so.

When you are finally ready, you must commit to a monotone arithmetic circuit, with inputs given by the variables. Your monotone arithmetic circuit must simulate the original circuit with perfect accuracy no matter what values the variables take, and the timecomplexity of your task is measured only by the length of your arithmetic circuit. With this game in mind, we set out to define a monotone method.

### 4.3.1 The skeleton of a tensor network

In the game we describe, the partial information about the circuit is very specific. Informally, we call the picture that the referee gives us the skeleton of the quantum circuit. More generally, we can consider the quantum circuit as a closed tensor network, and define an associated skeleton.

Skeleton of a Tensor Network. The skeleton of a tensor network is the hypergraph associated to the tensor network along with the locations of the nonzero entries in each tensor. Furthermore, we call the skeleton closed if the hypergraph is closed.

We further define the (closed) skeleton of a quantum circuit as the skeleton of its associated tensor network. To any closed skeleton, we can define an associated polynomial.

Associated Polynomial. Given a closed skeleton $S$, we can associate to it a polynomial $p(S)$ in the following way. First, replace each nonzero entry in each tensor appearing with a different variable. We can then regard $S$ as a closed tensor network. Define $p(S)$ to be the polynomial obtained from contracting $S$.

See Figure 4.4 for an example of a quantum circuit, its skeleton, and its associated polynomial. Note that $p(S)$ is independent of the sequence of contractions and has nonnegative coefficients. To any quantum circuit $C$, we can also define the polynomial $p(C)$ to be the polynomial associated to its skeleton.


Figure 4.4: The left-hand diagram represents the skeleton associated to the quantum circuit $\langle 0| H_{1} H_{2} \otimes C X_{1 \rightarrow 2} \otimes H_{1} \otimes I_{2}|0\rangle$, where the subscripts indicate the wires on which the gates act. According to the variables introduced in the right-hand diagram, its associated polynomial is $p\left(x_{1}, \ldots, x_{20}\right)=x_{1} x_{10} x_{11} x_{20}\left(x_{2} x_{6} x_{12} x_{16}+x_{3} x_{8} x_{14} x_{18}\right)$.

### 4.3.2 Monotone methods

We will now define a monotone method. For any arithmetic circuit $A$, let $p(A)$ be its associated polynomial.

Monotone Method. A monotone method $M$ is a mapping from closed skeletons to monotone arithmetic circuits that preserves the associated polynomials: for all closed skeletons $S, p(M(S))=p(S)$. We define the monotone complexity of the skeleton $S$ under the mapping $M$ as $|M(S)|$. We can further extend a monotone method to a mapping on quantum circuits through their associated skeletons.

In particular, $M$ itself can take exponential time to compute or even be non-uniform, allowing for uncomputable strategies. The complexity is measured only in terms of the
complexity of the resulting arithmetic circuit. See Figure 4.5 for a high-level description relating strong quantum simulators to monotone methods.


Figure 4.5: The relation between strong quantum simulation and monotone methods. A monotone method is any map from closed skeletons to monotone arithmetic circuits that makes the diagram commute.

To demonstrate the applicability of this model, we give a list of prominent strong simulation techniques, and show that they are all monotone methods.

1. Feynman's path integral [85] is the simplest example of a monotone method applied to general tensor network contraction, involving only additions and multiplications of all coefficients appearing in the circuit.
2. Markov and Shi [84] proposed a tensor network contraction algorithm consisting of two phases. In the first phase, a nearly optimal ordering of contractions is decided. In the second phase, the tensor network is contracted accordingly. Given a general tensor network, finding the optimal ordering of contractions is an NP-hard problem; although there may be a contraction ordering with low complexity, finding it may take exponential time. One could carefully choose the tradeoff between these two phases so that the total complexity is split evenly.

In the second phase, contracting the tensors one by one is realized by a monotone arithmetic circuit. In particular, the algorithm itself is a monotone method. The complexity of the second phase alone is counted in the complexity of our model.
3. Several works [72, 71, 38, 73] preprocess the quantum circuit in a way that simplifies the tensor network, and ultimately results in a lower complexity during contraction. Specifically, they reduce the complexity of contracting diagonal gates. This preprocessing is oblivious to the nonzero coefficients of the gates. After deciding an order of contractions, the resulting procedure is realized by a monotone arithmetic
circuit with respect to the non-zero entries. The preprocessing step is illustrated in Figure 4.6.


Figure 4.6: Preprocessing a tensor network to reduce the cost of contraction.
4. In [75], Aaronson and Chen propose a family of algorithms suited to different timespace trade-offs. These algorithms interpolate between naively evaluating the circuit, and implementing a variation of Savitch's theorem. Given a quantum circuit, one can decide the optimal algorithm according to the space and time constraints. Whichever algorithm you choose, the resulting process can be described by a monotone arithmetic circuit.

There are many more techniques that qualify as monotone methods, such as clever sparse matrix multiplication. However, there are also many tricks which do not fit into the monotone method. There exist tensor contractions which are non-monotone, first augmenting the network to introduce time-saving cancellations. Most famous among these is Strassen's fast matrix multiplication algorithm [86]. Recognizing that a circuit belongs to a restricted family such as Clifford or matchgate circuits can give exponential time savings [ $41,87,81,88,89$ ]. Even recognizing small circuit identities may save on complexity [71], although this problem may be hard in general [90]. Finally, monotone methods are oblivious to the unitarity of the gates, which might be taken advantage of. However, for general
quantum circuit simulation, we emphasize that the majority of savings are performed by tricks that fit within the monotone method framework.

### 4.4 An unconditional lower bound for monotone methods

We will now prove an unconditional lower bound on the time-complexity of a strong quantum simulator that uses a monotone method. The proof concept is simple: we will repurpose the simulator to evaluate the permanent polynomial with constant overhead. Using existing unconditional lower bounds on monotone circuit evaluation of the permanent polynomial [91], we can impose unconditional lower bounds on the time-complexity of the simulator.

Permanent. The permanent of an $n \times n$ matrix $M$ is given by $\sum_{\sigma \in S_{n}} \prod_{i=1}^{n} M_{i, \sigma(i)}$. The permanent polynomial for $n \times n$ matrices, given by replacing each entry $M_{i j}$ of the matrix $M$ by a distinct variable $x_{i j}$, is then

$$
\begin{equation*}
p\left(x_{11}, \ldots, x_{n n}\right):=\sum_{\sigma \in S_{n}} \prod_{i=1}^{n} x_{i, \sigma(i)} . \tag{4.1}
\end{equation*}
$$

We note that there have been several works relating hard polynomial problems to the hardness of quantum circuits [92,93], and the permanent polynomial is a particularly prominent example [94, 95].

Theorem 4.1 (Jerrum \& Snir). A monotone arithmetic circuit computing the permanent polynomial for $n \times n$ matrices must have size at least $n\left(2^{n-1}-1\right)$.

First, we construct a hard family of skeletons, parametrized by $n$. This family is hard in the sense that a monotone restriction of its associated polynomial computes the permanent of an $n \times n$ matrix. We then use Theorem 4.1 to lower bound the time-complexity of any monotone method applied to this skeleton. Finally, we find one (among many) quantum circuits with this skeleton. We conclude the following.

Theorem 4.2. There exists a quantum circuit $C$ of width $n+2$ and depth $3 n^{2}+1$ such that for any monotone method $M,|M(C)| \geq n\left(2^{n-1}-1\right)$.

We want to re-emphasize that this lower bound is explicit and unconditional.
Proof of Theorem 4.2. Consider the skeleton $S$ defined in the figure below.


Figure 4.7: The skeleton we use to prove Theorem 4.2. The whole circuit is depicted in (a), and the gadget $G$ is depicted in (b). The nonzero locations of the red component are shown in (c) and the nonzero locations of the blue component are shown in (d). To obtain a quantum circuit, we can replace the red components with Hadamard gates and the blue components with CNOT gates.

The polynomial $p(S)$ defined by the skeleton in Figure 4.7 is not the permanent polynomial. However, we can replace the variables of $p(S)$ with a combination of $x_{i j}, 0$, and 1 so that it becomes the permanent of the matrix $\left(x_{i j}\right)$. Thus, if there were a monotone arithmetic circuit computing $p(S)$, then a potentially smaller circuit would compute the permanent polynomial. The replacements are shown in Figure 4.8. The pictorial proof that the resulting circuit computes the permanent polynomial can be found in Figure 4.9.

(a) Tensor network $T_{\text {perm }}$.

(b) Gadget $G_{i}$ in Figure 4.7d.

$$
\begin{aligned}
& \stackrel{b^{a}}{b} \begin{array}{l}
a \\
A
\end{array}=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
0 & 0 \\
1 & 0
\end{array}\right]_{-}^{c}
\end{aligned}
$$

Figure 4.8: The tensor network $T_{\text {perm }}$ that realizes the permanent.


Figure 4.9: A pictorial proof of Theorem 4.2. To contract the network in Figure 4.8, first fix a labeling of the edges and then multiply together the corresponding tensor elements from each tensor. Then, sum over all such labelings. Note that if any of these tensor elements is zero, then the corresponding term in the sum is also zero. We now illustrate that there is a one-to-one correspondence between the nonzero terms in the sum and the terms in the $n$ by $n$ permanent. Namely for every permutation $\pi \in S_{n}$, the product $x_{1, \pi(1)} \ldots x_{n, \pi(n)}$ appears as a nonzero term, and every other term is zero. In this figure, the wires with thicker lines are labeled 1 , while the thinner lines are labeled 0 . One can check that no other labeling contributes to the sum. To visualize this, we have listed all the nonzero labeling combinations for the $A, B, C, D, E$, and $X$ tensors.

### 4.5 Remarks and open questions

In this chapter, we proved explicit lower bounds for existing strong simulation methods. Almost all prominent simulation methods fall into the class of monotone methods, which only focus on the locations of non-zero entries (i.e. the skeleton of the tensor network) and are oblivious and monotone with respect to the nonzero coefficients. We then reduce the problem of computing the permanent using monotone arithmetic circuits to evaluating a quantum circuit using monotone methods. Therefore, the hardness of the former implies the hardness of the latter.

It is worth noting that probably most skeletons have large monotone complexity using any monotone method, and our reduction to a skeleton for the permanent is just a choice. We choose the permanent as one of the few candidates for which an unconditional monotone lower bound is known. Also, the result focuses on the worst-case complexity of strong simulation by artificially constructing hard instances that cannot be simulated efficiently. For example, we reduce to the permanent to apply a known unconditional lower-bound to a particular closed skeleton. While we can probably show that many closed skeletons are hard by manipulating the proof of [91], proving average-case hardness for general strong simulation might require a worst- to average-case reduction, similar to [93].

Also worth noting is that many hard skeletons may be realized by easy circuits. In the proof of Theorem 4.2, the quantum circuit we construct from Figure 4.7 is Clifford, and so it can be simulated in polynomial time classically. Probably, there are quantum circuits which realize the same skeleton and are fundamentally hard to simulate. Monotone methods cannot distinguish between the two: they are oblivious to certain circuit structures altogether.

Interestingly, in the proof of Theorem 4.2, contracting the tensor $T_{\text {perm }}$ from left to right yields a monotone circuit computing the permanent in time $O\left(n^{2} 2^{n}\right)$. To our knowledge, this is the fastest such monotone algorithm. If restricted to monotone circuits, naive enumeration over all permutations takes time $\Omega(n!)$, whereas a Savitch-type trick (as in [75]) reduces the time complexity to $O\left(4^{n}\right)$. The fastest general algorithms computing the permanent are non-monotone, and run in roughly $O\left(n 2^{n}\right)$ time [96, 97]. It would be interesting if our method could be modified to yield a monotone circuit matching the lower bound of $n\left(2^{n-1}-1\right)$.

We have considered only the total time-complexity of a simulator. More generally, one may be interested in restricting to space-efficient simulators. Along this line, there is the Feynman path-integral which has time complexity $O\left(2^{\text {nd }}\right)$. More recently, Aaronson and Chen [75] use Savitch's Theorem to show that one can achieve an $O\left(d^{n}\right)$ time-complexity.

Does there then exist an even faster space-efficient strong simulator with time-complexity $O\left(d \cdot 2^{n}\right)$ ? Can we fine-tune such a simulator to achieve a general time-space tradeoff, as in [75]?

## CHAPTER 5

## Limitations of general strong quantum simulations

In this chapter, we continue the topic of explicit lower bounds for strong simulation proposed in Chapter 4. We investigate the time complexity of general strong simulation methods which are not necessarily monotone, by relating the problem of strong simulation to widely believed computational assumptions. Assuming the Strong Exponential Time Hypothesis, we remark that there exist simple quantum circuits for which any strong simulator with accuracy $2^{n} / 2$ must take at least $2^{n-o(n)}$ time to simulate. We further compare strong simulators to state-of-the-art SAT solvers. We identify parameter thresholds on strong simulators above which such a simulator would imply immediate gains on existing solvers.

We further address the hardness of simulation for Clifford $+T$ circuits in terms of the number of $T$ gates, where we employ the sparsification lemma [98] to identify the efficiency threshold below which a strong simulator would improve on state-of-the-art 3-SAT solving. In particular, assuming the regular Exponential Time Hypothesis, we conclude that strong simulation also takes time exponential in the $T$-count. Regarding strong simulation of Clifford $+T$ circuits with low $T$-count, a non-monotone strong simulator has been constructed by Bravyi and Gosset [81] (and extended in [82]) with a relevant exponential factor of $2^{0.47 N}, N$ being the number of $T$-gates (also called $T$-count) of a given circuit.

While these bounds are concerned with algorithmic complexity rather than clever memory allocation and parallelization, they indicate that strong simulation of hundreds of qubits is fundamentally intractable. In [81, 82], a weak simulator is proposed with a relevant exponential factor of $2^{0.23 N}$. Although such a simulator does not offer an advantage in simulating general quantum circuits, it illustrates the advantage of weak simulation. Our evidence for the fundamental hardness of strong simulation indicates that intrinsically different weak simulators must be the focus in order to scale up.

### 5.1 Conditional lower bounds for strong simulators with respect to number of qubits

Theorem 4.2 only holds for monotone simulation methods. To prove a super-polynomial lower bound on general strong simulation, we turn to a conditional hardness argument ${ }^{1}$. In this section we prove that $2^{n-o(n)}$ is a lower bound for any strong simulator with accuracy $2^{-n}$ under the Strong Exponential Time Hypothesis (SETH).

Recall that conditional hardness always takes the form: if problem A is hard then problem B is hard; although a conditional hardness proof does not deliver absolute evidence for the hardness of $B$, it is protected by the hardness of $A$. The best choice for $A$ is then a problem for which we have overwhelming evidence of hardness.

One of the most studied problems in computer science is the SAT problem together with its special cases, $k$-SAT for different $k$.

The SAT Problem. The input for SAT with size parameters $n$ and $m$ is a Boolean formula

$$
\begin{equation*}
\phi\left(x_{1}, \ldots, x_{n}\right)=\bigwedge_{i=1}^{m}\left(\bigvee_{j=1}^{k_{i}} l_{i, j}\right) \quad l_{i, j} \in\left\{x_{1}, \ldots, x_{n}, \neg x_{1}, \ldots, \neg x_{n}\right\} \tag{5.1}
\end{equation*}
$$

where $l_{i, j}$ are called literals and the sub-expressions $C_{i}=\bigvee_{j=1}^{k_{i}} l_{i j}$ are called clauses. Without loss of generality we require that every variable has at most one occurrence in every clause, implying $k_{i} \leq n$ for $1 \leq i \leq m$. We are interested in formulas $\phi$ with polynomial length: $m=n^{O(1)}$.

Given $\phi$, the task is to determine whether there exists an assignment $x_{i} \rightarrow\{0,1\}(1 \leq$ $i \leq n$ ) such that $\phi\left(x_{1}, \ldots, x_{n}\right)=1$, i.e. if $\phi$ is satisfiable. For this specific task, one can assume that each clause of the input problem is of length at least 2 since all singleton clauses can be easily eliminated.

The $k$-SAT Problem. The $k$-SAT problem is the SAT problem with the restriction that every instance $\phi$ has every $k_{i}$ at most $k$.

The following two questions are unresolved.

Problem 5.1. Can the 3-SAT problem be solved in time $(1+\epsilon)^{n} \operatorname{poly}(m)$ for every $\epsilon>0$ ? Algorithms have been repeatedly improved upon [99, 100, 101, 102] to reach the current state of the art at around $1.3^{n}$ time.

[^1]Problem 5.2. Can the SAT problem be solved in time $2^{\alpha n} \operatorname{poly}(m)$ for some $\alpha<1$, when $m=\operatorname{poly}(n)$ ? The best current algorithm [103] runs in time $\frac{2^{n}}{2^{n / O(\log m / n)}}$.

An improved algorithm for SAT would make a tremendous impact on many areas of computer science. This has lead to the somewhat widespread belief that reducing the timecomplexity of the SAT problem will hit a hard limit. This belief has been formalized in the following two commonly held hypotheses.

Exponential Time Hypothesis (ETH). The answer to Problem 5.1 is no. There is an $\epsilon>0$ such that the time complexity of 3-SAT is at least $(1+\epsilon)^{n}$ poly $(m)$.

Strong Exponential Time Hypothesis (SETH). The answer to Problem 5.2 is no. Any algorithm deciding SAT must take at least $2^{n-o(n)}$ poly $(m)$ time.

We show that if a strong quantum simulator can reach a certain efficiency, then the SETH would be refuted. This efficiency is quantified in terms of both the time-complexity and accuracy of the simulator.

Theorem 5.1. Assume the SETH holds. Then a universal quantum simulator which can approximate any output amplitude to precision $2^{-n} / 2$ on a quantum circuit with poly $(n)$ operations must take at least $2^{n-o(n)}$ time.

The proof of Theorem 5.1 uses a reduction from SAT to argue that if the simulator can determine an amplitude up to a certain precision, then it could solve a corresponding SAT problem. The reduction can be summarized as follows.
(i) For a SAT instance $\phi$ construct a reversible circuit $\mathcal{C}^{\prime}=\mathcal{C}_{\phi}^{\prime}$ with sub-linear space overhead and polynomial time overhead which can compute $\phi(x)$ for an assignment $x$.
(ii) Choose a basis state (e.g. $|0 \ldots 0\rangle$ ) which counts the number of assignments satisfying $\phi$ in its amplitude when running $C_{\phi}$, a quantum circuit constructed from $\mathcal{C}^{\prime}$ :

$$
\begin{equation*}
\langle 0 \ldots 0| \mathcal{C}_{\phi}|0 \ldots 0\rangle=\frac{\left|\left\{x \in\{0,1\}^{n} \mid \phi(x)=1\right\}\right|}{2^{n}} \tag{5.2}
\end{equation*}
$$

Step $(i)$ is purely classical while step $(i i)$ utilizes the quantum power of the simulator. Any lower-bound on the time-complexity of SAT then implies a lower bound on the time complexity of the simulator. Theorem 5.1 utilizes the strongest conjectured lower bounds available for SAT to imply the sharpest conjectured lower bounds for the parameters of a strong simulator. To push our bounds even further, we determine the threshold parameters beyond which a simulator would improve upon the best known algorithms solving SAT.

Theorem 5.2. Assume there is a strong simulator that runs in time $\frac{2^{n}}{2^{n / o(\log m / n)}}$. Then this would improve on the running time of the best SAT solver.

In section 5.1.1 we address point $(i)$. Next, in section 5.1.2, we address point (ii) and prove Theorems 5.1 and 5.2.

### 5.1.1 Reversible evaluation of a SAT formula

In this section we construct a reversible circuit $\mathcal{C}^{\prime}$ evaluating a given SAT formula using sub-linear space overhead and polynomial time overhead. This problem was first efficiently solved by Charles H. Bennett in 1989 [104]. For the sake of completeness and explicit constants, we reproduce the argument here, but emphasize that our construction follows [104]. Bennett expresses the problem in the language of Turing Machines rather than circuits, ${ }^{2}$ but the proof ideas are otherwise identical.

Reversible Circuits. A reversible classical circuit consists of reversible gates. A reversible classical gate $F$ is simply an invertible function $F:\{0,1\}^{d} \rightarrow\{0,1\}^{d}$, for some $d$. Typically $d$ is one, two, or three. An important example of a reversible classical gate is the Toffoli gate $\operatorname{TOFFOLI}(x, y, z)=(x, y, z \oplus(x \wedge y))$ acting on 3 bits.

Universal Gate Set. Throughout, our choice of universal gate set for reversible computation is

$$
\begin{equation*}
\mathcal{G}=\{\mathrm{TOFFOLI}, \mathrm{CNOT}, \mathrm{NOT}\} . \tag{5.3}
\end{equation*}
$$

The above choice influences the circuits for which our lower bound argument holds up to constants. The particular gate set we have chosen has the nice property that all its elements are self-inverse.

Tidy Computation. We say a reversible circuit $C:\{0,1\}^{n+a(n)+1} \rightarrow\{0,1\}^{n+a(n)+1}$ tidily computes a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ if

$$
\begin{equation*}
\forall x \in\{0,1\}^{n}, y \in\{0,1\}, \quad C\left(x, 0^{a(n)}, y\right)=\left(x, 0^{a(n)}, y \oplus f(x)\right) . \tag{5.4}
\end{equation*}
$$

We call the $a(n)$ extra bits the ancilla bits. The tidiness comes from the fact that the input and the ancilla bits are restored by the end of the computation. From the perspective of quantum circuits, every reversible gate can be seen as a unitary transformation. By linearity, the action of a reversible circuit $C$ computing $f$ in Equation (5.4) can be extended to an action on the Hilbert space $C^{\{0,1\}^{n}}$ :

[^2]$$
C \quad \text { applied to } \quad \sum_{x} \alpha_{x}\left|x, 0^{a(n)}, 0\right\rangle \quad \text { is } \quad \sum_{x} \alpha_{x}\left|x, 0^{a(n)}, f(x)\right\rangle .
$$

Note that the ancilla bits are decoupled from the input and output registers.
Lemma 5.1 (MAIN, [104]). Suppose $\phi$ is a SAT formula with $n$ variables and $m$ clauses. Then there is a circuit $\mathcal{C}^{\prime}$ that tidily computes $\phi$ with

$$
\begin{equation*}
s\left(\mathcal{C}^{\prime}\right) \leq 8 \times 3^{\lceil\log n\rceil+\lceil\log m\rceil}-1, \quad w\left(\mathcal{C}^{\prime}\right) \leq n+2(\lceil\log n\rceil+\lceil\log m\rceil) \tag{5.5}
\end{equation*}
$$

Our proof scheme follows that in [104]. Notice that $\phi$ can be written as a binary tree with ANDs and ORs as in Figure 5.1. Thus, we will first implement ANDs and ORs of circuits in a reversible way. We will then recursively compose $\mathcal{C}^{\prime}=\mathcal{C}_{\phi}^{\prime}$ by exploiting the binary tree structure. In the rest of the section, we will prove Lemma 5.1 using these steps. To get the best constants we first define the following.

Untidy Computation. We say that a reversible circuit


Figure 5.1: SAT instance $\phi$ expressed as a binary tree. $C:\{0,1\}^{n+a(n)+1} \rightarrow\{0,1\}^{n+a(n)+1}$ untidily computes a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ if $C(x, 0,0)=(*, *, f(x))$ for all $x \in\{0,1\}^{n}$.

Lemma 5.2. We can convert a circuit $U$ that untidily computes $f$ into a circuit that tidily computes $f$. The conversion doubles the size of the circuit along with adding one extra CNOT gate and one extra ancilla wire, as shown in Figure 5.2.

Proof. The circuit in Figure 5.2 executes $U G U^{-1}$, where $G$ is a CNOT gate acting on the new output wire ( $b$ in the figure), and controlled by the old output ( $a$ in the figure). More precisely,

$$
\begin{aligned}
& |x, 0, \underbrace{0}_{a}, \underbrace{0}_{b}\rangle \xrightarrow{U}|\alpha, \beta, f(x), 0\rangle \xrightarrow{G}|\alpha, \beta, f(x), f(x)\rangle \xrightarrow{U^{-1}}|x, 0,0, f(x)\rangle \\
& |x, 0, \underbrace{0}_{a}, \underbrace{1}_{b}\rangle \xrightarrow{U}|\alpha, \beta, f(x), 1\rangle \xrightarrow{G}|\alpha, \beta, f(x), \neg f(x)\rangle \xrightarrow{U^{-1}}|x, 0,0, \neg f(x)\rangle
\end{aligned}
$$

Observe that the added wire carries the output, while the original output wire serves as an ancilla.

The main building blocks of $\mathcal{C}^{\prime}$ that implement binary AND and OR as reversible circuits come from the following lemma.


Figure 5.2: The construction that restores the input and ancilla wires after an untidy computation of $f(x)$ and produces the output on the added wire $b$. Initially, the output of $U$ was sent to wire $a$.

Lemma 5.3. Suppose $U_{1}$ and $U_{2}$ untidily compute $f_{1}$ and $f_{2}$ with width at most $w$ and sizes $s_{1}$ and $s_{2}$, respectively. Then there is a circuit of width at most $w+2$ and size $2 s_{1}+s_{2}+2$ that untidily computes $f_{1} \wedge f_{2}$, and a circuit of width at most $w+2$ and size $2 s_{1}+s_{2}+5$ that untidily computes $f_{1} \vee f_{2}$.

Note that in Lemma 5.3, we could have performed tidy computations rather than untidy computations with meager overhead. We avoid this for two reasons. First, the untidy computation has a simpler circuit. Second, the constant factor loss will culminate in a polynomial loss due to the iterative construction in the proof of Theorem 5.1. Thus, it is more economical to untidily compute everything until the end, and then make the circuit tidy by employing Lemma 5.2. The bounds are specific to the gate set $\mathcal{G}$, which results in the slight asymmetry between the AND and OR circuits.

Proof of Lemma 5.3. The reversible AND and OR of the circuits, with the appropriate sizes and widths, are constructed explicitly below.


Circuit for $f_{1} \wedge f_{2}$


Circuit for $f_{1} \vee f_{2}$

Corollary 5.1. Untidily computing $f_{1} \wedge \ldots \wedge f_{n}$ takes width at most $w+2\lceil\log n\rceil$ and size at most $3^{\left[\log _{2} n\right\rceil}(s+1)-1$, where $s$ and $w$ are the simultaneous size and width upper bounds for circuits that untidily-compute the set of $f_{i}$.

Corollary 5.2. Untidily computing $f_{1} \vee \ldots \vee f_{n}$ takes width at most $w+2\lceil\log n\rceil$ and size at most $3^{\left\lceil\log _{2} n\right\rceil}\left(s+\frac{5}{2}\right)-\frac{5}{2}$.

The Reversible Circuit for $\phi=C_{1} \wedge \ldots \wedge C_{m}$. We first create circuits $\mathcal{C}_{1}, \ldots, \mathcal{C}_{m}$ that untidily compute clauses $C_{1}, \ldots, C_{m}$, using Corollary 5.2. From these circuits, we then construct a reversible circuit that untidily computes their conjunction, using Corollary 5.1. The resulting circuit will untidily compute $\phi$ with the following parameters.

Corollary 5.3. Suppose $\phi$ has $n$ variables and $m$ clauses. Then we can untidily compute $\phi$ using a reversible circuit of width at most $w+2(\lceil\log n\rceil+\lceil\log m\rceil)$ and size at most $4 \times 3^{\left\lceil\log _{2} n\right\rceil+\left\lceil\log _{2} m\right\rceil}-1$.

Finally, the centerpiece Lemma 5.1 then follows from applying Lemma 5.2 to the untidy circuit in Corollary 5.3.

### 5.1.2 Reducing SAT to strong simulation

Given a SAT instance $\phi$ with $n$ variables and $m$ clauses, we would like to construct a quantum circuit $\mathcal{C}_{\phi}$ so that

$$
\begin{equation*}
\vartheta:=\langle 0 \ldots 0| \mathcal{C}_{\phi}|0 \ldots 0\rangle=\frac{\left|\left\{x \in\{0,1\}^{n} \mid \phi(x)=1\right\}\right|}{2^{n}} . \tag{5.6}
\end{equation*}
$$

Let $\mathcal{C}_{\phi}^{\prime}$ be a (classical) reversible circuit coming from Lemma 5.1 that tidily computes $\phi$. Then the quantum circuit $\mathcal{C}_{\phi}$ on the right satisfies Equation 5.6.


The construction of $\mathcal{C}_{\phi}$, where $\mathcal{C}^{\prime}$ comes from Section 5.4.

### 5.1.3 Relating the parameters

By comparing the parameters of $\phi$ and $\mathcal{C}_{\phi}$, we can tie the complexity of the approximate strong simulation problem to the complexity of the SAT problem.

Proof of Theorem 5.1. Suppose we had a strong simulator that could approximate $\vartheta$ to within an additive error of $2^{-n} / 2$. Then running the simulator on $\mathcal{C}_{\phi}$, we would be able to tell if $\phi$ is satisfiable or not: if $\vartheta<2^{-n} / 2$ then $\phi$ is not satisfiable, otherwise it is.

Let the number of qubits of $\mathcal{C}_{\phi}$ be $n^{\prime}=w\left(\mathcal{C}_{\phi}\right)$ and its size be $s=s\left(\mathcal{C}_{\phi}\right)$. Suppose we could run this simulator in time $2^{(1-c) n^{\prime}} s^{O(1)}$ for some $c>0$. Then, substituting the bounds for $w\left(\mathcal{C}_{\phi}\right)$ and $s\left(\mathcal{C}_{\phi}\right)$ in Lemma 5.1, we obtain a running time of

$$
\begin{equation*}
2^{(1-c)(n+2 \log n+2 \log m)}(n m)^{\log _{2} 3}=2^{(1-c) n}(m n)^{O(1)} . \tag{5.7}
\end{equation*}
$$

This would contradict the SETH.
Proof of Theorem 5.2. Suppose that our simulator can approximate amplitude $\vartheta$ to within accuracy $2^{-n} / 2$ and in time $\frac{2^{n}}{2^{n /(\log m / n)}}$. Then this simulator would solve the SAT problem in time $\frac{2^{n+2 \log n+2 \log m}}{2^{n / o(\log m / n)}}$, which is better than $\frac{2^{n}}{2^{n / O(\log m / n)}}$, beating the currently known best SAT solver [103].

Note that a simple padding argument further extends Theorem 5.1 to the following.
Corollary 5.4. Assume the SETH and let $0<\alpha \leq 1$. Then any strong simulator with approximation precision $2^{-\alpha n} / 2$ must take $2^{\alpha n-o(n)}$ time.

### 5.2 Conditional lower bounds in terms of $T$-gate count

Recent results [81, 82] have shown that a quantum circuit can be strongly simulated in time $O^{*}\left(2^{0.47 N}\right)$, where $N$ is the number of $T=Z^{1 / 4}$-gates in an otherwise Clifford circuit ${ }^{3}$. As Clifford $+T$ gates form a universal gate set, this simulation method yields a substantial speed-up on circuits that are predominantly Clifford. However, we show that such strong simulation method would necessarily scale exponentially with respect to the number of $T$-gates.

Theorem 5.3. Assuming the Exponential Time Hypothesis (ETH), there is an $\epsilon>0$ such that any strong simulation that can determine if $\langle 0| C|0|\rangle \neq 0$ of a polynomial-sized quantum circuit $C$ formed from the Clifford $+T$ gate set with $N T$-gates takes time at least $2^{\epsilon N}$.

To express an explicit lower bound, we have the following theorem.
Theorem 5.4. Assume that there exists a strong simulator that, for any Clifford $+T$ circuit with $N T$-gates, can determine if $\langle 0| C|0\rangle \neq 0$ in time $O\left(2^{2.2451 \times 10^{-8} N}\right)$. Then this would improve on the current state-of-the-art 3-SAT solver by achieving an $O\left(1.3^{n}\right)$ runtime for $m=\operatorname{poly}(n)$, where $n$ denotes the number of variables of the 3-SAT instance and $m$ denotes the number of clauses.

Theorem 5.3 relies on the following.
Lemma 5.4 (Corollary 2, [98]). Assuming the ETH, there exists constant $a>0$ such that any classical algorithm solving 3-SAT instances with length $L$ takes $2^{a L}$ time, where again $L$ is the length of the formula.

Finally, to compute explicit constants, Theorem 5.4 requires the following.
Lemma 5.5. Assume that a classical algorithm solves 3 -SAT in time $O\left(2^{3.1432 \times 10^{-7} L}\right)$, where $L$ is the length of the formula, $m_{2}$ is the number of 2-clauses, $m_{3}$ is the number of 3 -clauses, so that $m=m_{2}+m_{3}$ and $L=2 m_{2}+3 m_{3}-1$.

Then one can create a 3-SAT solver that achieves an $O\left(1.3^{n}\right)$ running-time for $m=$ $\operatorname{poly}(n)$, where $n$ denotes the number of variables of the 3-SAT instance and $m$ denotes the number of clauses.

The rest of the section will be arranged as follows. We first describe the sparsification lemma, which was developed in [98] to address the type of reduction found in Lemmas 5.4

[^3]and 5.5. The necessity of the sparsification lemma comes from reducing the 3-SAT problem to quantum circuits, as the number of $T$-gates in the reduced instance will depend on $L$, the length of the 3 -SAT instance, rather than $n$, the number of variables. The reduction from 3-SAT to strong simulation of quantum circuits is described at the end of this section, while a full proof of the sparsification lemma with explicit constants is provided in the Appendix B.

### 5.2.1 The sparsification lemma

Recall that 3-SAT problems are SAT problems with the promise that each clause contains at most 3 literals. The length $L$ of an instance is the number of AND/OR gates in the formula, namely $L=\sum_{i=1}^{m} k_{i}-1$. We are interested in formulae $\phi$ with polynomial length. For 3 -SAT, we have $L=2 m_{2}+3 m_{3}-1$ where $m_{2}$ is the number of 2 -clauses and $m_{3}$ is the number of 3-clauses.

Due to subsequent improvements [99, 100, 101, 102] the current state-of-the-art 3-SAT solver takes time $\approx 1.3^{n}$ (and in fact, the precise exponent is slightly worse). A classical algorithm breaking this bound would have a huge impact on theoretical computer science.

When trying to lower bound the running time of a 3-SAT solver in terms of $L$ and not of $n$, the ETH initially seems to be of little help, as $L$ can be as large cubic in $n$. The following sparsification Lemma, however, gives the desired $n$ to $L$ conversion.

Lemma 5.6 (Sparsification lemma, [98]). Given any $\epsilon>0$, there is an algorithm $A_{\epsilon}$ that, on any 3-SAT instance $\phi$ with $n$ variables, outputs a list $\ell=\phi_{1}, \cdots, \phi_{k}$ of 3-SAT instances in time $O_{\epsilon}\left(2^{\epsilon n}\right)$, satisfying:

- $k \leq O_{\epsilon}\left(2^{\epsilon n}\right)$;
- each formula $\phi_{i}$ has length at most $c(\epsilon) n$, where $c(\epsilon)$ does not depend on $n$;
- $\phi$ is satisfiable if and only if one of the generated sub-instances are satisfiable: $\phi=$ $\bigvee_{i=1}^{l} \phi_{i}$.

Among the consequences of the sparsification lemma are Lemmas 5.4 and 5.5. To prove Lemma 5.5, we must also compute the constants implicit in the sparsification lemma. These can be found in the Appendix.

### 5.2.2 From 3-SAT to Clifford+T

Here we give a reduction from the 3-SAT problem to the problem of strongly simulating quantum circuits, with the following properties.
(i) For a 3 -SAT instance $\phi$ with length $L$, we construct a quantum circuit $\mathcal{C}_{\phi}^{\prime}$ with $2 L$ Toffoli gates and $\operatorname{poly}(L)$ NOT and CNOT gates, which can compute $\phi(x)$ for any assignment $x$.
(ii) We choose a basis state (e.g. $|0 \ldots 0\rangle$ ) which counts the number of assignments satisfying $\phi$ in its amplitude when running $C_{\phi}$, a quantum circuit constructed from $\mathcal{C}_{\phi}^{\prime}$, satisfying

$$
\begin{equation*}
\langle 0 \ldots 0| \mathcal{C}_{\phi}|0 \ldots 0\rangle=\frac{\left|\left\{x \in\{0,1\}^{n} \mid \phi(x)=1\right\}\right|}{2^{n}} \tag{5.8}
\end{equation*}
$$

Lemma 5.7. Suppose $\phi$ is a SAT formula with length $L$. Then, in time polynomial in L, we can construct a reversible circuit $\mathcal{C}^{\prime}$ that computes $\phi$ with at most $2 L$ Toffoli gates such that all ancilla bits are restored to their original $|0\rangle$ state.

Before proving Lemma 5.7, we first define a specific form of reversible computation called diagonal computation.

Diagonal Computation. We say that a reversible circuit $C:\{0,1\}^{n} \rightarrow\{0,1\}^{n+a(n)+1}$ diagonally computes a function $f:\{0,1\}^{n} \rightarrow\{0,1\}$ if for all $x, C(x, 0,0)=(x, *, f(x))$.

Diagonal computation is a special type of untidy computation, where the inputs on the input wires are preserved after the computation. This helps us compose diagonal computation circuits in a gate-efficient manner. The name diagonal comes from the fact that diagonal computation can be regarded as a controlled unitary of a quantum circuit, thus being block-diagonal in its matrix form.

Lemma 5.8. Suppose $U_{1}$ and $U_{2}$ diagonally compute $f_{1}$ and $f_{2}$ with at most $a_{1}$ and $a_{2}$ ancilla wires and $t_{1}$ and $t_{2}$ Toffoli gates, respectively, over the same set of input wires. Then there exists:
(a) a circuit with at most $a_{1}+a_{2}+2$ ancilla wires and $t_{1}+t_{2}$ Toffoli gates that diagonally computes $f_{1} \wedge f_{2}$,
(b) a circuit with at most $a_{1}+a_{2}+2$ ancilla wires and $t_{1}+t_{2}$ Toffoli gates that diagonally computes $f_{1} \vee f_{2}$,
(c) a circuit with at most $a_{1}$ ancilla wires and $t_{1}$ Toffoli gates that diagonally computes $\neg f_{1}$, and
(d) a circuit with at most $a_{1}+1$ ancilla wires and $2 t_{1}$ Toffoli that tidily computes $f_{1}$.

Proof of Lemma 5.8. The reversible diagonal AND, OR and NOT of the circuits, with the appropriate sizes and widths, are constructed explicitly below. Moreover, a circuit diagonally computing $f_{1}$ is also untidily computing $f_{1}$, and so $(d)$ can be proven by converting untidy circuits to tidy circuits.


Property $(i)$ is a direct application of Lemma 5.7. For property (ii), we use the following standard Toffoli decomposition [32].

Lemma 5.9. A Toffoli gate can be written as composition of $7 T$-gates and 8 Clifford gates. Proof of Lemma 5.9. The circuit computing a Toffoli gate with $7 T$-gates and 8 Clifford gates is explicitly constructed below in Fig. 5.4.


Figure 5.4: Explicit decomposition of the Toffoli gate into Clifford $+T$ gates with minimum $T$-count.

Combining Lemmas 5.7 and 5.9, we obtain the following.
Corollary 5.5. Given a 3-SAT formula $\phi$ with $n$ variables and length $L$, one can efficiently construct a quantum circuit $\mathcal{C}_{\phi}$ consisting of only Clifford gates and at most $14 L$ T-gates, so that

$$
\begin{equation*}
\langle 0| C_{\phi}|0\rangle=\frac{\left|\left\{x \in\{0,1\}^{n} \mid \phi(x)=1\right\}\right|}{2^{n}} . \tag{5.9}
\end{equation*}
$$

Consequently, strong simulation of such a circuit up to accuracy $2^{-n} / 2$ is as hard as determining whether $\phi$ is satisfiable.

Proof of Theorem 5.3. Assume that Theorem 5.3 is false. Then for any $\epsilon>0$ we have a quantum circuit simulator that runs in time $O\left(2^{\frac{\epsilon}{14}} N\right)$, where $N$ is the number of $T$-gates and the size of the circuit is $O(N)$. If we apply the reduction in Corollary 5.5 , then we can solve the 3-SAT problem in time $O\left(2^{\epsilon L}\right)$, contradicting Lemma 5.4.

Proof of Theorem 5.4. According to Corollary 5.5 a 3-SAT instance of length $L$ reduces to the strong simulation problem of a linear size quantum circuit with Clifford gates and at most $N(=14 L) T$-gates. If there were a solution to the simulation problem with running time $O\left(2^{2.2451 \times 10^{-8} N}\right)$, then any 3-SAT instance of length $L$ could be solved in time $O\left(2^{2.2451 \times 10^{-8} \times 14 L}\right)=O\left(2^{3.1432 \times 10^{-7} L}\right)$, contradicting Lemma 5.5.

### 5.3 Conclusion

### 5.3.1 Summary

For general strong simulators, we showed that they can be harnessed to solve the \#SAT problem if the simulation method meets a certain accuracy. The \#SAT problem is not only \#P-hard; it is widely believed that solving \#SAT takes about $2^{n}$ time under the Strong Exponential Time Hypothesis. This allows us to prove an explicit conditional lower bound on all strong simulation methods with high accuracy.

Recently, there has been focus on Clifford $+T$ quantum circuit simulation, and more generally on other magic-state inspired simulation methods [82]. It is then natural to ask whether the running time could scale sub-exponentially in terms of $T$-gate count. We demonstrated that such a simulator would violate the Exponential Time Hypothesis. Moreover, we showed an explicit exponential lower bound which, if violated, would result in an improvement on state-of-the-art 3-SAT solving. Unfortunately, the overhead required to adapt strong simulation to 3 -SAT solving greatly diminishes this constant. It would be of great practical interest to find a larger lower-bound for this exponent.

Furthermore, we would expect that similar arguments could be used to prove lower bounds on stabilizer rank, which is the quantity relevant to the running time of simulators in [81, 82]. However, we cannot immediately conclude exponential lower bounds on stabilizer ranks as computing the decomposition itself (rather than its exponential scaling) may be the bottleneck for strong simulation. Furthermore, as stabilizer rank lower bounds do
not have obvious far-reaching complexity theoretic implications, it is reasonable to hope for unconditional restrictions [82].

Our bounds focus on general quantum circuits, showing that there exist hard instances with reasonable size that cannot be evaluated efficiently using current simulation methods. However, such reductions might not be applicable if the circuit is drawn from a restricted class (for example, circuits consisting of only Clifford gates). Proving that a certain restricted class of quantum circuits admits a hard instance requires additional effort [105]. We also suspect that most quantum circuits are hard to simulate in a stronger sense, but we leave this consideration to future work.

### 5.3.2 Open problems

Larger Additive Gaps. Theorem 5.1 addresses the hardness of strong simulation up to accuracy $O\left(2^{-n}\right)$, but it could be that strong simulation up to accuracy $O\left(2^{-n / 2}\right)$ would also take $2^{n-o(n)}$ time. Approximation up to accuracy $2^{-n / 2}$ is particularly interesting because $2^{-n / 2}$ is the typical value of an amplitude over a randomly chosen basis vector. A more general question is determining, for some $a<b$, the complexity of deciding whether an amplitude is at most $a$ or at least $b$. An avenue for proving such results may come from the hardness of approximating the \#SAT problem.

Lower Bounds on Weak Simulators. Can we prove explicit lower bounds for weak simulators? It is well known that there can be no efficient weak simulator unless $P H$ collapses to the third level. However, it is plausible that some weak simulators may run in subexponential (e.g. $2^{\sqrt{n}}$ ) time, which may be affordable in the near future.

Superior Weak Simulators. Given the compelling evidence that strong simulation is hard, can we design a weak simulator that runs general quantum circuits in time $o\left(d \cdot 2^{n}\right)$ ? The simulator constructed by Bravyi and Gosset [81] is an excellent example of the potential gains afforded by weak (versus strong) simulation.

## CHAPTER 6

## Finding angle sequences in quantum singal processing

Among the recent breakthroughs in the area of quantum algorithms, quantum signal processing receives much attention for its simplicity and extendability. First proposed in a seminal paper by Low and Chuang [106], quantum signal processing has been used to design various algorithms with optimal query complexity and/or gate complexity [106, 18, 23].

The QSP algorithm uses an ancilla qubit as a control qubit and a controlled version of any given unitary $U$. The goal of the algorithm is to perform a spectral transformation of the unitary $U$ in a black-box manner, by only querying the controlled $U$ rather than classically look into the matrix $U$. The central idea of the algorithm can be best described as alternating between applying a single qubit rotation on the ancilla wire, and applying a controlled $U$ from the ancilla wire to the data qubits. Thanks to a rich algebraic structure theorem, all appropriately normalized polynomials of the unitary $U$ can be implemented this way, given that the single qubit rotation angles are chosen carefully. Though theoretically appealing, one potential drawback of the QSP algorithm is the lack of a numerically stable algorithm of finding the desired single qubit rotations (called the angle sequence) given the polynomial to be implemented. When the degree of the polynomial we want to implement is high, one often needs to perform very high accuracy arithmetics, which could be infeasible in some scenarios.

In this chapter, we describe an algorithm for finding angle sequences in quantum signal processing, with a novel component we call halving based on a new algebraic uniqueness theorem, and another we call capitalization. Together, these two algorithmic ideas allow us to find angle sequences for important applications such as Hamiltonian simulation in standard double precision arithmetic, native to almost all hardware. The current best method [24] could find the same only in arbitrary precision arithmetic, which needed to be emulated by software, thus incurring a substantial time overhead. We present experimental results that demonstrate the performance of the new algorithm.

### 6.1 Introduction

Many recent works in quantum computation consider the problem of transforming the spectrum of an unknown unitary in a black box manner. In a sequence of works $[8,18,19,20$, $21,22,23$ ] an entire mathematical machinery was developed to address this problem. In particular, a novel paradigm called qubitization was introduced by [20, 21], which is an elegant technique based on quantum signal processing [17]. Quantum signal processing achieves polynomial transformations in a very efficient way using only a few ancilla qubits with the help of a sequence of single qubit rotation gates. In [23] these techniques were further developed to produce a Quantum Singular Value Transformation (QSVT) algorithm, with a wide range of applications from Hamiltonian simulation to Gibbs sampling. However, finding a sequence of angles for the rotation gates to achieve a desired transformation can be a challenging (classical) task [107]. In order to demonstrate the practicality of quantum algorithms based on quantum signal processing, it is important to show that there is an efficient classical algorithm to find the angles. This question was very recently addressed by Haah [24], who showed that this is indeed the case and that the problem can be treated more elegantly by considering Laurent polynomials, that is, polynomials with both positive and negative powers.

### 6.1.1 Main result

The main result of our work can be best summarized as a new algorithm for finding these angles, which shows surprising numerical stability. Specifically, our work presents novel contributions to this field in two ways:

1. We further develop the mathematics of quantum signal processing by defining and analyzing the algebras that naturally arise from the problem, which we identify as Cayley-Dickson algebras [108]. In particular, we prove a uniqueness of decomposition theorem in the algebra, which is the basis for a new algorithm we call halving.
2. We conduct numerical experiments implementing this new algorithm that also make use of a new method we call capitalization. Together, these two algorithmic ideas allow us to perform quantum signal processing for high degree polynomials in, for the first time, standard double precision arithmetic. The previous method of Haah [24] could only do this using high precision arithmetic. As this needs to be emulated by software, a substantial time overhead is incurred.

### 6.1.2 Application

One of the main applications of quantum signal processing is Hamiltonian simulation. The complexity of simulating Hamiltonians has been a highly studied topic [109, 110, 8, 106, 111], with many results achieving optimal complexity with respect to certain parameters. As quantum computing enters the noisy intermediate-scale quantum (NISQ) [10] era, it becomes increasingly important to optimize the size of the quantum circuits. The algorithmic techniques previously developed include Linear Combination of Unitaries [8] and Qubitization [20]. These techniques proved to be very useful for constructing efficient quantum algorithms for other problems as well. In our work we apply our algorithm to the Hamiltonian simulation problem, conducting numerical experiments simulating Hamiltonian evolution to time scales two or more orders of magnitude longer than what was previously possible [107].

### 6.2 Quantum signal processing

Quantum signal processing [17] is like a no-look pass in basketball: our goal is to build a quantum circuit that transforms a black box operator - we may call it the signal - without peeking into the box itself. The black box operator is in most cases a quantum circuit itself, so it is unitary. This will be our assumption throughout.

An example of signal processing is when we run $W$ twice $(C=W W)$. The new operator becomes $W^{2}$ regardless of what $W$ is, and in the process we did not look at $W$. In this very simple case the Hilbert space, $H$, of our circuit $C$ was the same as the Hilbert space of $W$ - no ancilla wires were added. In more interesting cases we assume that we have access to a particular controlled version of $W$, which we denote by $\widetilde{W}$ and which acts on the Hilbert space $\widetilde{H}=\mathbb{C}^{2} \otimes H$ as [24]:

$$
\widetilde{W}=\left(\begin{array}{ll}
W & 0  \tag{6.1}\\
0 & W^{-1}
\end{array}\right) .
$$

By making good use of the extra control wire we can now design circuits that alternate between one-qubit actions on the control wire and $\widetilde{W}$ operations. It will be convenient to write our circuit as

$$
\begin{equation*}
C=M \cdot R_{d}^{\prime} \widetilde{W} R_{d-1}^{\prime} \cdots R_{1}^{\prime} \widetilde{W} \cdot R_{0}^{\prime} \tag{6.2}
\end{equation*}
$$

where every $R_{j}^{\prime}$ is $R_{j} \otimes I_{H}$, and $M$ is a post-selection operation:

Post-selection Operator. Consider a quantum circuit $C=M \cdot C^{\prime}$ with one ancilla qubit and $N$ input wires, which, setting the ancilla qubit to $|0\rangle$, runs

$$
C^{\prime}=\left(\begin{array}{cc}
C_{00}^{\prime} & C_{01}^{\prime}  \tag{6.3}\\
C_{10}^{\prime} & C_{11}^{\prime}
\end{array}\right) \quad C_{00}^{\prime}, C_{01}^{\prime}, C_{10}^{\prime}, C_{11}^{\prime} \in \mathrm{M}\left(2^{N}, \mathbb{C}\right)
$$

and finally performs a post-selection operation $M$ on the ancilla wire. This latter operation declares success if the ancilla is measured 0 in the computational basis and outputs the state in the input wires; otherwise it runs $C^{\prime}$ again and again, until success is attained, and only then outputs. A small calculation shows that the thus-obtained action on the $N$ qubits is not unitary (although $C^{\prime}$ itself unitary) but is defined by the linear operator $C_{00}^{\prime}$ in the fashion: $|\psi\rangle \rightarrow \frac{C_{00}^{\prime}|\psi\rangle}{\left.\left|C_{00}^{\prime}\right| \psi\right\rangle}$. The success probability matters: the post-selection process works well if the probability of success, which is $\left.\left|C_{00}^{\prime}\right| \psi\right\rangle \mid$, is not very small.

In equation (6.2) we assume that $R_{j}(0 \leq j \leq d)$ is an arbitrary element of $S U(2)$, the group of two dimensional unitary matrices with unit determinant. Later we will restrict $R_{j}$ to be $X$-rotations, which will still allow us to build most, if not all, of the useful signal processing circuits. Figure 6.1 illustrates the structure of a typical quantum signal processing circuit.


Figure 6.1: An illustration of a quantum signal processing circuit. State preparation and post selection operators are omitted for simplicity.

Laurent Polynomials. Because the blocks of $\widetilde{W}$ are $W, W^{-1}$, or zero, and because each rotation $R_{j}^{\prime}$ only linearly combines the four blocks of the operator it receives, the sequence of operations in equation (6.2) without the final $M$ represents an operator whose all four blocks are Laurent polynomials [24] of $W$, i.e. polynomials with both positive and negative powers. The final $M$ just picks the top left block of this operator which is itself an operator on the non-ancilla wires and has the form $F(W)=\sum_{-n}^{n} c_{i} W^{i}$ for some $n$ and $c_{i}$. It is easy to see that $n \leq d$. From what we have said about post-selection, $C$ acts on $H$ according to $|\psi\rangle \rightarrow \frac{F(W)|\psi\rangle}{|F(W)| \psi\rangle \mid}$. The effect of $C$ on an arbitrary operator $W$ is said to be described by $F(w)=\sum_{-n}^{n} c_{i} w^{i}$ if $F(W)$ is the operator to which $C$ transforms $W$.

In practice (Hamiltonian simulation, etc.), the Laurent polynomial $F$ is given to us, and our goal is to design the sequence $R_{0}, R_{1}, \ldots, R_{d}$, which produces it. A small but very useful lemma will help us achieve this goal:

Lemma 6.1. If $C$ has the effect $\sum_{-n}^{n} c_{i} W^{i}$ on all one dimensional unitary operators $W \in$ $U(1)$, then it has the same Laurent polynomial as effect on all unitary operators.

For the proof of the lemma let us investigate how $C^{\prime}$ acts on a state $\underbrace{|\phi\rangle}_{\text {ancilla }} \otimes \underbrace{|\psi\rangle}_{H}$, where $|\psi\rangle$ is an eigenvector of $W$ with eigenvalue $e^{i \theta}$. The $R_{j}^{\prime}$ operations change only the first register and not the second. The operator $\widetilde{W}$ gives a controlled phase shift of the second register, which by the "kick-back" effect can be represented as a $\left(\begin{array}{ll}e^{i \theta} & 0 \\ 0 & e^{-i \theta}\end{array}\right)$ operation on the first register and no change on the second register. Therefore the subspace $\mathbb{C}^{2} \otimes|\psi\rangle$ remains invariant under $C^{\prime}$ and furthermore, restricted to this subspace, $C^{\prime}$ acts as if we plugged in for $\widetilde{W}$ the controlled (i.e. "tilde") version of the one dimensional unitary $\left(e^{i \theta}\right)$. This is already sufficient to argue that $W$ is transformed in the same way as the one dimensional unitaries, since all its eigenvectors uniformly do so.

We can in fact explicitly give $F(w)=\sum_{-n}^{n} c_{i} w^{i}$. Let $w$ denote $e^{i \theta}$ and $\widetilde{w}$ denote $e^{i \theta \sigma_{z}}=\operatorname{diag}\left(w, w^{-1}\right)$. Then, when we plug in the one dimensional $w$ into $C^{\prime}$, we get:

$$
C^{\prime}(w)=\left(\begin{array}{cc}
C_{00}^{\prime}(w) & C_{01}^{\prime}(w)  \tag{6.4}\\
C_{10}^{\prime}(w) & C_{11}^{\prime}(w)
\end{array}\right)=R_{d} \cdot \widetilde{w} \cdot R_{d-1} \cdots R_{1} \cdot \widetilde{w} \cdot R_{0}
$$

Here $C_{00}^{\prime}(w), \ldots, C_{11}^{\prime}(w)$ are Laurent polynomials of $w$. Finally, with $M$ we get $F(w)=$ $C_{00}^{\prime}(w)$ 。

An algebra emerges. The design goal is now clear: Find 1-qubit unitaries $R_{0}, \ldots, R_{n}$ and Laurent polynomials $C_{01}^{\prime}(w), C_{10}^{\prime}(w), C_{11}^{\prime}(w)$ such that equation (6.4) holds with $F(w)=C_{00}^{\prime}(w)$. Later we will see that it is sufficient to restrict ourselves to $d \leq n$. Further, we also have the restriction that $C^{\prime}$ is unitary for all unit complex numbers $w$.

Let $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ denote the ring of 2 by 2 matrices over the Laurent polynomials with complex coefficients. We may view this ring as an algebra over the real or over the complex numbers. It turns out that the most natural view of the algebras that arise in our investigation is to treat them as algebras over the real numbers. This algebra certainly contains all operators that, when we treat $w$ as a single unknown, we may ever encounter in the expression (6.4) as a partial product.

A way to attain our goal is then to do the following two steps:

1. Completion: Find $C_{01}^{\prime}(w), C_{10}^{\prime}(w), C_{11}^{\prime}(w)$ such that these together with $C_{00}^{\prime}(w)=$ $F(w)$ form the four components of $C^{\prime} \in \mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ that is unitary for every value of $w$.
2. Decomposition: Find rotations $R_{0}, R_{1}, \cdots, R_{d}$ such that the product

$$
\begin{equation*}
R_{d} \cdot \widetilde{w} \cdot R_{d-1} \cdots R_{1} \cdot \widetilde{w} \cdot R_{0} \tag{6.5}
\end{equation*}
$$

gives $C^{\prime}$. That indeed $d=n$ can be taken we will prove later.
These two steps are the way to go in Haah's paper [24]. We will propose a new algorithm for the second step based on a new theorem as well as a new method for preprocessing $F$, and obtain excellent experimental results. The fact that a rich, well-structured subset of elements of $\mathbf{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ can be split as a product of degree-one elements was first observed in [17]. We strengthen this result with a uniqueness theorem that allows us to do the decomposition in a binary tree manner rather than sequentially. Our experiments show a substantial increase in numerical stability when we do the decomposition this way.

### 6.3 Algebras associated with quantum signal processing

In the previous section we have seen how quantum signal processing translates to a task of 1. Completion and then 2 . Decomposition in $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$. In this section we define two useful sub-algebras of $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$, where both 1 . and 2 . are already possible and the number of free parameters is reduced. We would like to remind the reader that we view $\mathbf{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ as an infinite-dimensional algebra over the real numbers.

The Low algebra. To define the smaller of the two sub-algebras of $\mathbf{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ (and for practical purposes the more interesting one), we write down a general element of the algebra in terms of the variable

$$
\widetilde{w}=\left(\begin{array}{ll}
w & 0  \tag{6.6}\\
0 & w^{-1}
\end{array}\right)
$$

The motivation comes from the paper of Low et al. [17] that implicitly worked in this algebra. Let $I, X, Y, Z$ be the Pauli matrices as usual. Then already expressions of the form

$$
\begin{equation*}
A(\widetilde{w})+B(\widetilde{w}) \cdot i X \quad A, B \in \mathbb{R}\left[x, x^{-1}\right] \tag{6.7}
\end{equation*}
$$

contain all operators that when we treat $w$ as a single unknown we may ever encounter as a partial product when $R_{0}, \ldots, R_{d}$ are all $X$-rotations:

$$
\begin{equation*}
R_{X}(\alpha)=\cos \alpha \cdot I+\sin \alpha \cdot i X \tag{6.8}
\end{equation*}
$$

Low et al. has shown that this is all we need when our target $F$ has real coefficients and satisfies a parity constraint. Furthermore, if we change the post-selection by introducing a more general final measurement, this framework encapsulates a very rich set of $F$ 's, so we need not go further.

The Haah algebra. If we nevertheless want to obtain all possible Laurent polynomials in the upper left corner including those with complex coefficients, there is a bigger subalgebra [24] of $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ that accomplishes that. The elements of this sub-algebra are written as

$$
\begin{equation*}
A(\widetilde{w})+B(\widetilde{w}) \cdot i X+C(\widetilde{w}) \cdot i Y+D(\widetilde{w}) \cdot i Z \quad A, B, C, D \in \mathbb{R}\left[x, x^{-1}\right] . \tag{6.9}
\end{equation*}
$$

### 6.4 The syntactic versus semantic view

Let us make here some clarifying remarks about our expressions. When writing down polynomials, one way of viewing them (Laurent or otherwise) is semantic. In this interpretation polynomials are functions from a set (often a field $\mathbb{F}$, vector space, algebraic variety) to a ring, module, etc. Another way of viewing polynomials is syntactic. In this case two polynomials are different if the sequence of their coefficients differ (formal polynomials).

The two views can lead to different definitions. Consider for instance $x^{3}$ in GF(2). By Fermat's little theorem (or simply by checking both replacements in $\mathrm{GF}(2)$ ) we conclude that semantically $x^{3}$ is the same as $x$. Syntactically however they are obviously different.

In our case the domain over which we should view expressions (6.7) and (6.9) is the unit circle $U(1)=\{w| | w \mid=1\}$. This is because when we instantiate $w$, it is a one dimensional unitary operator, that is a phase. Now, $\widetilde{w}$ is an element of $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$, giving matrix values to expressions (6.7) and (6.9) with Laurent polynomials as elements. We may then ask whether it can occur that two expressions in (6.9) do not equal syntactically, but they equal semantically. It is easy to show however, using the fundamental theorem of algebra, that this may not happen. This permits us to switch back and forth between the two interpretations as suits us.

### 6.5 Star operation, unitary and Hermitian elements, degree

To define the star operation in $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ we take the semantic view: the star, $M^{*}$ of an element $M \in \mathbf{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ will have the property that if we instantiate $M$ and $M^{*}$ over any given $w \in U(1)$, then we get two matrices that are conjugate transposes of each other. Thus e.g. $\widetilde{w}^{*}=\widetilde{w}^{-1}$, because $w$ and $w^{-1}$ are conjugates of each other for any $w \in U(1)$. On constant matrices (i.e. without the variable $w$ ) the star operator works as usual:

$$
\begin{equation*}
(i X)^{*}=-i X \quad, \quad(i Y)^{*}=-i Y \quad, \quad(i Z)^{*}=-i Z \tag{6.10}
\end{equation*}
$$

In general, if $a, b, c, d \in \mathbb{C}\left[w, w^{-1}\right]$ and we obtain $a^{*}$ from $a$ by conjugating the coefficients and swapping $w$ and $w^{-1}$ (similarly for $b, c, d$ ), then we can define the star operation and unitarity for an element in $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ as

$$
\left(\begin{array}{cc}
a & b  \tag{6.11}\\
c & d
\end{array}\right)^{*}=\left(\begin{array}{cc}
a^{*} & c^{*} \\
b^{*} & d^{*}
\end{array}\right) ; \quad M \text { is unitary } \leftrightarrow M M^{*}=I
$$

This definition leads to:
Lemma 6.2. The Haah and Low algebras are closed under the star operation of $\mathrm{M}(2$, $\left.\mathbb{C}\left[w, w^{-1}\right]\right)$.

Cayley-Dickson Algebras. The Haah and Low algebras are Cayley-Dickson algebras, although we do not directly use this fact.

Hermitian elements. Let us now determine the Hermitian and anti Hermitian elements of the Haah algebra. Notice that the following elements of the Haah algebra are Hermitian:

$$
\begin{equation*}
\widetilde{w}^{j}+\widetilde{w}^{-j},\left(\widetilde{w}^{j}-\widetilde{w}^{-j}\right) \cdot i Z, j \in \mathbb{N} \tag{6.12}
\end{equation*}
$$

and therefore all their linear combinations.
Lemma 6.3. The set of the Hermitian elements of the Haah algebra consists exactly of linear combinations of $\widetilde{w}^{j}+\widetilde{w}^{-j},\left(\widetilde{w}^{j}-\widetilde{w}^{-j}\right) \cdot i Z(n \in \mathbb{N})$.

Proof. First notice that the following elements and therefore all their linear combinations are anti-Hermitian, i.e. $M^{*}=-M$ :

$$
\begin{equation*}
\widetilde{w}^{j}-\widetilde{w}^{-j}, \widetilde{w}^{ \pm j} \cdot i X, \widetilde{w}^{ \pm j} \cdot i Y,\left(\widetilde{w}^{j}+\widetilde{w}^{-j}\right) \cdot i Z, j \in \mathbb{N} . \tag{6.13}
\end{equation*}
$$

Next notice that the elements in expressions (6.12) and (6.13) together span the Haah algebra. This finishes the proof, since if a Hermitian element $M$ is written as $M_{1}+M_{2}$, where $M_{1}$ is Hermitian and $M_{2}$ is anti-Hermitian, then $M_{2}=M-M_{1}$ must be both Hermitian and anti-Hermitian, so $M_{2}$ must be zero.

We remark that the set of all Hermitian elements of the Haah algebra form an algebra, which is also the center of the Haah algebra (since both $i X$ and $i Z$ are in the Haah algebra, the center can only contain elements that are proportional to $I$ ).

Degree. Each element $M(w)$ of $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ has a degree, which is the maximum absolute value of any exponent of $w$ that ever occurs in $M$.

Lemma 6.4. In equation (6.9) the maximum degree among $A, B, C$ and $D$ as formal Laurent polynomials coincides with the above notion of degree.

When we multiply regular polynomials the degrees add up. The same does not hold for Laurent polynomials, especially ones with matrix coefficients. The next lemma, crucial for our main lemma, gives a case in the Haah algebra when we can be certain that the degrees do add up.

Lemma 6.5. Let $M$ be a Hermitian element of the Haah algebra and $M^{\prime}$ be an arbitrary element of $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$. Then $\operatorname{deg} M M^{\prime}=\operatorname{deg} M+\operatorname{deg} M^{\prime}$.

Proof. Let $M$ be of degree $n$. By Lemma 6.3 we can assume that $M=\sum_{j=0}^{n} \lambda_{j}\left(\widetilde{w}^{j}+\right.$ $\left.\widetilde{w}^{-j}\right)+\mu_{j}\left(\widetilde{w}^{j}-\widetilde{w}^{-j}\right) \cdot i Z$ where $\lambda_{j}, \mu_{j} \in \mathbb{R}$ and $\lambda_{n} \pm \mu_{n} i \neq 0$. Let

$$
M^{\prime}=\left(\begin{array}{ll}
A(w) & B(w)  \tag{6.14}\\
C(w) & D(w)
\end{array}\right) \quad \in \quad \mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)
$$

be of degree $n^{\prime}$. We show that the degree of $M M^{\prime}$ is $n+n^{\prime}$. Clearly, it is sufficient to show that the degree of $M^{\prime \prime}=\lambda_{n}\left(\widetilde{w}^{n}+\widetilde{w}^{-n}\right) M^{\prime}+\mu_{n}\left(\widetilde{w}^{n}-\widetilde{w}^{-n}\right) \cdot i Z M^{\prime}$ is $n+n^{\prime}$. We can write $M^{\prime \prime}$ as

$$
\left(\begin{array}{ll}
\left(\left(\lambda_{n}+\mu_{n} i\right) w^{n}+\left(\lambda_{n}-\mu_{n} i\right) w^{-n}\right) A(w) & \left(\left(\lambda_{n}+\mu_{n} i\right) w^{n}+\left(\lambda_{n}-\mu_{n} i\right) w^{-n}\right) B(w)  \tag{6.15}\\
\left(\left(\lambda_{n}-\mu_{n} i\right) w^{n}+\left(\lambda_{n}+\mu_{n} i\right) w^{-n}\right) C(w) & \left(\left(\lambda_{n}-\mu_{n} i\right) w^{n}+\left(\lambda_{n}+\mu_{n} i\right) w^{-n}\right) D(w)
\end{array}\right)
$$

and it is straightforward to see that the highest degree term cannot cancel whether the exponent is positive or negative.

Parity Subgroups. We will in particular be interested in elements of $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$ with parity, that is, they are in the parity subgroup:

Definition 6.1 (Parity subgroup of real Laurent polynomials ). The parity subgroup $P=$ $P_{0} \cup P_{1} \subset \mathbb{R}\left[w, w^{-1}\right]$ is defined to be the subgroup of Laurent polynomials with parity constraint, that is, an element of this group either has even parity:

$$
\begin{equation*}
P_{0}=\left\{p(w)=\sum_{k=-n}^{n} p_{k} w^{k} \mid p_{k}=0 \text { for all odd } k\right\} \tag{6.16}
\end{equation*}
$$

or odd:

$$
\begin{equation*}
P_{1}=\left\{p(w)=\sum_{k=-n}^{n} p_{k} w^{k} \mid p_{k}=0 \text { for all even } k\right\} \tag{6.17}
\end{equation*}
$$

Note that $P$ is closed under multiplication but not addition. Starting from $P$, we can define the parity subgroup of the Haah algebra as the set of elements of the form

$$
\begin{equation*}
A(\widetilde{w})+B(\widetilde{w}) \cdot i X+C(\widetilde{w}) \cdot i Y+D(\widetilde{w}) \cdot i Z, \quad A, B, C, D \in P_{\epsilon}, \quad \epsilon \in\{0,1\} \tag{6.18}
\end{equation*}
$$

and similarly for the Low algebra. Note that both the element $\widetilde{w}$ and the rotations $R_{i} \in$ $S U(2)$ satisfy parity constraints, thus all elements we can hope to get form the composition of $\widetilde{w}$ and one-qubit rotations must be parity elements.

Remark Note that not all unitary elements satisfy the parity constraint. The element $\left(2 I+\left(w+w^{-1}\right) i X+\left(w-w^{-1}\right) Y\right) / \sqrt{8}$ would be a counterexample.

Low et al. [17] proved an interesting unique decomposition theorem about its unitary elements, which is then generalized by Haah [24] as follows:

Theorem 6.1 ([17, 23, 24]). For every unitary parity element $U$ in the Haah albegra with degree $d$, there exists a unique decomposition of $U$ into degree-0 and degree-1 terms:

$$
\begin{equation*}
U(w)=R_{d} \cdot \widetilde{w} \cdot R_{d-1} \cdots R_{1} \cdot \widetilde{w} \cdot R_{0} \tag{6.19}
\end{equation*}
$$

Moreover, when $U$ lies in the Low algebra, $R_{0}, R_{1}, \ldots, R_{d}$ are all $X$-rotations.

### 6.6 The main lemma

Assume we are given a unitary element, $U$, of the Haah algebra to be decomposed into a product of linear terms. Instead of solving for one linear term at a time as in [24], we
want to decompose $U$ as $U_{1} U_{2}$ where $U_{1}$ and $U_{2}$ have degrees roughly half of that of $U$. For any element of the Haah algebra it is proven that such decomposition exists, but is it unique? Conceivably, it could occur that $U=V_{1} V_{2}$, where $V_{1}$ and $V_{2}$ are not unitary. And if we find $V_{1}$ and $V_{2}$ instead of $U_{1}$ and $U_{2}$, we cannot continue with the decomposition. A consequence of our Main Lemma is that this is impossible.

Lemma 6.6 (Main Lemma). Let $M$ be in the Haah algebra, $M^{\prime}$ in $\mathrm{M}\left(2, \mathbb{C}\left[w, w^{-1}\right]\right)$. Then

$$
\begin{equation*}
\operatorname{deg} M M^{\prime} \geq \operatorname{deg} M^{\prime}-\operatorname{deg} M+\operatorname{deg} M^{*} M \tag{6.20}
\end{equation*}
$$

Proof. Since $\operatorname{deg} M=\operatorname{deg} M^{*}$ we have that $\operatorname{deg} M^{*} M M^{\prime} \leq \operatorname{deg} M+\operatorname{deg} M M^{\prime}$. On the other hand $M^{*} M$ is a Hermitian element of the Haah algebra, so by Lemma 6.5 we have that $\operatorname{deg} M^{*} M M^{\prime}=\operatorname{deg} M^{*} M+\operatorname{deg} M^{\prime}$, which completes the proof.

We can now prove:
Corollary 6.1. Let $U$ be a degree-d unitary parity element of the Haah algebra. Then the set of equations

$$
\begin{align*}
\operatorname{deg}\left(V^{*} U\right) & \leq d-l \\
\operatorname{deg}(V) & \leq l,  \tag{6.21}\\
V(w=1) & =I \\
V & \in P_{l \bmod 2}
\end{align*}
$$

has a unique solution $V$ which is a unitary element of the Haah algebra. Moreover, $V$ lies in the Low algebra if $U$ does.

Proof. We only prove the first part of the theorem. The second is an easy consequence. By Theorem 6.1, $U$ can be decomposed as

$$
\begin{equation*}
U=R_{d} \cdot \widetilde{w} \cdot R_{d-1} \cdots \cdots R_{1} \cdot \widetilde{w} \cdot R_{0} \tag{6.22}
\end{equation*}
$$

where $R_{0}, \ldots, R_{d}$ are all unique. Take

$$
\begin{equation*}
V=R_{d} \cdot \widetilde{w} \cdot R_{d-1} \cdots \cdot R_{d-l+1} \cdot \widetilde{w} \cdot \prod_{i=d-l+1}^{d} R_{i}^{-1} \tag{6.23}
\end{equation*}
$$

It is easy to see that $V$ satisfies the set of equations.

To prove uniqueness, suppose that there exists another element $V^{\prime}$ which satisfies the equations. By Lemma 6.6,

$$
\begin{equation*}
d-l \geq \operatorname{deg} V^{\prime *} U \geq \operatorname{deg} U-\operatorname{deg} V^{\prime}+\operatorname{deg} V^{\prime} V^{\prime *} \geq d-l+\operatorname{deg} V^{\prime} V^{\prime *} \tag{6.24}
\end{equation*}
$$

Therefore, $\operatorname{deg} V^{\prime} V^{\prime *} \leq 0$. We leave this as an inequality since the degree of the zero Laurent polynomial is negative infinite. However, since $V^{\prime}(1)=I, V^{*}(1)=I$ and so $V^{\prime} V^{\prime *}$ is not zero. Thus, the inequality is actually an equality and so $V^{\prime}$ must be proportional to a unitary. As $V^{\prime}(1)=I, V^{\prime}$ itself is a parity unitary and therefore must be equal to $V$ by Theorem 6.1.

Note that the conditions on the degrees in Corollary 6.1 are inequalities, but the solution we obtain in the end will satisfy them with equality. This is because the degree of a product can be at most the sum of the degrees.

### 6.7 Algorithm

We now provide an outline of our angle finding algorithm for quantum signal processing. Let $F(w) \in \mathbb{R}\left[w, w^{-1}\right]$ be the function that we wish our circuit to have the effect of. It will be natural for us to define the norm of a Laurent polynomial as

$$
\begin{equation*}
\|F\| \equiv \max _{w \in U(1)}|F(w)| \tag{6.25}
\end{equation*}
$$

Now, it is clear that a necessary condition for a circuit to have the effect of $F$ is that $\|F\|<1$ so that the completion can be done. This is also actually sufficient, as shown in [17, 23, 24] and as we will see in the following.

Capitalization In many applications of quantum signal processing, $F(w)$ contains terms with very small coefficients, especially for the higher order terms. This can arise for instance when we are trying to achieve the effect of some analytic function and we use a Taylor series approximation. In [24], this is cited as the primary source of numerical instability. We propose an ad hoc solution by a procedure we call capitalization. Namely, given that we wish to perform quantum signal processing to some error tolerance $\varepsilon$, we can add leading order terms to $F(w)$ with coefficients on the order of $\varepsilon$ and then run our algorithm. Combined with our new algorithm, we show in our experiments that this does extremely well empirically, allowing us to solve instances orders of magnitude larger than what was previously possible, for example in [107].

A similar preprocessing technique was used in [24], where all the coefficients of the given Laurent polynomial are rounded to multiples of $\epsilon / n$, where $n$ is the degree. This would be an alternative way to resolve the numerical instability.

Completion via root finding The first step is completion, namely finding a unitary $U$ in the Low algebra such that the upper left corner of $U$ is $F(w)$. To do this, we simply solve for the real Laurent polynomial $G$ such that $F(\widetilde{w})+G(\widetilde{w}) \cdot i X$ is a unitary element of the Low algebra. It is not difficult to see that this translates to the equation

$$
\begin{equation*}
F(w) F\left(w^{-1}\right)+G(w) G\left(w^{-1}\right)=1 . \tag{6.26}
\end{equation*}
$$

As done in [17, 23, 24], this equation can be solved using a root finding method. Namely, we solve for the roots of the expression

$$
\begin{equation*}
1-F(w) F\left(w^{-1}\right) \tag{6.27}
\end{equation*}
$$

over all complex numbers. Then, all real roots will come in pairs $\left\{r_{i}, 1 / r_{i}\right\}_{i}$ while all non-real complex roots will come in quadruples $\left\{z_{j}, 1 / z_{j}, \bar{z}_{j}, 1 / \bar{z}_{j}\right\}_{j}$. Hence,

$$
\begin{equation*}
1-F(w) F\left(w^{-1}\right) \propto \prod_{i}\left(w-r_{i}\right)\left(1 / w-r_{i}\right) \prod_{j}\left(w-z_{j}\right)\left(1 / w-z_{j}\right)\left(w-\bar{z}_{j}\right)\left(1 / w-\bar{z}_{j}\right) \tag{6.28}
\end{equation*}
$$

Evaluating this at $w=1$, the constant of proportionality has to be real and positive by the constraint on $F$. Denoting this by $\alpha$, we conclude

$$
\begin{equation*}
G(w)=\sqrt{\alpha} \prod_{i}\left(w-r_{i}\right) \prod_{j}\left(w-z_{j}\right)\left(w-\bar{z}_{j}\right) \tag{6.29}
\end{equation*}
$$

is a possible solution. ${ }^{1}$ Note that by construction $G(w)$ is a real Laurent polynomial.

Decomposition via halving We now give an algorithm for the decomposition step in quantum signal processing motivated by Corollary 6.1. Let $U$ be a degree $d$ parity unitary in the Low algebra. We wish to find unitaries $V_{1}, V_{2}$ of degree $l, d-l$ respectively such that $U=V_{1} V_{2}$. This could be done by expressing $V_{1}^{*}$ as a collection of real variables

[^4]$\left\{x_{n}, x_{n}^{\prime}\right\}_{n=-l}^{l}$ using the structure of Low algebra elements:
\[

$$
\begin{equation*}
V_{1}^{*}=\sum_{n=-l}^{l} X_{n} w^{n} \tag{6.30}
\end{equation*}
$$

\]

where $X_{n}$ is of the form

$$
X_{n}=\left(\begin{array}{cc}
x_{n} & i x_{n}^{\prime}  \tag{6.31}\\
i x_{-n}^{\prime} & x_{-n}
\end{array}\right)
$$

Note that the parity condition will eliminate half of the variables. The unitary $U$ can be put into a similar form:

$$
\begin{equation*}
U=\sum_{n=-d}^{d} A_{n} w^{n} \tag{6.32}
\end{equation*}
$$

so that

$$
\begin{equation*}
V_{1}^{*} U=\sum_{n=-d-l}^{d+l}\left(\sum_{\substack{\left|n_{1}\right| \leq l| | n_{2} \mid \leq d \\ n_{1}+n_{2}=n}} X_{n_{1}} A_{n_{2}}\right) w^{n} \tag{6.33}
\end{equation*}
$$

Then, we can enforce the condition that $V_{1}^{*} U$ is of degree at most $d-l$ by setting for $n<-d+l$ and $n>d-l$ :

$$
\begin{equation*}
\sum_{\substack{\left|n_{1}\right| \leq l,\left|n_{2}\right| \leq d \\ n_{1}+n_{2}=n}} X_{n_{1}} A_{n_{2}}=0 \tag{6.34}
\end{equation*}
$$

where 0 here is the zero matrix. This gives a system of linear equations for the real variables. We also add the additional linear equations from $V(1)=I$ :

$$
\begin{equation*}
\operatorname{Tr}\left[\sigma_{\mu} \sum_{n=-l}^{d_{2}} X_{n}\right]=(1,0,0,0) \tag{6.35}
\end{equation*}
$$

where $\sigma_{\mu}$ is the vector of Pauli matrices preceded by $I$. By Corollary 6.1 this system of linear equations has a unique solution and returns a degree $l$ parity unitary $V_{1}^{*}$ such that $V_{1}^{*} U$ is of degree $d-l$.

However, in real implementations the element we are to decompose might not be exactly unitary. This may be due to numerical imprecision or errors introduced in the com-
pletion step. We therefore propose to solve the linear system by least squares. This gives a recursive algorithm:

```
procedure DECOMPOSE \((M)\)
    if \(\operatorname{deg} M=1\) then
        return \(\{M\}\)
    else
        solve least squares problem:
            \(\operatorname{deg} M_{1}^{*} M \leq \operatorname{deg} M-\left\lceil\frac{\operatorname{deg} M}{2}\right\rceil\),
            \(\operatorname{deg} M_{1} \leq\left\lceil\frac{\operatorname{deg} M}{2}\right\rceil, M_{1}(1)=I\),
            \(M_{1} \in P_{\left\lceil\frac{\operatorname{deg} M}{2}\right\rceil \bmod 2}\)
        return DEcompose \(\left(M_{1}\right) \cup \operatorname{DEcompose}\left(M_{1}^{*} M\right)\)
    end if
end procedure
```

Figure 6.2: The algorithm DECOMPOSE.

### 6.8 Experimental results

We perform numerical experiments implementing our algorithms and compare them to existing methods. The algorithm given in [24] also used root finding for completion but implemented decomposition differently. Namely, given a degree $d$ unitary $U$ in the Low algebra, they sequentially solve for the single qubit rotations $L_{i}=R_{i}$ in equation (6.19) from $i=d$ to 1 . More specifically, they start with $U$, and solve for $L_{d}$ such that

$$
\begin{equation*}
\operatorname{deg}\left(\widetilde{w}^{-1} \cdot L_{d}^{*} \cdot U\right) \leq n-1 \tag{6.36}
\end{equation*}
$$

The same is then repeated for $L_{d}^{*} U$ to obtain $L_{d-1}$ and so on. We shall refer to this method as carving. Due to the iterative nature of this method, the error introduced at the beginning would blow up during the carving process. Therefore, it requires very high precision arithmetic in the completion step. Our halving algorithm, on the other hand, can be performed with standard 64-bit machine precision throughout.

In the following, we report the results of experiments in which we tested our algorithm using the Python numpy package on a MacBook Pro with 2.9 GHz Intel Core i5 processor and 8 GB memory.

Hamiltonian simulation. Hamiltonian simulation is one of the most important applications of quantum signal processing [107, 24, 23]. Formally, the problem is the following. Given a Hermitian $H$, with $\|H\| \leq 1$, and time-interval for the evolution $\tau$, we wish to implement the unitary $e^{-i H \tau}$. When quantum walk is used [112, 113], the unitary $W$ can be implemented with a quantum circuit, whose eigenvalues $\mp e^{ \pm i \theta_{\lambda}}$ are associated with those $\lambda$ from the Hamiltonian as

$$
\begin{equation*}
\sin \theta_{\lambda}=\lambda / 2 \tag{6.37}
\end{equation*}
$$

The task is then to achieve the effect of the function $F: e^{i \theta} \rightarrow e^{2 i \tau \sin \theta}$. More specifically,

$$
\begin{equation*}
F(w)=\exp \left(\tau \frac{w^{2}-w^{-2}}{2}\right)=\sum_{k \in \mathbb{Z}} J_{k}(\tau) w^{2 k} \tag{6.38}
\end{equation*}
$$

where $J_{k}$ are the Bessel functions of the first kind. In Equation (6.38), the function $F(w)$ is already in the form of Laurent series whose coefficients decrease exponentially. One can approximate $F(w)$ up to an additive error $\epsilon$ for $w \in U(1)$ by truncating it into $n=$ $\Omega(\tau+\log (1 / \epsilon))$ terms [24],

$$
\begin{equation*}
\hat{F}_{\epsilon}(w)=\sum_{k=-n / 2}^{n / 2} J_{k}(\tau) w^{2 k} \tag{6.39}
\end{equation*}
$$

where, in experiments, $n$ can be chosen as $2\left\lceil\frac{e}{2} \tau+\ln (1 / \epsilon)\right\rceil$ [24]. Empirical results also suggest that one needs to scale down $\hat{F}_{\epsilon}(w)$ by a factor $\eta \in(0,1)$, in order to have more numerical stability during the root-finding completion. However, the downscaling would decrease the success probability in the post-selection by a factor of $\eta$. This can be regarded as a tradeoff between the classical preprocessing phase versus the actual time complexity of the algorithm.

Specifically, the inputs to the algorithm are the time-interval $\tau$, error tolerance $\epsilon$ and scaling factor $\eta$. We then further truncate the list of coefficients of $\eta \cdot \hat{F}_{\epsilon}(w)$ to standard double precision. The resulting Laurent polynomial would be the input of the angle-finding algorithm.

Running time scaling with respect to $\tau$. We performed angle decomposition for different $\tau$, with fixed error tolerance $\epsilon=0.001$ and $\eta=0.7$. For the experiments, the Laurent polynomial is truncated to guarantee an error upper bound of $\epsilon / 10$, with capitalizing parameter, i.e. the coefficients of the appended highest- and lowest-degree terms set to $\epsilon / 3$. The detailed numerical results are illustrated in Fig. 6.3.


Figure 6.3: The running time for angle finding using the halving method. Here the error tolerance and the scaling factor is fixed to $10^{-3}$ and 0.7 respectively. The running time scales as a cubic function with respect to the degree of the Laurent polynomial, hence also cubic with respect to the evolution time parameter $\tau$. Note that an instance with $\tau=1200$ can be efficiently solved within 5 minutes.

Comparison to the carving method. To compare the performance of the halving and the carving method, we compare the capability of carving and halving with respect to the time-interval of the evolution and the error tolerance. The problem of angle finding becomes more difficult with larger $\tau$ and smaller $\epsilon$. We call a parameter pair $(\tau, \epsilon)$ achievable with respect to an angle-finding method, if that angle finding method can output a Laurent polynomial $\epsilon$-close to the Hamiltonian simulation function $e^{\tau \frac{w^{2}-w^{-2}}{2}}$ within machine precision. Again, the Laurent polynomial is truncated to guarantee an error upper bound $\epsilon / 10$, with capitalizing parameter, set to $\epsilon / 3$.

The numerical results for the achievable region for the parameters are illustrated in Fig. 6.4. It can be seen that the halving method has a far bigger achievable region than that of the carving method.

Random-coefficient experiment. We further demonstrate the performance of the halving algorithm via a family of random distributions over the set of Laurent polynomials with a given degree $n$, which we call the random-coefficient distribution. First, $n+1$ real numbers $F_{-n}, F_{-n+2}, \ldots, F_{n}$ are sampled i.i.d. uniformly at random from $[-1,1]$. Then, the polynomial $F(w)=\sum_{k=-n, n-k \text { even }}^{n} F_{k} w^{k}$ is rescaled to infinity norm $\eta$ for a fixed scaling factor $\eta=0.5$.

Note that the random-coefficient instances do not experience exponential decay of the leading coefficient, thus there is no need for initial capitalization. Without a small leading


Figure 6.4: The achievable parameter regions for the Hamiltonian simulation problem with machine precision, with the carving and the halving method. Note that the $y$-axis is log scaled.
coefficient, Fig. 6.5 effectively shows the dependency of the final error with respect to the degree of the random instance. The carving method performed well up to degree 100, and then the averaged error quickly blows up, whereas the averaged error for the halving method stayed under $10^{-6}$ throughout the experiments, up to the highest degree 5000 for which an experiment was carried out.

Empirical error analysis. In [24], an error analysis is carried out to show that the precision $p_{c}$ needed for carving scales as poly $(n, \log (1 / \epsilon))$ in order to solve for angle sequences for a Laurent polynomial with degree $n$ and error tolerance $\epsilon$.

Also, when the leading coefficients are decaying exponentially, the carving algorithm would suffer from numerical instability, although this issue can be easily resolved by setting each coefficient to be a multiple of $\epsilon / n$. The same issue occurred to the halving algorithm as well but this was resolved by capitalization.

Denoting the magnitude of the largest leading coefficients $\delta$, it is plausible that

$$
p_{c}=\operatorname{poly}(n, \log (1 / \epsilon), \log (1 / \delta)) .
$$

Our experimental results gives evidence that the precision $p_{h}$ needed for halving scales as

$$
p_{h}=\operatorname{poly}(\log n, \log (1 / \epsilon), \log (1 / \delta)),
$$

since it does not suffer from the error blow-up from the iterative carving. If so, then the halving method would be a truly numerically stable algorithm. Further theoretical work


Figure 6.5: Comparison of the final $l_{\infty}$ error of the angle finding algorithm, over randomcoefficient instances of different degrees. For each degree, 10 random-coefficient instances are given as input to the angle-finding algorithm, and the final $l_{\infty}$ errors are averaged to generate the plot. Note that the $x$-axis is log-scaled for clarity. Regarding error rate above 0.05 as failure, the carving method would fail when the degree approaches 100 , whereas the halving method still behaves numerically stable up to degree 5000 . The anomalous blue point at degree $n=90$ is possibly due to a hard instance from the distribution.
needs to be done to demonstrate that it is indeed the case.

### 6.9 Discussion

An alternative algorithm for completion. Recall that in completion we are given a Laurent polynomial $A(w) \in \mathbb{R}\left[w, w^{-1}\right]$ of degree $d$ and we need to find $B(w) \in \mathbb{R}\left[w, w^{-1}\right]$ such that

$$
\begin{equation*}
A(\widetilde{w})+B(\widetilde{w}) \cdot i X \tag{6.40}
\end{equation*}
$$

is unitary. This can be solved using an iterative method with some initial guess of a Laurent polynomial $B^{\prime}$ which we choose to be also of degree $d$. Then, we solve for a degree $d$ perturbation $\delta B$ such that $A(\widetilde{w})+\left(B^{\prime}(\widetilde{w})+\delta B(\widetilde{w})\right) \cdot i X$ is unitary. Taking a first order approximation, we get the following Laurent polynomial equation:

$$
\begin{equation*}
A\left(w^{-1}\right) A(w)+B^{\prime}\left(w^{-1}\right) \delta B(w)+\delta B\left(w^{-1}\right) B^{\prime}(w)+B^{\prime}\left(w^{-1}\right) B^{\prime}(w)=1 \tag{6.41}
\end{equation*}
$$

Again, we can solve equation (6.41) by converting it into a linear system where the variables are the coefficients of $\delta B$. Since we took a first order approximation, this system might not have a solution. Therefore we again take a least squares approach to obtain the
following algorithm:

```
procedure \(\operatorname{Complete}(A, \epsilon)\)
    generate random real Laurent polynomial \(B^{\prime}\)
    set \(M=A(\widetilde{w})+B^{\prime}(\widetilde{w}) \cdot i X\)
    while \(\left\|M^{*} M-I\right\|>\varepsilon\) do
        solve least squares problem: \(M+\delta B(\widetilde{w}) \cdot i X\) is unitary
        set \(M=M+\delta B(\widetilde{w}) \cdot i X\)
    end while
end procedure
```

Figure 6.6: Algorithm Complete (real Laurent polynomial $A$, error tolerance parameter $\varepsilon)$

We compare this to the root-finding approach used by [17] and [24] and our heuristic of iterative least squares. Starting from a random perturbation $B^{\prime}$, experiments showed that this procedure converges well on most input instances. By setting a unitarity threshold $\epsilon$, it is observed that the iterative least square method terminates earlier than the root finding approach. See Fig. 6.7 for details.


Figure 6.7: Time scaling of the completion phase, using the root-finding and the iterative least square method respectively. For the iterative least square method, the termination condition is set such that the unitarity, namely $\left\|U U^{*}-I\right\|$ goes below $10^{-8}$. The blue dots represent experiment results for the iterative least square method, whereas the red dots are for experiments with root finding. It can be observed that iterative least square method has a constant factor advantage over root finding in terms of the running time.

More efficient angle finding algorithm. Both the algorithm in [24] and the algorithm in this chapter run in time $\tilde{O}\left(n^{3}\right), n$ being the degree of the instance of consideration. It would be desirable if a classical algorithm with substantial acceleration compared to these two algorithms can be invented.

The bottleneck of a faster algorithm lies in the root-finding algorithm during the completion phase. Given a Laurent polynomial $F \in \mathbb{R}\left[w, w^{-1}\right]$ of degree $d$, the goal is to find another Laurent polynomial of the same degree $G \in \mathbb{R}\left[w, w^{-1}\right]$ such that $F(\tilde{w})+$ $G(\tilde{w}) \cdot i X$ is unitary throughout. The current algorithm solves $G$ by computing the roots for $G(w) G\left(w^{-1}\right)=1-F(w) F^{\dagger}\left(w^{-1}\right)$ and assigning them appropriately to $G$. It would be desirable if either the roots can be implied from specialized inputs for the problem, or solving for the roots can be circumvented at all with the design of a novel algorithm. We leave this to future work.

Theoretical guarantee for numerical stability. The halving algorithm proves numerical stability in practice, in particular in the problem of finding angle sequences for Hamiltonian simulation. However, it is yet to be shown that the halving algorithm is guaranteed to be stable numerically.

The bottleneck of the problem lies in an upper bound on the condition number of the system of linear equations Eqn. (6.21). With an upper bound polynomial with respect to the degree $n$ and the largest leading coefficient $\delta$, we would be able to show that an initial error would propagate only with a factor polynomial to $n$ and $\delta$ in one step of halving, and consequently in logarithmic levels of the recursive halving algorithm. The algorithm would then be guaranteed to be numerically stable. We leave this to future work.

Derandomization. In the halving algorithm, randomness is introduced in the completion phase, where one pair of the complex roots out of a quadruple, or one real root out of a pair needs to be picked. Our experiment shows that different roots selected would result in different numerical stability, and potentially influence the performance of the angle finding algorithm. Further study needs to be done for the completion part in order to resolve this issue.

## CHAPTER 7

## Transversal switching between stabilizer codes

In this chapter, we study the problem of switching between stabilizer codes while preserving the error-correcting property throughout. More specifically, we propose a randomized variant of the stabilizer rewiring algorithm (SRA), a method for constructing a transversal circuit mapping between any pair of stabilizer codes. As gates along this circuit are applied, the initial code is deformed through a series of intermediate codes before reaching the final code. With this randomized variant, we show that there always exists a path of deformations which preserves the code distance throughout the circuit, while using at most linear overhead in the distance. Furthermore, we show that a random path will almost always suffice, and discuss prospects for implementing general fault-tolerant code switching circuits.

### 7.1 Introduction

It is an oft-cited fact that no quantum error-correcting code can implement a universal transversal logical gate set [25, 114, 115]. As a result, there have been several attempts to circumvent this no-go theorem to achieve universal fault-tolerant quantum computation. These candidates include magic state distillation [116, 117], gauge fixing [118, 119], and more recently pieceable fault-tolerance [120, 121]. These last two candidates can be seen as a special case of the more general approach of code switching [27, 26, 28, 29, 30].

Code switching is a natural idea: given two codes, map information encoded in one code to information encoded in the other. For this mapping to be fault-tolerant, we must often perform several intermediate error-correction steps to ensure that faults do not grow out of hand. Thus, it is essential that during a circuit switching between codes, the extremal error-correcting codes are deformed through a series of intermediate error-correcting codes from one to another. This notion of intermediate error-correction was used in [26] to implement universal transversal computation by switching between the Steane and Reed-Muller
codes, whose complementary transversal gate sets are universal when taken together. However, universal fault-tolerant computation is not the only consideration in choosing errorcorrecting codes, and different codes can be tailored to different tasks. For this reason, it would be nice to have a way of converting between different quantum codes fault-tolerantly.

Simply decoding and re-encoding information is undesirable, since the bare information becomes completely unprotected during this transformation. Past work has succeeded in constructing fault-tolerant circuits for switching between particular quantum error-correcting codes fault-tolerantly, while providing guarantees that these circuits are optimal within some framework [27].

Recently, [31] considered switching between generic stabilizer codes, and proposed the stabilizer rewiring algorithm (SRA) for constructing a transversal circuit mapping between any pair of stabilizer codes. The circuit complexity scales quadratically with the code length, and depends on a choice of presentation for the code generators. Different presentations will result in different circuits mapping between different sets of at most $n$ intermediate codes. This circuit necessarily fails to be fault-tolerant when these intermediate codes have low distance. This leads to the central question: is there an efficient way of fault-tolerantly converting between generic stabilizer codes?

### 7.1.1 Results

Towards this goal, we propose a randomized variant of the SRA, the randomized SRA (rSRA). We show that for any pair of stabilizer codes, with at most linear overhead with respect to the distance of the codes, there always exists a transversal circuit that maps between intermediate codes of high distance. Furthermore, using slightly more overhead, such a path can be found with high probability. In particular, we show the following.

Theorem 7.1 (Theorem 7.2, Informal). For any two $[[n, k, d]]$ stabilizer codes $S_{1}$ and $S_{2}$, the rSRA scheme gives a transversal circuit mapping from $S_{1}$ to $S_{2}$ where each intermediate code has distance at least $d$ with probability $1-\varepsilon$, using

$$
\begin{equation*}
m=O\left(d \log \frac{n}{d}+\log \frac{1}{\varepsilon}\right) \tag{7.1}
\end{equation*}
$$

ancilla qubits.
This distance-preserving property is a necessary, but not sufficient condition to ensure a fault-tolerant mapping. So while the algorithm does not necessarily yield a fault-tolerant conversion, it gives a universal upper bound on the number of ancilla qubits required for distance-preserving transversal code transformation. As was noted in [31], the usefulness
of this scheme is in its generality. While the upper bound may be of independent conceptual interest, we hope that with modification, the rSRA can be applied as a useful schema for searching for fault-tolerant paths between small codes.

### 7.2 Preliminaries

### 7.2.1 Classical codes

We start the preliminaries with classical error correcting codes. Throughout this section, all additions and multiplications are done in the binary field $\mathbb{Z}_{2}$.

An $[n, k]$ code $C$ is a subset of $T:=\mathbb{Z}_{2}^{n}$, where $k:=\log |C|$. Such a code is called an [ $n, k, d]$ code, where

$$
\begin{equation*}
d:=\min _{u, v \in C, u \neq v}\|u-v\|_{1} . \tag{7.2}
\end{equation*}
$$

Here, we use $\|\cdot\|_{1}$ to denote the Hamming distance. An $[n, k, d]$ code is known to correct $\left\lfloor\frac{d-1}{2}\right\rfloor$ bits of error; that is to say, given a perturbed code $u^{\prime}$ and the promise that $u^{\prime}=u+\delta u$ for some $u \in C$ and $\|\delta u\|_{1} \leq\left\lfloor\frac{d-1}{2}\right\rfloor$, such a $u$ must be unique. In the presence of only bit flip errors with weight at most $\left\lfloor\frac{d-1}{2}\right\rfloor$, a codeword can be transmitted losslessly since such error can always be corrected.

A code is most generally represented as a subset of $\mathbb{Z}_{2}^{n}$ of size $2^{k}$, thus might not be manageable due to the exponential size. A restricted subset of error correcting codes, called linear codes, are defined to be $k$-dimensional linear subspaces of $\mathbb{Z}_{2}^{n}$ rather than arbitrary subsets of size $2^{k}$.

One of the concise representation for linear codes is the check matrix. For any $[n, k, d]$ linear code $C$, there exists $S \in \mathbb{Z}_{2}^{(n-k) \times n}$ such that $C=\operatorname{ker}(S)$, and

$$
\begin{equation*}
d=\min _{v \in \operatorname{ker}(S)}\|v\|_{1} . \tag{7.3}
\end{equation*}
$$

Moreover, any element $c^{\prime} \in T$ not in the code $C$ would generate a nonzero syndrome $S c^{\prime} \in \mathbb{Z}_{2}^{n-k}$ that only depends on the perturbation of $c^{\prime}$ from a codeword. Once a lowweight error $e$ is found such that $S c^{\prime}=S e$, it is guaranteed that $c^{\prime} \oplus e$ is a codeword; for decoding a $[n, k, d]$ linear code, one can just compute the syndrome and finding the lowest weight error $e$ that generates the given syndrome.

### 7.2.2 Quantum codes

Extending the idea of classical codes, an $[[n, k]]$ quantum code $C$ is simply a $2^{k}$ dimensional subspace in the Hilbert space $\left(\mathbb{C}^{2}\right)^{\otimes n}$. Such a code is said to have distance $d$, or equivalently being an $[[n, k, d]]$-code, if for every set $B$ of less than $d$ qubits, there exists a recovery channel fully restoring the encoded states by only acting on the rest $n-d+1$ qubits:

$$
\begin{equation*}
\forall B:|B|<d, \exists \mathcal{R}_{B}, \forall|\phi\rangle \in C, \mathcal{R}_{B}\left(\operatorname{Tr}_{B}[|\phi\rangle\langle\phi|]\right)=|\phi\rangle\langle\phi| . \tag{7.4}
\end{equation*}
$$

One of the biggest differences between quantum and classical error correcting codes is the presence of superposition, and thus the presence of the phase flip error $Z$ in addition to the bit flip error $X$. Classical codes would necessarily fail to be quantum error-correcting codes for the following reason. Consider two distinct classical codewords $x$ and $y$ and assume that they differ on the first bit without loss of generality. The state $\frac{1}{\sqrt{2}}(|x\rangle-|y\rangle)$ can either be regarded as an undisturbed encoded state, or another codeword state $\frac{1}{\sqrt{2}}(|x\rangle-|y\rangle)$ with a $Z$ error on the first qubit. With the two scenarios identical to any recovery channel, it is not possible that the single qubit $Z$ error can be perfectly corrected.

The quantum counterpart of linear codes is called stabilizer codes. Recall from Section 2.4 the $n$-qubit Pauli group $\mathcal{P}^{n}$. Then a stabilizer group $S \subseteq \mathcal{P}^{n}$ is an abelian subgroup of the Pauli group not containing $-I$. To any such stabilizer group $S$, we can associate a subspace $C_{S} \subseteq\left(\mathbb{C}^{2}\right)^{\otimes n}$ defined as the simultaneous +1 -eigenspace of all the operators in $S$. We call such a subspace $C_{S}$ a stabilizer code.

For a stabilizer code $C_{S}$ with parameters $[[n, k, d]]$, there exists a more concise expression of the code distance $d$ in terms of the stabilizer group $S$. The normalizer $\mathcal{N}_{\mathcal{P}^{n}}(S)$ represents the set of logical Pauli operators for $C_{S}$, and so

$$
\begin{equation*}
d:=\min _{L \in \mathcal{N}(S) \backslash S}(|L|) \tag{7.5}
\end{equation*}
$$

where $|\cdot|$ denotes the weight of the Pauli operator. Note that the smallest number of stabilizers generating the corresponding stabilizer subgroup is $n-k$.

Given any stabilizer group $S$, if we choose a generating set $G_{S}$ for $S$, we can define a syndrome map

$$
\begin{align*}
& \operatorname{Syn}_{G}: \mathcal{P}^{n} \longrightarrow\{0,1\}^{n-k}  \tag{7.6}\\
& \operatorname{Syn}_{G}(e)_{i}=\left\{\begin{array}{l}
0 \text { if }\left[e, g_{i}\right]=0 \\
1 \text { if }\left\{e, g_{i}\right\}=0
\end{array}\right. \tag{7.7}
\end{align*}
$$

for $G=\left(g_{1}, \ldots g_{n-k}\right)$. Then equivalently,

$$
\begin{equation*}
d=\min _{L \in \operatorname{ker}\left(S y n_{G}\right) \backslash S}(|L|) \tag{7.8}
\end{equation*}
$$

and is independent of the choice of $G$.
Another convenient formalism for describing stabilizer groups is as subspaces of symplectic vector spaces over the binary field $\mathbb{F}_{2}$, and we will use the two formulations interchangeably. For any $P \in \mathcal{P}^{n}$, if

$$
\begin{equation*}
P \propto X^{a_{1}} Z^{b_{1}} \otimes X^{a_{2}} Z^{b_{2}} \ldots \otimes X^{a_{n}} Z^{b_{n}} \tag{7.9}
\end{equation*}
$$

then we can associate to $P$ the vector $\vec{P}:=(\vec{a} \mid \vec{b})^{T} \in \mathbb{F}_{2}^{2 n}$. We can equip $\mathbb{F}_{2}^{2 n}$ with a symplectic bilinear form

$$
\begin{equation*}
\langle\vec{v}, \vec{w}\rangle:=\vec{v}^{T} B \vec{w} \tag{7.10}
\end{equation*}
$$

where $B$ is the $2 n \times 2 n$ block matrix defined by

$$
B=\left(\begin{array}{ll}
0 & I  \tag{7.11}\\
I & 0
\end{array}\right)
$$

Then Paulis $P, Q$ commute if any only if their associated vectors $\vec{P}, \vec{Q}$ are orthogonal in this vector space. Thus, we can equivalently define a stabilizer group as a self-orthogonal subspace of this vector space. A generator matrix $G$ is then a choice of basis for this subspace, so that for $C$ an $[[n, k]]$ code, $G$ will be a rank $(n-k)$ matrix of shape $2 n \times(n-k)$. The syndrome map can then be similarly defined as

$$
\begin{equation*}
\operatorname{Syn}_{G}(\vec{P})=G^{T} B \vec{P} \tag{7.12}
\end{equation*}
$$

Further note that for any $A \in G L\left(\mathbb{F}_{2}, n-k\right)$, for any generator matrix $G$ for $S, G A^{T}$ is also a generator matrix for $S$. The syndrome map satisfies

$$
\begin{equation*}
\operatorname{Syn}_{G A^{T}}(\vec{P})=\left(G A^{T}\right)^{T} B \vec{P}=A G^{T} B \vec{P}=A \cdot \operatorname{Syn}_{G}(\vec{P}) . \tag{7.13}
\end{equation*}
$$

So any action on the generator matrix induces a corresponding action on the syndrome vectors themselves.

### 7.2.3 Transversality

A quantum error-correcting code alone can be used to store quantum information in a way that is resistent to external noise. However, the error-correcting property does not suffice in order to perform quantum computation on the encoded logical information.

Fault tolerance. We call a circuit $C$ on a class of encoded inputs $t$-fault-tolerant if it is $t$-fault-tolerant in the exRec formalism [122]. Formally, given error correction procedure $E C, C$ is $t$-fault-tolerant if for any choice of $t$ faulty components in the combined circuit $E C \cdot C \cdot E C$, a faultless version of $E C$ applied to the output of the combined circuit can successfully recover the data. If $t \geq 1$ we may simply call the circuit fault-tolerant.

Transversal gates. Fault-tolerance takes into account both errors on the physical qubits and errors on the quantum operations that act on the physical qubits. One easiest way to achieve fault-tolerance is through transversal gates. Suppose that a logical gate $U_{L}$ acts on $l$ logical systems $A_{1}, \ldots, A_{l}$, corresponding to $l$ physical systems $B_{1}, \ldots, B_{l}$. We label each qubit system $B_{i j}$ as the $j$-th physical qubit in the $i$-th physical state. The gate $U_{L}$ is called transversal, if it is decomposable as follows:

$$
\begin{equation*}
U_{L}=U_{1} \otimes U_{2} \otimes \cdots \otimes U_{n} \tag{7.14}
\end{equation*}
$$

where each $U_{j}$ acts on the physical qubits $B_{i j}, 1 \leq i \leq l$.
One can observe that a transversal logical gate is fault-tolerant. If one initial qubit or one single component in the logical gate is faulty, the error would only corrupt at most one physical qubit in each logical qubit. The data can be fully restored by performing error correction procedure after appying the transversal logical operation.

It would be desirable to find an error-correcting code which admits a universal transversal gate set; however, this has been proven to be impossible, a result known as the EastinKnill theorem [25].

Code switching. Among the attempts people have been trying to circumvent this no-go result, a general approach called code-switching has been proposed. The central idea of code switching is the following. Although no single code admits a universal transversal logical gate set, there are pairs of codes whose transversal logical gate sets are universal when combined together. One example is the [[7,1,3]] Steane code with transversal Clifford gates, and the [[15, 1, 3]] Reed-Muller code with transversal $T$-gates. To perform universal fault-tolerant quantum computation, one just needs to switch back and forth be-
tween such pairs of codes. Of course, switching between the two codes cannot be done via only transversal gates according to the Eastin-Knill Theorem.

Transversal measurement. One way of fault-tolerantly switching between a pair of codes is through transversal measurement. For measurements with a binary outcome, we sometimes represent the POVM $\left\{M_{0}, M_{1}\right\}$ by the difference $P=M_{0}-M_{1}$. Recall that $M_{0}+M_{1}=I$ so $M_{0}$ and $M_{1}$ can be fully recovered given $P$. A transversal measurement $P$ is one that can be decomposed into tensor products on each physical qubit:

$$
\begin{equation*}
P=P_{1} \otimes P_{2} \otimes \cdots \otimes P_{n} \tag{7.15}
\end{equation*}
$$

A circuit for performing transversal measurements fault-tolerantly is first proposed by [123], and an illustration is given in Appendix D. Note that although such measurement is performed individually on each physical qubit, the classical outcomes of the measurements are then gathered together to produce further instructions for the quantum circuit. This introduces non-local information propogation that a transversal gate cannot achieve.

Finally, we call a circuit transversal if every operation in the circuit can be implemented through transversal gates and transversal measurements. A code switching scheme is called transversal if it only involves transversal gates and transversal measurements.

### 7.3 The rSRA schematic

The rSRA modifies the SRA presented in [31], whose central insight is the following. Consider two stabilizer groups $S, S^{\prime}$ with generating sets $G, G^{\prime}$ satisfying the following nice property:

$$
\begin{align*}
G & =\left\{g, g_{1}, \ldots, g_{l}\right\}  \tag{7.16}\\
G^{\prime} & =\left\{g^{\prime}, g_{1}, \ldots, g_{l}\right\} \tag{7.17}
\end{align*}
$$

where $\left\{g, g^{\prime}\right\}=0$. We call two such codes for which one can choose such generating sets adjacent. Then one can readily check that the Clifford gate $\frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right)$ maps information encoded in the stabilizer code defined by $G$ to the same information encoded in the stabilizer code defined by $G^{\prime}$. Letting $|\psi\rangle_{G}$ denote a logical state in the code associated to $G$,
we see that

$$
\begin{align*}
\forall i, g_{i} \cdot \frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right)|\psi\rangle_{G} & =\frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right) g_{i}|\psi\rangle_{G}  \tag{7.18}\\
& =\frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right)|\psi\rangle_{G}  \tag{7.19}\\
g^{\prime} \cdot \frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right)|\psi\rangle_{G} & =\frac{1}{\sqrt{2}}\left(g^{\prime}+g^{\prime} g^{\prime} g\right)|\psi\rangle_{G}  \tag{7.20}\\
& =\frac{1}{\sqrt{2}}\left(g^{\prime}+g\right)|\psi\rangle_{G}  \tag{7.21}\\
& =\frac{1}{\sqrt{2}}\left(g^{\prime}+g\right) g|\psi\rangle_{G}  \tag{7.22}\\
& =\frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right)|\psi\rangle_{G} \tag{7.23}
\end{align*}
$$

Eq. 7.18 holds since $\left[g_{i}, g\right]=0$ and $\left[g_{i}, g^{\prime}\right]=0$ for all $i$. Eq. 7.19 holds since all the $g_{i}$ 's stabilize $|\psi\rangle_{G}$. Eq. 7.21 and Eq. 7.23 hold since $g^{\prime}$ and $g$ both square to the identity as Pauli operators. Finally, Eq. 7.22 holds since $g$ stabilizes $|\phi\rangle_{G}$.

The insight is that this mapping can be done transversally. While the Clifford transformation described need not be transversal, it can be simulated by a transversal Pauli measurement supplemented by a transversal Pauli gate controlled on classical information. This is similar to gauge-fixing, in which one measures a logical operator of the gauge and then applies a corresponding logical gauge operator conditioned on the outcome. To see this, consider the circuit described by:

1. Measure $g^{\prime}$.
2. Apply $g$ conditioned on measurement outcome -1 .

Let $P^{ \pm}$denote the projector onto the $+1 /-1$ eigenspace of $g^{\prime}$. Then, if the measurement outcome is +1 ,

$$
\begin{equation*}
\frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right)|\psi\rangle_{G}=\frac{1}{\sqrt{2}}\left(1+g^{\prime}\right)|\psi\rangle_{G}=\sqrt{2} P^{+}|\psi\rangle_{G} \tag{7.24}
\end{equation*}
$$

Furthermore,
If the measurement outcome is -1 ,

$$
\begin{align*}
\frac{1}{\sqrt{2}}\left(1+g^{\prime} g\right)|\psi\rangle_{G} & =\frac{1}{\sqrt{2}}\left(g-g g^{\prime}\right)|\psi\rangle_{G}  \tag{7.25}\\
& =\frac{1}{\sqrt{2}} g\left(1-g^{\prime}\right)|\psi\rangle_{G}  \tag{7.26}\\
& =\sqrt{2} g P^{-}|\psi\rangle_{G} \tag{7.27}
\end{align*}
$$

Thus, we see that we can transversally perform the mapping $|\psi\rangle_{G} \rightarrow|\psi\rangle_{G^{\prime}}$.
Now consider the more general case in which we have (non-adjacent) $S, S^{\prime}$ describing $[[n, k]]$ and $\left[\left[n^{\prime}, k\right]\right]$ codes respectively. We now describe a general randomized algorithm for outputting a circuit switching between these two codes, similar to [31], and will later show that this circuit is distance-preserving with high probability. The inputs are arbitrary generator matrices $G, G^{\prime}$ for stabilizer groups $S, S^{\prime}$, along with a choice of ancilla size $m \in \mathbb{N}$.

### 7.3.1 Preparing the generator matrices

1. Append $|0\rangle$ ancilla to the smaller code so that the codes are of equal size. We now assume that both codes are $[[n, k]]$ codes.
2. Append $|0\rangle^{\otimes m}$ to the first code, and $|+\rangle^{\otimes m}$ to the second. Note that this is equivalent to defining a pair of new stabilizer codes

$$
\begin{gather*}
\hat{S}=\left\langle S \otimes I^{\otimes m}, I^{\otimes n} \otimes Z \otimes I^{\otimes m-1}, \ldots, I^{\otimes n+m-1} \otimes Z\right\rangle  \tag{7.28}\\
\hat{S}^{\prime}=\left\langle S^{\prime} \otimes I^{\otimes m}, I^{\otimes n} \otimes X \otimes I^{\otimes m-1}, \ldots, I^{\otimes n+m-1} \otimes X\right\rangle . \tag{7.29}
\end{gather*}
$$

3. Choose $G_{A}=G_{A}^{\prime}$ to be a basis for the subspace defined by $\hat{S} \cap \hat{S}^{\prime}$.
4. Choose $G_{B}$ to extend the basis of $G_{A}$ to a basis for $\mathcal{N}\left(\hat{S}^{\prime}\right) \cap \hat{S}$ and choose $G_{B}^{\prime}$ to extend the basis of $G_{A}$ to a basis for $\mathcal{N}(\hat{S}) \cap \hat{S}^{\prime}$.
5. Choose $G_{C}$ to extend the basis $G_{A} \cup G_{B}$ to a basis for $\hat{S}$ and $G_{C}^{\prime}$ to extend the basis $G_{A}^{\prime} \cup G_{B}^{\prime}$ to a basis for $\hat{S}^{\prime}$.
6. Let $H$ be the commutativity matrix for $G_{C}, G_{C}^{\prime}$ defined by $H:=G_{C}^{\prime}{ }^{T} B G_{C}$. By Lemma C.2, $H$ is invertible with dimension $\left|G_{C}\right| \times\left|G_{C}\right|$, where $\left|G_{C}\right| \geq m$. So we
can choose $M, N \in G L\left(\mathbb{F}_{2},\left|G_{C}\right|\right): M^{T} H N=I_{\left|G_{C}\right|}$ and redefine

$$
\begin{align*}
& G_{C} \leftarrow G_{C} \cdot M  \tag{7.30}\\
& G_{C}^{\prime} \leftarrow G_{C}^{\prime} \cdot N . \tag{7.31}
\end{align*}
$$

7. Choose uniformly at random $V, V^{\prime} \in_{r} \mathbb{F}_{2}^{\left|G_{C}\right| \times\left|G_{B}\right|}$ and a $U \in_{r} G L\left(\mathbb{F}_{2},\left|G_{C}\right|\right)$.
8. Redefine

$$
\begin{align*}
G_{C}^{T} & \leftarrow U\left(V G_{B}^{T}+G_{C}^{T}\right)  \tag{7.32}\\
G_{C}^{\prime T} & \leftarrow\left(U^{-1}\right)^{T}\left(V^{\prime} G_{B}^{\prime T}+G_{C}^{\prime T}\right) \tag{7.33}
\end{align*}
$$

Note that this does not change the commutativity matrix since

$$
\begin{equation*}
U\left(V G_{B}^{T}+G_{C}^{T}\right) B\left(G_{C}^{\prime}+G_{B}^{\prime} V^{\prime T}\right) U^{-1}=I_{\left|G_{C}\right|} \tag{7.35}
\end{equation*}
$$

9. Let $G_{B}=\left\{g_{1}, \ldots, g_{\left|G_{B}\right|}\right\}$ and $G_{B}^{\prime}=\left\{g_{1}^{\prime}, \ldots, g_{\left|G_{B}^{\prime}\right|}\right\}$. For each $g_{i} \in G_{B}$, choose $\overline{g_{i}}$ satisfying

$$
\begin{align*}
{\left[\overline{g_{i}}, G_{A}\right] } & =0  \tag{7.36}\\
{\left[\overline{g_{i}}, G_{C}\right] } & =0  \tag{7.37}\\
{\left[\overline{g_{i}}, G_{C}^{\prime}\right] } & =0  \tag{7.38}\\
{\left[\overline{g_{i}},\left\{g_{i+1}, \ldots, g_{\left|G_{B}\right|}\right\}\right] } & =0  \tag{7.39}\\
{\left[\overline{g_{i}},\left\{g_{i+1}^{\prime}, \ldots, g_{\left|G_{B}\right|}^{\prime}\right\}\right] } & =0  \tag{7.40}\\
{\left[\overline{g_{i}},\left\{\overline{g_{1}}, \ldots, \overline{g_{i-1}}\right\}\right] } & =0  \tag{7.41}\\
\left\{\overline{g_{i}}, g_{i}\right\} & =0  \tag{7.42}\\
\left\{\overline{g_{i}}, g_{i}^{\prime}\right\} & =0 . \tag{7.43}
\end{align*}
$$

To see that such a choice of $\overline{g_{i}}$ always exists, note that it must satisfy at most $2 n$ affine linear equations, all of which are linearly independent, in a space of dimension $2 n$.

Now that we have prepared the generator matrices, we will step-by-step map between adjacent codes transversally.

### 7.3.2 Applying the transformation

10. For $1 \leq i \leq\left|G_{B}\right|$ indexing the elements of $G_{B}$, perform the transformation $g_{i} \mapsto \overline{g_{i}}$. Note that the resulting stabilizer codes are adjacent, and so the preceding discussion gives a transversal circuit for each mapping.
11. For $1 \leq i \leq\left|G_{C}\right|$ indexing the elements of $G_{C}$, perform the transformation $g_{i} \mapsto g_{i}^{\prime}$. Again, since the codes are adjacent, the mapping can be done transversally.
12. For $1 \leq i \leq\left|G_{B}\right|$ indexing the elements of $G_{B}^{\prime}$, perform the transformation $\overline{g_{i}} \mapsto g_{i}^{\prime}$ starting from $i=\left|G_{B}\right|$ and working backwards towards $i=1$. Again, we have a transversal circuit for each mapping.
13. Discard the ancilla.

This randomized variant differs from the original SRA in several ways. First, there is the introduction of ancilla, which we will see are vital for preserving the distance. Next, the SRA fixes the generating sets $G, G^{\prime}$ subject to the same $G_{A}$ and $G_{C}$ conditions, but with different $G_{B}$ conditions. Namely, the SRA fixes the $\bar{g}$ to be the product of the complementary logical operators to those operators in $G_{B}$ and $G_{B}^{\prime}$, which can be seen as nontrivial logical operators on the opposite code. This allows for a certain degree of freedom in choosing the order in which one converts between the two codes, but restricts the $G_{C}, G_{C}^{\prime}$ that are available to use. Also in the SRA, only the set of valid permutations among $G_{B}$ and $G_{C}$ are considered, which restricts the search for a distance-preserving mapping. In the rSRA, we consider the full set of invertible transformations on $G_{C}$ for a better chance of success. Finally, the transformation described above is symmetric in the sense that switching from $G$ to $G^{\prime}$ or $G^{\prime}$ to $G$ after step 9 results in the same set of intermediate codes. We will see that this simplifies the set of errors we must consider.

### 7.4 Distance bounds

We now show that, with low overhead and high probability, the described rSRA will yield a distance-preserving circuit. More specifically, we show that the intermediate codes preserve the distance of the extremal codes.

Theorem 7.2. Let $S, S^{\prime}$ be any two stabilizer codes with parameters $\left[\left[n_{1}, k, d_{1}\right]\right]$ and $\left[\left[n_{2}, k, d_{2}\right]\right]$, respectively. Let

$$
\begin{equation*}
d:=\min \left\{d_{1}, d_{2}\right\}, n:=\max \left\{n_{1}, n_{2}\right\} \tag{7.44}
\end{equation*}
$$

. Then, the rSRA will output a distance-preserving circuit mapping information encoded in $S$ to information encoded in $S^{\prime}$ with probability $1-\epsilon$ using

$$
\begin{equation*}
m=O\left(d \log \frac{n}{d}+\log \frac{1}{\varepsilon}\right) \tag{7.45}
\end{equation*}
$$

ancilla qubits.
Proof. Consider a particular error $e:|e|<d$. There are four different types of errors to consider.
(1) $e \in S \cap S^{\prime}$ : In this case, $e \in \operatorname{Span}\left(G_{A}\right)$, and so remains passively corrected throughout the transformation.
(2) $e \in S \backslash \mathcal{N}\left(S^{\prime}\right)$ : In this case, we can decompose $e=g_{A}+g_{B}+g_{C}$ where $g_{A} \in$ $\operatorname{Span}\left(G_{A}\right), g_{B} \in \operatorname{Span}\left(G_{B}\right)$, and $g_{C} \in \operatorname{Span}\left(G_{C}\right)$. Furthermore, $g_{C} \neq 0$, or else $e$ would be a logical operator of weight $<d$ for $S^{\prime}$. Thus, $e$ must be detected by $G_{C}^{\prime}$, and so it remains detectable after step 11. In particular, before the end of step $11, e$ must fall out of the intermediate stabilizer group. Suppose this occurs for the first time when transforming between two adjacent codes whose stabilizer groups differ by $g, g^{\prime}$. Then we can write $e=g+\sum_{i} a_{i} g_{i}$, and as $g^{\prime}$ commutes with all other $g_{i}$, it must be that $\left\{e, g^{\prime}\right\}=0$. Since $g^{\prime}$ remains in each intermediate code up through step 11, e must be detectable throughout.
(3) $e \in S^{\prime} \backslash \mathcal{N}(S)$ : This error is just an error of type (2) when performing the opposite transformation from $S^{\prime}$ to $S$. By symmetry of the scheme, the set of intermediate codes during this opposite transformation is the same, and so these errors remain detectable by the preceding argument.
(4) $e \notin \mathcal{N}(S) \cup \mathcal{N}\left(S^{\prime}\right)$ : Let $G_{C}^{(0)}, G_{C}^{(0)}$ be the bases $G_{C}$ and $G_{C}^{\prime}$ we choose after step 6 in the rSRA scheme, and let $G_{C}^{(1)}, G_{C}^{(1)}$ be the bases we choose after step 8. Note that the syndrome map for $G_{C}^{(1)}$ can then be expressed as

$$
\begin{equation*}
\operatorname{Syn}_{G_{C}^{(1)}}(e)=U\left(V \cdot \operatorname{Syn}_{G_{B}}(e)+\operatorname{Syn}_{G_{C}^{(0)}}(e)\right) \tag{7.46}
\end{equation*}
$$

In this case it must be that

$$
\begin{align*}
& \left(\operatorname{Syn}_{G_{A}}(e)\left|\operatorname{Syn}_{G_{B}}(e)\right| \operatorname{Syn}_{G_{C}^{(0)}}(e)\right)^{T} \neq 0,  \tag{7.47}\\
& \left(\operatorname{Syn}_{G_{A}}(e)\left|\operatorname{Syn}_{G_{B}^{\prime}}(e)\right| \operatorname{Syn}_{G^{\prime}(0)}^{(0)}(e)\right)^{T} \neq 0 . \tag{7.48}
\end{align*}
$$

Note that if $\operatorname{Syn}_{G_{A}}(e) \neq 0$, then $e$ is always detectable since each intermediate code includes the check operators from $G_{A}$. Thus, we only need to consider the case where $\operatorname{Syn}_{G_{A}}(e)=0$, and so we can assume that

$$
\begin{equation*}
\left(\operatorname{Syn}_{G_{B}}(e) \mid \operatorname{Syn}_{G_{C}^{(0)}}(e)\right)^{T} \neq 0 \tag{7.49}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\operatorname{Syn}_{G_{B}^{\prime}}(e) \mid \operatorname{Syn}_{G_{C}^{\prime(0)}}(e)\right)^{T} \neq 0 \tag{7.50}
\end{equation*}
$$

Let $P_{e}$ denote the probability that the error $e$ is undetectable in some intermediate code over the random choices of $U, V$, and $V^{\prime}$. We divide $P_{e}$ into three parts. Let $A_{e}$ denote the event that $S y n_{G_{C}^{(1)}}(e)=0, B_{e}$ the event that $S y n_{G_{C}^{\prime(1)}}(e)=0$, and let $C_{e}$ denote the event that both $S y n_{G_{C}^{(1)}}(e)$ and $S y n_{G_{C^{\prime}}(1)}(e)$ are nonzero, yet $e$ becomes undetectable on some intermediate code during the transformation. Then $P_{e} \leq \operatorname{Pr}\left[A_{e}\right]+\operatorname{Pr}\left[B_{e}\right]+\operatorname{Pr}\left[C_{e}\right]$. We bound $\operatorname{Pr}\left[A_{e}\right], \operatorname{Pr}\left[B_{e}\right]$, and $\operatorname{Pr}\left[C_{e}\right]$ separately. To bound $\operatorname{Pr}\left[A_{e}\right]$, note that

$$
\begin{equation*}
\operatorname{Syn}_{G_{C}^{(1)}}(e)=U\left(V \cdot \operatorname{Syn}_{G_{B}}(e)+\operatorname{Syn}_{G_{C}^{(0)}}(e)\right) . \tag{7.51}
\end{equation*}
$$

Since $U \in G L\left(\mathbb{F}_{2}, n-k\right), A_{e}$ occurs if and only if $V \cdot S_{S n}^{G_{B}}(e)+S y n_{G_{C}^{(0)}}(e)=0$. If $S y n_{G_{B}}(e)=0$, it must be the case that $S y n_{G_{C}^{(0)}}(e) \neq 0$, and so $S y n_{G_{C}^{(1)}}(e) \neq 0$; otherwise $S y n_{G_{B}}(e) \neq 0$ and $V \cdot \operatorname{Syn}_{G_{B}}(e)+S y n_{G_{C}^{(0)}}(e)$ is uniformly random over $\{0,1\}^{\left|G_{C}\right|}$. In either case, we have

$$
\begin{equation*}
\operatorname{Pr}\left[A_{e}\right] \leq 2^{-\left|G_{C}\right|} \tag{7.52}
\end{equation*}
$$

Repeating the same argument shows that $\operatorname{Pr}\left[B_{e}\right] \leq 2^{-\left|G_{C}\right|}$ as well. To bound $\operatorname{Pr}\left[C_{e}\right]$, define

$$
\begin{align*}
v & =V \cdot \operatorname{Syn}_{G_{B}}(e)+\operatorname{Syn}_{G_{C}^{(0)}}(e)  \tag{7.53}\\
w & =V^{\prime} \cdot \operatorname{Syn}_{G_{B}^{\prime}}(e)+\operatorname{Syn}_{G_{C}^{\prime}(0)}(e) . \tag{7.54}
\end{align*}
$$

Since $U v,\left(U^{-1}\right)^{T} w \neq 0, e$ will be detectable during steps 10 and 12 , and so $C_{e}$ occurs only if $e$ becomes undetectable during step 11. Specifically, it must be that $\operatorname{Syn}_{G_{A}}(e)=$ $0, S y n_{\bar{G}_{B}}(e)=0$, and the last 1 in the vector $U v$ occurs before the first 1 in the vector $\left(U^{-1}\right)^{T} w$. This is because we are sequentially replacing the check operators of $G$ with
the check operators of $G^{\prime}$, and so an error becomes undetectable for some intermediate code only if we produce some zero syndrome during this sequence of substitutions. By Lemma C.1, for two nonzero vectors $v, w \in\{0,1\}^{\left|G_{C}\right|}$, the probability that the last 1 in $U v$ comes before the first 1 in $\left(U^{-1}\right)^{T} w$ is bounded by $\left(\left|G_{C}\right|-1\right) \cdot 2^{-\left|G_{C}\right|}$.

Summing these three terms, we have $P_{e} \leq\left(\left|G_{C}\right|+1\right) \cdot 2^{-\left|G_{C}\right|}$. Taking a union bound, the probability $P$ that any of the intermediate codes fail to detect any error of weight less than $d$ is upper bounded by

$$
\begin{equation*}
P \leq \sum_{e:|e|<d} P_{e} \leq|\{e:|e|<d\}| \cdot\left(\left|G_{C}\right|+1\right) \cdot 2^{-\left|G_{C}\right|} . \tag{7.55}
\end{equation*}
$$

Taking a Chernoff bound, we get that this is in turn upper bounded as

$$
\begin{equation*}
P \leq 4^{n+m} \cdot e^{-D\left(\frac{d-1}{n+m} \| \frac{3}{4}\right)(n+m)} \cdot\left(\left|G_{C}\right|+1\right) \cdot 2^{-\left|G_{C}\right|} \tag{7.56}
\end{equation*}
$$

where $D(\cdot \| \cdot)$ is the KL-divergence. By the quantum singleton bound, we can assume $\frac{d-1}{n+m}<\frac{d-1}{n}<\frac{3}{4}$. Furthermore, by Lemma C.2, $\left|G_{C}\right|$ is given by $\operatorname{rank}\left(G^{T} B G^{\prime}\right)$, which is at least $m$. So the probability of failure can be further upper bounded by

$$
\begin{equation*}
P \leq 4^{n+m} \cdot e^{-D\left(\frac{d-1}{n+m} \| \frac{3}{4}\right)(n+m)} \cdot(m+1) \cdot 2^{-m} . \tag{7.57}
\end{equation*}
$$

It suffices to choose $m$ such that the above quantity is upper bounded by $\epsilon$ in order to achieve a high probability of success. In particular, the case $\varepsilon=1$ upper bounds the minimum number of ancilla qubits required for a fault-tolerant transformation. By Lemma C. 3 we observe that taking

$$
\begin{equation*}
m=O\left(d \log \frac{n}{d}+\log \frac{1}{\varepsilon}\right) \tag{7.58}
\end{equation*}
$$

is sufficient for the rSRA scheme to succeed with probability $1-\epsilon$.

### 7.5 Discussion

Theorem 7.2 shows that with high probability, the rSRA will produce a transversal circuit with intermediate codes that have distances at least the minimum of the distances of the extremal codes. It is important to note that this does not necessarily imply fault-tolerance. The reason is because, when measuring $g^{\prime}$, the randomness in the outcome prevents us from using that syndrome bit during error-correction. More specifically, consider the following two scenarios.

1. We project onto the $(+1)$-eigenspace of $g^{\prime}$.
2. We project onto the $(-1)$-eigenspace of $g^{\prime}$ and simultaneously experience an error that anticommutes with only $g^{\prime}$.

Then we cannot distinguish these two scenarios using only our syndrome bits, and so cannot correct the resulting error. More generally, we can cast the property required for fault-tolerance in terms of subsystem codes. For every conversion between adjacent codes, we consider the subsystem code with a single gauge degree of freedom corresponding to gauge operators $g^{\prime}$ and $g$. Then the resulting conversion will be $t$-fault-tolerant precisely when the resulting subsystem code has distance $2 t+1$. This is because the redundant syndrome information can diagnose errors without the syndrome bit associated to $g^{\prime}$, and so ensure that we project onto the correct eigenspace. For this reason, additional techniques may be required to achieve fault-tolerance using the rSRA, such as error-detection on the ancilla. We leave this to future work.

These techniques contrast with recent results from [120], where it was shown that pieceable fault-tolerance offers generic fault-tolerant code switching between stabilizer codes subject to certain constraints. However, their techniques require that the codes are nondegenerate and have some set of native fault-tolerant Clifford gates, allowing a fault-tolerant SWAP gate between different codes. One could also consider preparing a second code state and using logical teleportation to achieve a fault-tolerant mapping [28].

Practically, on small examples, one finds that often no ancilla qubits are required to find a distance-preserving circuit, which is desirable as the resulting circuit may then be fault-tolerant. In general, this can be attributed to a coarse accounting of $\left|G_{C}\right|$ in terms of the number $m$ of ancilla qubits. In most cases, $N(S) \cap N\left(S^{\prime}\right)$ will be small, and so the ancilla will be superfluous.

Moreover, the multi-qubit gate complexity of the algorithm is $\sum_{P \in\left\{\overline{g_{i}}\right\} \cup G_{B} \cup G_{C}}|P|$, so that choosing a low weight generating set is ideal for reducing the complexity of the code switching circuit. For this reason, LDPC codes might provide more efficient code switching circuits, although preserving the distance may depend on choosing a high weight set of generators.

This algorithm derives its usefulness from its generality. For specific code switching examples, it may be profitable to modify the circuit using the rSRA as a template, augmented with a larger class of fault-tolerant manipulations such as local Clifford gates, in order to search for a fault-tolerant mapping. For large code sizes, the use of high-weight Shor-style measurements is limiting as it requires large verified CAT states. Thus, this technique may be most useful as a step in a concatenated scheme, or simply as a search ansatz.

One subtlety about the rSRA is that, while it outputs a distance-preserving circuit switching between two codes with high probability, this is difficult to check. This follows from the difficulty of computing the minimum distance of a generic error-correcting code, which is a co-NP-hard problem in general [124]. Indeed, even when restricting to a particular distance, this check remains extremely costly. This poses a barrier to derandomizing the algorithm, which would be one desirable avenue for future improvement.

Another such improvement would be to minimize overhead. One could imagine taking a random local clifford transformation in order to increase the size of $G_{C}$, rather than introducing ancilla. Such a strategy would be interesting since locally equivalent codes have nearly identical properties. Of course, modifying the algorithm to ensure fault-tolerance is the most important improvement.

If it is true that one can always choose locally equivalent representatives for which the rSRA provides a distance-preserving conversion without ancilla, this would suggest that all error-protected information in stabilizer codes is, in some sense, "transversally equivalent". This contrasts with the diverse set of equivalence classes of locally unitarily equivalent codes, which can be identified as distinct submanifolds of Grassmanians. Indeed, it may be of conceptual interest to interpret these upper-bounds in a broader framework of faulttolerance, such as the one investigated in [125].

Similarly, the generality of the rSRA provides an aesthetically nice interpretation of error-protected information. It suggests that, with the addition of some minimal overhead, any stabilizer error-protected encoding of information is indeed "transversally equivalent" to any other.

## CHAPTER 8

## Summary and conclusions

In this thesis, we have studied several problems in the interdisciplinary of classical and quantum information. We investigated situations where quantum information proves intrinsically different from their classical counterpart, and designed classical algorithms that facilitate quantum computing by providing more robust and accurate implementations. In particular, we have contributed the following.

### 8.1 Resillience of quantum hashing against classical leakage

### 8.1.1 Summary

In Chapter 3, we studied the comparison between two properties of a classical-quantum correlation, namely the amount of initial classical-classical correlation required to generate it (i.e. the conversion parameter), and the maximum amount of classical-classical correlation it can possibly yield post-measurement (i.e. the guessing probability). Although the two quantities are obviously the same for classical-classical correlations, we proved an arbitrary separation between the two quantities for classical-quantum correlations.

As an application, we looked at quantum cryptographic hash functions. Such functions are examples where the hash itself hardly contains any information of the classical secret message, yet generating it correctly requires full information of the message. It was then proved that quantum cryptographic hashing is maximally resilient to classical leakage. The result also indicated that inherently new approaches must be found in order to prove the existence of quantum-proof extractors with comparable parameters as their classical counterparts.

### 8.1.2 Future work

Existence of quantum-proof extractors. The result in [33] originated from the author's investigation into non-constructive proof of the existence of quantum-proof extractors. One long-standing open problem is in what range of parameters do (non-constructive) quantumproof extractors exist. Probabilistic methods yield existence of randomness extractors with optimal parameters, and the existence of classical-proof extractors follow naturally; however, the argument fails for quantum-proof extractors since it is no longer possible to define conditional distributions conditioned on a pre-measurement quantum state.

One reason that the existence of quantum-proof extractors is hard to prove is the lack of results to classify classical-quantum states. For classical joint distributions, Lemma 3.4 indicates that in order to prove that a certain function is a classical-proof extractor, it suffices to evaluate its performance over the set of conditionally uniform distributions. Such a set is a polyhedron of finite dimension, thus in principle easy to deal with. Classical-quantum states, on the other hand, does not yet have such a reduction into the finite-dimensional case. Future work is needed to further investigate the structure of the set of classicalquantum states with a certain conditional min-entropy (defined as $C Q(k)$ in 3.5).

### 8.2 Limitations of classical strong simulations

### 8.2.1 Summary

In Chapter 4 and 5, we studied the limitation of classical strong simulations of quantum computation.

One natural representation of a general quantum circuit is a tensor network, and almost all predominant strong simulators achieve strong simulation by tensor network contraction, with various techniques for resource saving. In particular, all those techniques fall into a two-step paradigm: first, a monotone arithmetic circuit with respect to certain entries of the tensor network is constructed, and second, the values of the entries are put into the monotone arithmetic circuit to yield the result amplitude value. We call strong simulations in this paradigm monotone. While techniques can be applied to simplify the monotone arithmetic circuits in the first step, the monotone arithmetic circuit is inherently large on size if the function to be computed is sufficiently complicated. Applying hardness results of computing the permanent using monotone arithmetic circuit, we proved an unconditional and explicit lower bound of the complexity of monotone strong simulation.

For more general strong classical simulations, unconditional lower bounds are no longer available without a breakthrough in complexity theory (i.e. answering the question whether
$\# P=P$ ), and we go to conditional lower bounds, with a goal of proving lower bounds as explicit as possible using the most widely-believed computational assumptions. We prove that strong simulation of general $n$-qubit quantum circuit with polynomial size takes at least exponential time in terms of $n$ based on the Exponential Time Hypothesis (ETH); the exponent can be made explicit based on the Strong Exponential Time Hypothesis (SETH). We further explore the hardness of strong simulation in terms of the number of $T$ gates in a Clifford $+T$ circuit, and proved a strong exponential lower bound based on ETH. Lower bounds with explicit exponents were also computed based on the state-of-the art SAT and 3 -SAT solvers.

### 8.2.2 Future work

Superior weak simulator. Since strong quantum simulation is fundamentally unscalable, one must go to weak simulation methods that are intrinsically different from strong simulation methods. It has been long known that efficient exact (or multiplicatively approximate) weak simulation would result in the polynomial hierarchy collapsing to the third level [126], and efficient additively approximate weak simulation would defeat the purpose of quantum computing (i.e. $B Q P=B P P$ ). However, how exactly difficult weak simulation is, and to what size of quantum devices can we hope to perform weak simulation, are important questions yet to be answered. Understanding the difference between weak and strong simulations, identifying fundamental limitations of weak simulations and designing efficient weak simulation methods will be increasingly important with the rapid improvements of quantum devices.

Space efficient strong simulation. Our work only focused on the total time of strong simulation. Although the results set a boundary beyond which strong simulation would be almost absolutely intractable, current simulation methods can still be greatly improved with clever memory allocation and parallelization. In times where space becomes a limiting factor, we are also interested in space-efficient strong simulators, or the tradeoff between time and space for strong simulators. Along this line, there is the Feynman path-integral which has time complexity $O\left(2^{n d}\right)$, where $n$ is the number of qubits and $d$ is the number of indices in the tensor network (linear to the number of gates). More recently, Aaronson and Chen [75] used Savitchs Theorem to show that one can achieve a $O\left(d^{n}\right)$ time-complexity. Does there then exist an even faster space-efficient strong simulator with time-complexity $O\left(d \cdot 2^{n}\right)$ ? Can we fine-tune such a simulator to achieve a general time-space tradeoff, as in [75]?

### 8.3 Numerically stable algorithm for angle finding

### 8.3.1 Summary

In Chapter 6, we investigated the problem of finding angle sequences in quantum signal processing. Quantum signal processing is a simple and elegant quantum algorithm paradigm which achieves optimal complexity for various quantum algorithmic tasks. However, one drawback of quantum signal processing is that there is yet to be a numerically stable algorithm for finding the angles for the single qubit rotations. Although running the quantum circuit is efficient, designing the quantum circuit itself might suffer from numerical instability of angle-finding algorithms.

We investigated the problem from an algebraic perspective, by looking at Laurant polynomials over $M(2, \mathbb{C})$, and some subalgebras of it we called Low and Haah algebra respectively. We analyzed the unitary elements with parity lying in those two algebras, and showed that any element in the unitary parity group is uniquely decomposable. This allows us to decompose a unitary element in a binary manner by solving over-determined linear systems, such that initial error would only propagate polynomially with respect to the degree of the element. We further provided experimental evidence that our method is indeed numerically stable, by showing that angle finding for Hamiltonian simulation can be done more than one magnitude faster than previous algorithms.

### 8.3.2 Future work

Theoretical proof for numerical stability. We are yet to be able to show that our method is theoretically guaranteed to be numerically stable. Such a proof requires either a better understanding of the linear system we are trying to solve, or a modification of the algorithm (e.g. using weighted least-square instead of the least-square method). We leave this to future work.

More efficient angle-finding algorithms. Both our algorithm and the current state-of-the-art [24] run in time $\tilde{O}\left(n^{3}\right)$, and it is not clear that such time complexity is the best one can achieve. To come up with a faster algorithm, one would need to find an alternative to the root finding step in the completion phase, either by finding roots more quickly for specialized inputs or by designing a novel algorithm that does not need the root information at all. We leave this to future work.

### 8.4 Transversal switching between stabilizer codes

### 8.4.1 Summary

In Chapter 7, we considered the problem if finding a path of deformation from one stabilizer code to another, while the intermediate codes all have a large distance. Based on the proposal in [31], we proved theoretical upper bounds that any intermediate code fails to have a large distance using the probabilistic method. With ancilla qubits introduced, this quantity can be made arbitrarily small, yielding a randomized algorithm for code switching while preserving the distance with high probability.

### 8.4.2 Future work

Fault-tolerant switching between stabilizer codes. The result in Chapter 7 derives its usefulness from its generality. However, there are major drawbacks of the rSRA scheme, which might be improved in future work to generate a fully fault-tolerant code-switching scheme:

- The distance-preserving property is unclear how to verify and how to make use of. Given a stabilizer code, verifying that it is indeed of a certain distance $d$ is a co-NP-complete problem. Although the probabilistic method almost certainly yields a distance-preserving deformation path, it is difficult to verify for a single trial that a distance-preserving path has been found. Moreover, for active error correction, distance is not the only limiting factor for error correction. Being able to decode a syndrome, i.e. to find a low-weight error configuration generating a certain syndrome is necessary for correcting that error. It is not known how one can design efficient decoders for each of the randomly generated intermediate codes. It would be more favorable to derandomize the rSRA scheme, such that each individual code has a provable distance and is equipped with an efficient decoder.
- In some cases, especially when we are switching between non-degenerate codes, the distance-preserving property automatically yields fault-tolerance. This is not the case, however, for more general stabilizer codes with degeneracy. It might be the case that different methods other than sequential deformation are needed to overcome this issue.


## APPENDIX A

## Proof of the Cotlar-Stein Lemma

We present here the proof of the Cotlar-Stein Lemma used in Chapter 3, Section 3.3 for completeness.

Lemma A. 1 (Cotlar-Stein Lemma). For a set of unit vectors $\left\{\left|\psi_{1}\right\rangle,\left|\psi_{2}\right\rangle, \cdots,\left|\psi_{n}\right\rangle\right\}$ with maximum fidelity $\max _{i, j: i \neq j}\left|\left\langle\psi_{i} \mid \psi_{j}\right\rangle\right| \leq \delta$, we have

$$
\begin{equation*}
\lambda_{\max }\left(\sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right) \leq 1+(n-1) \delta . \tag{A.1}
\end{equation*}
$$

Proof. We use the fact that the operator norm is upper bounded by all Schatten $p$ norms, i.e.

$$
\begin{equation*}
\lambda_{\max }(\rho)=\|\rho\|_{\infty}=\lim _{p \rightarrow \infty}\left(\operatorname{Tr}\left[\rho^{p}\right]\right)^{1 / p} \tag{A.2}
\end{equation*}
$$

For an arbitrary positive integer $m$, let's now bound

$$
\begin{equation*}
\| \sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| \|_{m}^{m}=\operatorname{Tr}\left[\left(\sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right)^{m}\right] . \tag{A.3}
\end{equation*}
$$

We have

$$
\begin{align*}
\operatorname{Tr}\left[\left(\sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right)^{m}\right] & =\sum_{i_{1}, \cdots, i_{m} \in[n]} \operatorname{Tr}\left[\prod_{j=1}^{m}\left|\psi_{i_{j}}\right\rangle\left\langle\psi_{i_{j}}\right|\right]  \tag{A.4}\\
& =\sum_{i_{1}, \cdots, i_{m} \in[n]} \prod_{j=1}^{m-1}\left\langle\psi_{i_{j}} \mid \psi_{i_{j+1}}\right\rangle \cdot\left\langle\psi_{i_{m}} \mid \psi_{i_{1}}\right\rangle  \tag{A.5}\\
& \leq \sum_{i_{1}, \cdots, i_{m} \in[n]} \prod_{j=1}^{m-1}\left|\left\langle\psi_{i_{j}} \mid \psi_{i_{j+1}}\right\rangle\right| \cdot\left|\left\langle\psi_{i_{m}} \mid \psi_{i_{1}}\right\rangle\right| . \tag{A.6}
\end{align*}
$$

Using the fact that both $\left|\psi_{i_{m}}\right\rangle$ and $\left|\psi_{i_{1}}\right\rangle$ are unit vectors, we have $\left|\left\langle\psi_{i_{m}} \mid \psi_{1}\right\rangle\right| \leq 1$. Then

$$
\begin{align*}
\operatorname{Tr}\left[\left(\sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right)^{m}\right] & \leq \sum_{i_{1}, \cdots, i_{m} \in[n]} \prod_{j=1}^{m-1}\left|\left\langle\psi_{i_{j}} \mid \psi_{i_{j+1}}\right\rangle\right|  \tag{A.8}\\
& \leq \sum_{i_{1}, \cdots, i_{m-1} \in[n]} \prod_{j=1}^{m-2}\left|\left\langle\psi_{i_{j}} \mid \psi_{i_{j+1}}\right\rangle\right| \cdot \sum_{i_{m}}\left|\left\langle\psi_{i_{m-1}} \mid \psi_{i_{m}}\right\rangle\right| \tag{A.9}
\end{align*}
$$

Note that for every $i_{m-1}$, the term $\sum_{i_{m}}\left|\left\langle\psi_{i_{m-1}} \mid \psi_{i_{m}}\right\rangle\right|$ can be upper bounded by $1+(n-1) \delta$. Repeatedly applying this argument, we have

$$
\begin{align*}
\operatorname{Tr}\left[\left(\sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right)^{m}\right] & \leq \sum_{i_{1}, \cdots, i_{m-1} \in[n]} \prod_{j=1}^{m-2}\left|\left\langle\psi_{i_{j}} \mid \psi_{i_{j+1}}\right\rangle\right| \cdot(1+(n-1) \delta)  \tag{A.11}\\
& \leq \sum_{i_{1}, \cdots, i_{m-2} \in[n]} \prod_{j=1}^{m-3}\left|\left\langle\psi_{i_{j}} \mid \psi_{i_{j+1}}\right\rangle\right| \cdot(1+(n-1) \delta)^{2}  \tag{A.12}\\
& \leq \cdots  \tag{A.13}\\
& \leq \sum_{i_{1}}(1+(n-1) \delta)^{m-1}  \tag{A.14}\\
& =n \cdot(1+(n-1) \delta)^{m-1} \tag{A.15}
\end{align*}
$$

Therefore, for every $m$ we have

$$
\begin{equation*}
\lambda_{\max }\left(\sum_{i=1}^{n}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right) \leq(1+(n-1) \delta)^{1-\frac{1}{m}} \cdot n^{1 / m} \tag{A.16}
\end{equation*}
$$

The result follows by letting $m \rightarrow \infty$.

## APPENDIX B

## Proof of the Sparsification Lemma

Given a 3-SAT instance $\phi=C_{1} \wedge C_{2} \wedge \ldots C_{m}$, we identify each clause $C_{1}, C_{2}, \ldots C_{m}$ as a subset of all literals $\left\{x_{1}, \neg x_{1}, x_{2}, \neg x_{2}, \ldots, x_{n}, \neg x_{n}\right\}$. We start from a simple Boolean identity:

$$
\begin{equation*}
(a \vee b) \wedge(a \vee c)=a \vee(b \wedge c) \tag{B.1}
\end{equation*}
$$

This identity implies the following Lemma.
Lemma B.1. For an arbitrary subset $\left\{C_{1}, \ldots, C_{m^{\prime}}\right\}$ of clauses of $\phi$ and for $C:=\bigcap_{i=1}^{m^{\prime}} C_{i}$, we have $\phi=\phi_{1} \vee \phi_{2}$, where

$$
\begin{align*}
& \phi_{1}=C \wedge C_{m^{\prime}+1} \wedge C_{m^{\prime}+2} \wedge \cdots \wedge C_{m}  \tag{B.2}\\
& \phi_{2}=\left(C_{1} \backslash C\right) \wedge\left(C_{2} \backslash C\right) \wedge \cdots \wedge\left(C_{m^{\prime}} \backslash C\right) \wedge C_{m^{\prime}+1} \wedge C_{m^{\prime}+2} \wedge \cdots \wedge C_{m} \tag{B.3}
\end{align*}
$$

Given that $\phi$ is a 3-SAT instance, both $\phi_{1}$ and $\phi_{2}$ are also 3-SAT instances. Moreover, we also have the following.

Lemma B.2. Let $\phi, \phi_{1}, \phi_{2}$ be defined as in Lemma B.1. Then neither of the new instances has length greater than the original: $L(\phi) \geq L\left(\phi_{1}\right), L\left(\phi_{2}\right)$.

Sunflowers. We call a collection $C_{1}, \ldots, C_{m^{\prime}}$ of clauses a $(k, h)$-sunflower (with $h>0$ ) if

- Each $C_{i}$ contains exactly $k$ literals, and
- $C:=\bigcap_{i=1}^{m^{\prime}} C_{i}$ contains $h$ literals.
$C$ is then called the heart of the sunflower and the collection $\left\{C_{1} \backslash C, \cdots, C_{m^{\prime}} \backslash C\right\}$ of clauses are called petals. The algorithm for sparsification then keeps a set of current 3-SAT formulas whose disjunction is $\phi$. Moreover, it repeatedly replaces a formula in this set with two formulas as long as it finds a collection of its clauses that is a large sunflower. One of
these new formulas is obtained from the original by replacing the sunflower with its petals, while the other is obtained by replacing the sunflower with its heart.

Sparsification Algorithm. For 3-SAT instances, there are three kinds of sunflowers: $(2,1)$-sunflowers, $(3,2)$-sunflowers, and $(3,1)$-sunflowers. Consider the following algorithm parametrized by $\theta_{1}, \theta_{2}: 1 \leq \theta_{1} \leq \theta_{2}$ to be determined. Call a sunflower good if it is a $(2,1)$ - or $(3,2)$-sunflower of size at least $\theta_{1}$, or a $(3,1)$-sunflower of size at least $\theta_{2}$. Among good sunflowers, $(2,1)$-sunflowers have higher priority than (3, 2)-sunflowers, and $(3,2)$-sunflowers have higher priority than $(3,1)$-sunflowers. Our sparsification algorithm first creates an empty list $\ell$, which is a global variable, and then calls (once) the recursive SPARSIFY algorithm below.

```
procedure SPARSIFY( }\phi\mathrm{ )
```

if $\phi$ does not contain a good sunflower then append $\phi$ to $\ell$.
else
let $C_{1}, C_{2}, \ldots, C_{m^{\prime}}$ be a good sunflower in $\phi$ with the highest priority and let $C$ be the heart
$\phi_{h}=\operatorname{REDUCE}\left(C \wedge C_{m^{\prime}+1} \wedge C_{m^{\prime}+2} \wedge \cdots \wedge C_{m}\right)$ $\phi_{p}=\operatorname{REDUCE}\left(\left(C_{1} \backslash C\right) \wedge\left(C_{2} \backslash C\right) \wedge \cdots \wedge\left(C_{m^{\prime}} \backslash C\right) \wedge C_{m^{\prime}+1} \wedge C_{m^{\prime}+2} \wedge \cdots \wedge C_{m}\right)$ $\operatorname{SparSIFY}\left(\phi_{h}\right) ; \operatorname{SpARSIFY}\left(\phi_{p}\right)$
end if
end procedure

Figure B.1: The Algorithm Sparsify.

```
procedure REDUCE( }\phi\mathrm{ )
    while}\phi\mathrm{ contains two clauses }\mp@subsup{C}{i}{}\mathrm{ and }\mp@subsup{C}{j}{},\mp@subsup{C}{i}{}\subseteq\mp@subsup{C}{j}{}\mathrm{ do
        remove C from }
    end while
    return }
end procedure
```

Figure B.2: The Algorithm Reduce.

Note that the algorithm traverses through a binary recursion tree rooted at $\phi$, where each node corresponds to a 3-SAT formula. The set of 3-SAT formulae corresponding to leaf nodes is the collection of instances in $\ell$, which is the list we needed to construct. A recursive application of Lemma B. 1 gives that $\bigvee_{\phi_{i} \in \ell} \phi_{i}=\phi$. We further prove the following.

- Each leaf node corresponds to a formula of length at most $\eta\left(\theta_{1}, \theta_{2}\right) n$, where

$$
\begin{equation*}
\eta\left(\theta_{1}, \theta_{2}\right):=2\left(\theta_{1}+\theta_{2}\right) \tag{B.4}
\end{equation*}
$$

- There are at most $2^{\gamma\left(\theta_{1}, \theta_{2}\right) n}$ nodes in the tree, where

$$
\begin{equation*}
\gamma\left(\theta_{1}, \theta_{2}\right):=4 \theta_{1} \times H\left(\frac{1}{4 \theta_{1}^{2}}+\frac{1}{\theta_{2}}\right) ; \quad H(p):=-p \log _{2} p-(1-p) \log (1-p) \tag{B.5}
\end{equation*}
$$

- Our algorithm runs in time $O\left(2^{\gamma\left(\theta_{1}, \theta_{2}\right)}\right.$ poly $\left.(n)\right)$. This follows immediately from the above.

Maximum Length of Each Leaf Node. Given a 3-SAT instance $\phi^{*}$, denote the number of 2 -clauses by $m_{2}$ and the number of 3 -clauses by $m_{3}$. Clearly, $L\left(\phi^{*}\right)=2 m_{2}\left(\phi^{*}\right)+$ $3 m_{3}\left(\phi^{*}\right)-1$. Let $d_{j}\left(\phi^{*}\right)$ be the maximum number of clauses of size $j$ with an nonempty intersection. We have the following observation (by counting the total number of literals in 2 -, respectively 3-, clauses):

$$
\begin{aligned}
2 m_{2}\left(\phi^{*}\right) & \leq 2 n \cdot d_{2}\left(\phi^{*}\right) \\
3 m_{3}\left(\phi^{*}\right) & \leq 2 n \cdot d_{3}\left(\phi^{*}\right)
\end{aligned}
$$

For a formula $\phi^{*}$ on a leaf node, since there are no $(2,1)$-sunflowers of size at least $\theta_{1}$, we have $d_{2}\left(\phi^{*}\right)<\theta_{1}$. Similarly, $d_{3}\left(\phi^{*}\right)<\max \left(\theta_{1}, \theta_{2}\right)=\theta_{2}$. Together with Lemma B.2, these give:

$$
\begin{equation*}
L\left(\phi^{*}\right)=2 m_{2}\left(\phi^{*}\right)+3 m_{3}\left(\phi^{*}\right)-1<2\left(\theta_{1}+\theta_{2}\right) m\left(\phi^{*}\right) \leq 2\left(\theta_{1}+\theta_{2}\right) m(\phi) \tag{B.6}
\end{equation*}
$$

Number of Leaf Nodes. To upper bound the number of leaf nodes, we need the notion of immigrant clauses. For any formula on some node of the recursion tree, call a clause immigrant if that clause is not present in the root. For any path from the root to a leaf, all immigrant clauses that newly appear are distinct (i.e. it cannot happen that an immigrant clause disappears and then reappears later). This leads to the following observation.

Observation B.1. REDUCE only happens when a newly introduced immigrant clause is contained in previously present clauses.

The high-level idea of the proof is as follows: we show that there are at most a linear number of immigrant clauses ever introduced. Since in each round at least one immigrant clause is introduced, the recursion tree has linear depth. Moreover, many immigrant clauses
are created whenever the petals of a sunflower are taken, and so there must be few such steps, further restricting the number of leaves.

Let $r_{2}\left(\phi^{*}\right)$ be the maximum number of immigrant 2 -clauses with nonempty intersection. Clearly $r_{2}\left(\phi^{*}\right) \leq d_{2}\left(\phi^{*}\right)$. The following holds for every node in the recursion tree.

Lemma B.3. For every formula $\phi^{*}$ in the recursion tree, $r_{2}\left(\phi^{*}\right) \leq 2 \theta_{1}-1$.
Proof. The proof follows by induction from top to bottom. For the root, $\phi$, we have $r_{2}(\phi)=$ 0 . Next consider a non-top node $v$ on which a new immigrant 2 -clause is created, and the corresponding formula $\phi^{*}$. There are two cases to consider.

- $\phi^{*}$ takes the heart of a (3,2)-sunflower from its parent $\phi^{\prime}$. Since $\phi^{\prime}$ does not have a $(2,1)$-sunflower of size $\theta_{1}, d_{2}\left(\phi^{\prime}\right) \leq \theta_{1}-1$. By only adding one new 2 -clause, we have that

$$
\begin{equation*}
r_{2}\left(\phi^{*}\right) \leq d_{2}\left(\phi^{*}\right) \leq d_{2}\left(\phi^{\prime}\right)+1 \leq \theta_{1} \leq 2 \theta_{1}-1 \tag{B.7}
\end{equation*}
$$

- $\phi^{*}$ takes the petals of a $(3,1)$-sunflower from its parent $\phi^{\prime}$. Similar to the former case, $d_{2}\left(\phi^{\prime}\right) \leq \theta_{1}-1$. Assume that $r_{2}\left(\phi^{*}\right) \geq 2 \theta_{1}$. Then there exists a literal $y$ which appeared in at least $\theta_{1}+1$ of the newly-formed petals. However, this is not possible as there would be a $(3,2)$-sunflower of size at least $\theta_{1}+1$ in $\phi^{\prime}$, and the algorithm would choose that sunflower instead of a $(3,1)$-sunflower.

This leads to the following observation.
Observation B.2. An immigrant clause of size one can only reduce at most $2 \theta_{1}-1$ immigrant clauses of size two.

There are at most $n$ immigrant 1-clauses introduced (literals corresponding to a single variable can be immigrant at most once), and so there are at most $\left(2 \theta_{1}-1\right) n$ immigrant 2-clauses reduced by them (because in each reduction at most $2 \theta_{1}-1$ immigrant clauses are eliminated). When the algorithm arrives at a leaf, $\phi^{*}$, because $r_{2}\left(\phi^{*}\right) \leq 2 \theta_{1}-1$, we have that the total number of immigrant 2-clauses that remains is at most $\frac{\left(2 \theta_{1}-1\right) 2 n}{2}<\left(2 \theta_{1}-1\right) n$. Thus the number of immigrant 2-clauses ever introduced is at most $\left(4 \theta_{1}-2\right) n$. In each step going down in the recursion tree at least one new immigrant one- or two- clause was created, and so depth of the recursion tree is at most $\left(4 \theta_{1}-2\right) n+n<4 \theta_{1} n$. This alone would not be sufficient to get a good estimate on the number number of leaves, but we further observe the following.

Each time the petals of a sunflower are taken, either at least $\theta_{1} 1$-clauses are introduced, or at least $\theta_{2} 2$-clauses are introduced. Therefore, the number of petals taken along a path from the root to a leaf is at most $\frac{n}{\theta_{1}}+\frac{4 \theta_{1} n}{\theta_{2}}$. This gives the bound

$$
\begin{equation*}
\sum_{i=0}^{\frac{n}{\theta_{1}}+\frac{4 \theta_{1} n}{\theta_{2}}}\binom{4 \theta_{1} n}{i} \leq 2^{\gamma\left(\theta_{1}, \theta_{2}\right) n} \tag{B.8}
\end{equation*}
$$

on the number of leafs, where $\gamma\left(\theta_{1}, \theta_{2}\right) \leq 4 \theta_{1} H\left(\frac{1}{4 \theta_{1}^{2}}+\frac{1}{\theta_{2}}\right)$.
Optimization. First, note that Equation B. 8 and $H(p) / p\left(1+\log _{2} \frac{1}{p}\right) \longrightarrow 1$ at $p=0$ given that $\gamma\left(\theta_{1}, \theta_{2}\right)$ can be arbitrarily small at $\theta_{2}=4 \theta_{1}^{2}$ and for $\theta_{1}$ sufficiently large. This, together with Equation B.6, gives the Sparsification Lemma.

Next, we compute the values for $\theta_{1}$ and $\theta_{2}$ that optimize the hardness reductions from instances whose size parameters are expressed in terms of $n$ to instances whose size parameters are expressed in terms of $L$.

## B.1 Proof of Lemma 5.4

In this section, we prove Lemma 5.4 for completeness. Recall Lemma 5.4:
Lemma B. 4 (Lemma 5.4, restates). Assuming the ETH, there exists constant a $>0$ such that any classical algorithm solving 3-SAT instances with length $L$ takes $2^{a L}$ time, where again $L$ is the length of the formula.

Proof. Suppose that for each $a>0$, contradictory to Lemma 5.4, there is an algorithm $\operatorname{SolvE}_{a}$ that solves 3-SAT in time $O\left(2^{a L}\right)$. We show that the existence of such a family of algorithms implies the existence of a family of algorithms that solve 3-SAT in time $O\left(2^{\epsilon n}\right)$ for every $\epsilon>0$, contradicting the ETH. Given $\epsilon>0$, set $\epsilon^{\prime}=\epsilon / 2$. Consider the following algorithm.

1. Given a $3-S A T$ instance $\phi$ over $n$ variables, run the Sparsification Algorithm and get $k 3$-SAT instances $\phi_{1}, \ldots, \phi_{k}$, where $k \leq 2^{\epsilon^{\prime} n}$, each of length at most $c\left(\epsilon^{\prime}\right) n$.
2. Solve every instance $\phi_{1}, \ldots, \phi_{k}$ using the algorithm $\operatorname{SoLVE}_{\epsilon^{\prime} / c\left(\epsilon^{\prime}\right) n}$.
3. If any of the $\phi_{i}$ are satisfiable, output 1 ; otherwise output 0 .

By the Sparsification Lemma, Step 1 takes time $2^{\epsilon^{\prime} n} \operatorname{poly}(n)$ time. Solving an instance in Step 2 takes time $2^{\frac{\frac{\epsilon}{}^{\prime}\left(\epsilon^{\prime}\right)}{} c\left(\epsilon^{\prime}\right) n}$ since $L \leq c\left(\epsilon^{\prime}\right) n$. The total running time of Step 2 is then
$2^{\left(\epsilon^{\prime}+\epsilon^{\prime}\right) n}=2^{\epsilon n}$. Finally, Step 3 combines the results from Step 2, and so takes time $O\left(2^{\epsilon^{\prime} n}\right)$. The overall running time is then dominated by $2^{\epsilon n}$.

## B. 2 Proof of Lemma 5.5

In this section, we present the proof of Lemma 5.5 for completeness. The proof of Lemma 5.5 is very similar to the proof of Lemma 5.4, except that we now have to calculate the explicit constants. Recall Lemma 5.5:

Lemma B. 5 (Lemma 5.5, restated). Assume that a classical algorithm solves 3-SAT in time $O\left(2^{3.1432 \times 10^{-7} L}\right)$, where $L$ is the length of the formula, $m_{2}$ is the number of 2 -clauses, $m_{3}$ is the number of 3-clauses, so that $m=m_{2}+m_{3}$ and $L=2 m_{2}+3 m_{3}-1$.

Then one can create a 3-SAT solver that achieves an $O\left(1.3^{n}\right)$ running-time for $m=$ $\operatorname{poly}(n)$, where $n$ denotes the number of variables of the 3-SAT instance and $m$ denotes the number of clauses.

Proof. Assume we had a 3-SAT solver Solve that runs in time $o\left(2^{3.1432 \times 10^{-7} L}\right)$ on instances of length $L$. From it, we construct a 3-SAT solver SOLVE' that runs in time $o\left(1.3^{n}\right)$, beating the current best 3 -SAT solver. Let $\theta_{1}=109.395$ and $\theta_{2}=58367.2$. Solve' will then

- Run the Sparsification Algorithm on input $\phi$ to get a list $\ell$ of $2^{\gamma\left(\theta_{1}, \theta_{2}\right) n}$ sparse instances in time $O\left(2^{\gamma\left(\theta_{1}, \theta_{2}\right) n}\right.$ poly $\left.(n)\right)$, each with length $\eta\left(\theta_{1}, \theta_{2}\right) n$. We have $\bigvee_{\phi_{i} \in \ell} \phi_{i}=$ $\phi$.
- Use SOLVE to solve each instance $\phi_{i}$ in time $o\left(2^{3.1432 \times 10^{-7} \eta\left(\theta_{1}, \theta_{2}\right) n}\right)$. The total running time is then less than

$$
\begin{equation*}
2^{3.1432 \times 10^{-7}\left(\eta\left(\theta_{1}, \theta_{2}\right)+\gamma\left(\theta_{1}, \theta_{2}\right)\right) n} \text {. } \tag{B.9}
\end{equation*}
$$

- If any of the instances are satisfiable, it outputs 1 , otherwise it outputs 0 . This step takes time $O\left(2^{\gamma\left(\theta_{1}, \theta_{2}\right) n}\right)$.

The dominating term in the running time is then $2^{3.1432 \times 10^{-7}\left(\eta\left(\theta_{1}, \theta_{2}\right)+\gamma\left(\theta_{1}, \theta_{2}\right)\right) n}$. An easy calculation shows that SOLVE' runs in $o\left(1.3^{n}\right)$, beating the current best bound.

## APPENDIX C

## Lemmas for code distance bounds

In this appendix, we provide proofs of some technical lemmas in Chapter 7 for completeness.

Lemma C.1. Let $v, w \in\{0,1\}^{n} \backslash\{0\}$ and $U \in_{r} G L\left(\mathbb{F}_{2}, n\right)$. Let $i_{0}=\max \left\{i:(U \cdot v)_{i}=1\right\}$ and $i_{1}=\min \left\{i:\left(\left(U^{-1}\right)^{T} \cdot w\right)_{i}=1\right\}$. Then,

$$
\begin{equation*}
\operatorname{Pr}\left[i_{0}<i_{1}\right] \leq(n-1) \cdot 2^{-n} . \tag{C.1}
\end{equation*}
$$

Proof. Let $\langle\cdot, \cdot\rangle$ be the dot product over $\mathbb{F}_{2}$. Note that $\langle v, w\rangle=\left\langle U \cdot v,\left(U^{-1}\right)^{T} \cdot w\right\rangle$. If $\langle v, w\rangle=1$, then there must be at least one entry where both $U \cdot v$ and $\left(U^{-1}\right)^{T} \cdot w$ are 1 for whichever $U$ we choose, and so $\operatorname{Pr}\left[i_{0}<i_{1}\right]=0$. Therefore we only need to consider the case in which $\langle v, w\rangle=0$.

Consider the action of $G L\left(\mathbb{F}_{2}, n\right)$ on $A$ defined by $U(v, w) \rightarrow\left(U \cdot v,\left(U^{-1}\right)^{T} \cdot w\right)$, where $A=\left\{(v, w) \mid v, w \in\{0,1\}^{n} \backslash\{0\},\langle v, w\rangle=0\right\}$. We show that the action is transitive by showing that for all such pairs $(v, w)$, there always exists a $U$ sending $\left(e_{1}, e_{n}\right)$ to $(v, w)$, where $e_{1}, e_{n}$ are $(1,0, \ldots, 0)$ and $(0,0,0, \ldots, 1)$, respectively. Given such a $(v, w)$, first extend $v$ to a basis for $w^{\perp}$, say $\left(u_{1}=v, u_{2}, \ldots, u_{n-1}\right)$, and then extend it to the whole space by adding in $u_{n}$. We claim that $U=\left(u_{1}, \cdots, u_{n}\right)$ is the desired matrix. It is sufficient to show that the last column $w^{\prime}$ of $\left(U^{-1}\right)^{T}$ is exactly $w$. We have $U^{T} w^{\prime}=e_{n}$ given that $U^{T}\left(U^{-1}\right)^{T}=I$, and that $U^{T} w=e_{n}$ by construction of $U$. Then, since $U$ is invertible, $w=w^{\prime}$.

A uniformly random distribution over invertible $U$ then induces a uniformly random distribution over $A$. Then $\operatorname{Pr}\left[i_{0}<i_{1}\right]$ can then be bounded by counting the number of such
pairs in $A$ :

$$
\begin{align*}
\operatorname{Pr}\left[i_{0}<i_{1}\right] & =\frac{\sum_{i_{0}=1}^{n} 2^{i_{0}-1}\left(2^{n-i_{0}}-1\right)}{\left(2^{n}-1\right)\left(2^{n-1}-1\right)}  \tag{C.2}\\
& =\frac{(n-2) 2^{n-1}+1}{\left(2^{n}-1\right)\left(2^{n-1}-1\right)}  \tag{C.3}\\
& \leq(n-1) \cdot 2^{-n} \tag{C.4}
\end{align*}
$$

when $n \geq 2$. Note that $|A|=0$ when $n=1$, so $\operatorname{Pr}\left[i_{0}<i_{1}\right] \leq(n-1) \cdot 2^{-n}$ holds for all $n \geq 0$.

Lemma C.2. Let $G_{A}, G_{B}, G_{C}$ and $G_{A}, G_{B}^{\prime}, G_{C}^{\prime}$ be the matrices defined up to step 5 in the $r S R A$ scheme. The commutativity matrix $H=G_{C}^{T} B G_{C}^{\prime}$ is invertible, and its dimension is $\left|G_{C}\right|$, with $\left|G_{C}\right| \geq m$.

Proof. For the two codes $\hat{S}$ and $\hat{S}^{\prime}$, take arbitrary generator matrices $G, G^{\prime}$ and define $H^{\prime}=$ $G^{T} B G^{\prime}$. Note that any two choices of generator matrices for the same code differ by an invertible row transformation, so the rank of $H^{\prime}$ is invariant under different choices of the generator matrices. In particular, letting $G=\left(G_{A}\left|G_{B}\right| G_{C}\right), G^{\prime}=\left(G_{A}^{\prime}\left|G_{B}^{\prime}\right| G_{C}^{\prime}\right)$, we have

$$
H^{\prime}=\left[\begin{array}{lll}
0 & &  \tag{C.5}\\
& 0 & \\
& & H
\end{array}\right]
$$

Note that $\operatorname{rank}(H)=\left|G_{C}\right|$, or else there would exist a combination of the rows of $G_{C}^{\prime T}$ that are orthogonal to all the columns of $G_{C}$. Since all the vectors in $G_{C}^{\prime}$ are already orthogonal to $G_{A}$ and $G_{B}$ by definition, this cannot happen as no vector in $G_{C}^{\prime}$ lies in $\mathcal{N}(S)$. The same argument applies to $G_{C}^{\prime}$ as well. Therefore $H$ is invertible, with $\operatorname{rank}\left(H^{\prime}\right)=$ $\operatorname{rank}(H)=\left|G_{C}\right|$, and is independent of the choice of $G_{C}$.

To show that $\left|G_{C}\right|>m$, take $\bar{G}_{C}=\left(I^{\otimes n} \otimes Z \otimes I^{\otimes m-1}, \ldots, I^{\otimes n+m-1} \otimes Z\right)$ and $\bar{G}_{C}^{\prime}=\left(I^{\otimes n} \otimes X \otimes I^{\otimes m-1}, \ldots, I^{\otimes n+m-1} \otimes X\right)$, each of size $m$. By extending them to generator matrices $\bar{G}$ and $\bar{G}^{\prime}$ for $\hat{S}$ and $\hat{S}^{\prime}$ respectively, we get a commutativity matrix $\bar{H}$ with an invertible submatrix of size $m \times m$, namely

$$
\begin{equation*}
\bar{G}_{C}^{T} B \bar{G}_{C}^{\prime}=I_{m} \tag{C.6}
\end{equation*}
$$

and so $\operatorname{rank}(\bar{H})=\left|G_{C}\right| \geq m$.

Lemma C.3. For $D(\cdot \| \cdot)$ the KL-divergence, let

$$
\begin{equation*}
P(n, m, d)=4^{n+m} e^{-D\left(\frac{d}{n+m} \| \frac{3}{4}\right)(n+m)} \cdot(m+1) \cdot 2^{-m} \tag{C.7}
\end{equation*}
$$

Then $P<\varepsilon$ for some $m=O\left(d \log \frac{n}{d}+\log \frac{1}{\varepsilon}\right)$.
Proof. Let $\alpha=m / n$. Then $P(n, m, d)<\varepsilon$ can be rewritten as

$$
\begin{align*}
f(n, m, d): & =\log \frac{P(n, m, d)}{\varepsilon}  \tag{C.8}\\
& =\log \frac{m+1}{\varepsilon}+n((2+\alpha) \log 2  \tag{C.9}\\
& \left.-(1+\alpha) D\left(\frac{d}{n(1+\alpha)} \| \frac{3}{4}\right)\right)<0 . \tag{C.10}
\end{align*}
$$

We first compute the dominant term, i.e. the $\alpha$ such that

$$
\begin{equation*}
(2+\alpha) \ln 2-(1+\alpha) D\left(\frac{d}{n(1+\alpha)} \| \frac{3}{4}\right)=0 . \tag{C.11}
\end{equation*}
$$

Doing this we obtain

$$
\begin{align*}
\left(2-\frac{\alpha}{1+\alpha}\right) \ln 2 & =D\left(\frac{d}{n(1+\alpha)} \| \frac{3}{4}\right)  \tag{C.12}\\
\left(2-\frac{\alpha}{1+\alpha}\right) \ln 2 & \geq 2 \ln 2+\frac{d}{n(1+\alpha)}\left(\ln \frac{d}{3 n(1+\alpha)}-1\right)  \tag{C.13}\\
\alpha n & \leq \frac{d}{\ln 2}\left(\ln \frac{3 n(1+\alpha)}{d}+1\right)  \tag{C.14}\\
m & \leq \frac{1}{\ln 2} d\left(\log \frac{n}{d}+(1+\ln 3)\right), \tag{C.15}
\end{align*}
$$

where we have used convexity of $D(p \| q)-p \ln p$ with respect to $p$. Letting $\tilde{\alpha}$ denote the solution to $(2+\alpha) \ln 2-(1+\alpha) D\left(\frac{d}{n(1+\alpha)} \| \frac{3}{4}\right)=0$, we have that $\tilde{m}:=\tilde{\alpha} n=O(d+$ $d \log \frac{n}{d}$ ).

We now have that $f(n, \tilde{m}, d)=\log \frac{\tilde{m}+1}{\epsilon}$. Taking the derivative of $f$ with respect to $m$,
for all $\alpha>\tilde{\alpha}$ we have

$$
\begin{align*}
& \frac{\partial f(n, m, d)}{\partial m}=  \tag{C.16}\\
& =\frac{1}{m+1}-D\left(\frac{d}{(n+m)} \| \frac{3}{4}\right)-(m+n) \frac{\partial D\left(\frac{d}{n+m} \| \frac{3}{4}\right)}{\partial m}  \tag{C.17}\\
& \leq \frac{1}{m+1}-\frac{2+\tilde{\alpha}}{1+\tilde{\alpha}} \log 2+\frac{d}{m+n}\left(\log \frac{d}{3(m+n-d)}\right)  \tag{C.18}\\
& \leq \frac{1}{m+1}-\frac{1}{1+\tilde{\alpha}} \log 2+\frac{d}{n+m}\left(\log \frac{d}{3(n+m-d)}\right)  \tag{C.19}\\
& \leq-\frac{1}{1+\tilde{\alpha}} \ln 2+0.1 \tag{C.20}
\end{align*}
$$

for $m \geq 10$. For fixed $n, \tilde{\alpha}$ is monotonically increasing as a function of $d$. By the quantum singleton bound, $\frac{d-1}{n}<\frac{1}{2}$, and $\tilde{\alpha}<3$ even in this case. Therefore $\frac{\partial f(n, m, d)}{\partial m} \leq-0.05$ when $m \geq 10$, so taking

$$
\begin{equation*}
m=\tilde{m}+20 \log \frac{\tilde{m}+1}{\epsilon}+O(1)=O\left(d \log \frac{n}{d}+\log \frac{1}{\varepsilon}\right) \tag{C.21}
\end{equation*}
$$

suffices to make $f(n, m, d)<0$.

## APPENDIX D

## Fault-tolerant measurement

For completeness, we include a code switching circuit between adjacent codes, using Shorstyle measurement [123]. We assume access to a collection of verified CAT states. Let $g=P_{1} \otimes \ldots \otimes P_{n}$ and $g^{\prime}=P_{1}^{\prime} \otimes \ldots \otimes P_{n}^{\prime}$. The measurements are done on the supports of $g$ and $g^{\prime}$. To make the diagram simpler, we suppose that the supports include qubits 1,2 , and $n$. Then the circuit obtained from the SRA to convert from the code with stabilizer $g^{\prime}$ to the adjacent code with stabilizer $g$ is given by the following.


Figure D.1: A generic circuit switching between adjacent codes using Shor-style measurement.
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[^0]:    ${ }^{1}$ Bob Schneier, https://www.schneier.com/essays/archives/2004/08/ cryptanalysis_of_md5.html.

[^1]:    ${ }^{1}$ Note that an unconditional proof would yield an advance in one of the hardest problems in theoretical computer science, showing $P \neq \# P$; no algorithm can count the number of solutions of Boolean expressions of size $n$ in time $n^{O(1)}$.

[^2]:    ${ }^{2} \mathrm{~A}$ uniform rather than non-uniform computational device.

[^3]:    ${ }^{3}$ With slight abuse of notation, we also allow the inverse of the $T$-gate $\left(T^{\dagger}=P^{\dagger} T\right)$ in the gate set and define the $T$-count of the circuit to be the number of $T$ and $T^{\dagger}$ gates altogether.

[^4]:    ${ }^{1}$ This is not unique since, for instance, we could have chosen the same with $w \mapsto 1 / w$.

