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Abstract

We present an extension of the Melnikov method which can be used for ascer-
taining the existence of homoclinic and heteroclinic orbits with many pulses in a
class of near-integrable systems. The Melnikov function in this situation is the sum
of the usual Melnikov functions evaluated with some appropriate phase delays.
We show that a nonfolding condition which involves the logarithmic derivative
of the Melnikov function must be satisfied in addition to the usual transversality
conditions in order for homoclinic orbits with more than one pulse to exist.
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1. Introduction

The intricate properties of homoclinic tangles were first known toPoincaré
[52]. Later works of Birkhoff [5], Cartwright and Littlewood [8,
43, 44, 9], Levinson [42], Smale [66], and Moser [50] culminated in the
discovery that homoclinic tangles are associated with a Smale horseshoe map,
whereby the presence of infinitely many different periodic and aperiodic motions
in a small neighborhood of the tangle can be established. In many applications, the
existence of a homoclinic tangle can be ascertained by a simple regular perturba-
tion method named afterMelnikov [47]. Versions of this method [3, 10, 18, 19,
24–26, 41, 51, 57, 58, 74] can also be used to prove the existence of other types of
homoclinic and heteroclinic orbits in the context of near-integrable systems, i.e.,
systems that are small perturbations of completely integrable Hamiltonian systems.
In each case under investigation, the Melnikov method selects the survivors under
perturbation from a surface of homoclinic or heteroclinic orbits. All these orbits
make one excursion away from some hyperbolic equilibrium point, periodic orbit,
or invariant torus, and then return to it in infinite time.

A closer inspection of a homoclinic tangle reveals that it also contains other types
of homoclinic orbits, namely, those that make more than one excursion away from
their target. Such orbits are said to consist of many pulses. For most of the usual tan-
gles associated with periodically forced planar systems, the existence of multi-pulse
orbits follows almost immediately from the topology of the tangle [50]. For cer-
tain orbits homoclinic to equilibria, this existence follows from simple return-map
considerations [63–65, 73, 17] However, until recently, no systematic perturbation
theory in the spirit of the Melnikov method was available that would establish the
existence of homoclinic and heteroclinic orbits with many pulses in large classes of
near-integrable systems. In this paper, we make a step in the direction of establishing
just such a theory.

We present a general method for finding homoclinic and heteroclinic orbits that
make several consecutivefastexcursions away from a set of hyperbolic manifolds
by constructing an extension of the Melnikov method. At the origin of our method
are the ideas introduced in [6] to describe a slow manifold in an atmospheric model.
We have developed these ideas into a systematic theory applicable to a large class
of systems with several nonhyperbolic degrees of freedom. In particular, this the-
ory applies to near-integrable dissipative as well as conservative systems, and to
normally hyperbolic manifolds which support fast or slow dynamics. We reduce
the search for multi-pulse homoclinic excursions to that of finding nondegenerate
zeros of a function,Mk(ε, I, θ0, µ), of certain parametersε, I , θ0,µ, which we call
thek-pulse Melnikov function. This function is computed by a recursion procedure
from the ordinary 1-pulse Melnikov function, and depends on the small perturbation
parameterε, which is at variance with the usual Melnikov method and is peculiar
to the general case of fast dynamics on the hyperbolic manifold. Moreover, the
dependence onε is through a logarithmic function, which makes the calculation of
the asymptotics in the smallε limit particularly delicate.

Our approach consists in tracking the evolution of the global unstable manifold
of the hyperbolic manifold. After setting up a fixed neighborhood of the hyper-
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bolic manifold, this is done by alternately following the unstable manifold outside
and inside this neighborhood. We call these two alternate stages global and local
tracking, respectively. In essence, our construction amounts to a rigorous matching
technique, and consists mainly of careful estimates. The global tracking is similar to
the well-known technique of Melnikov, but even here we can detect complications
as the global unstable manifold has passed near the hyperbolic manifold several
times and deformed significantly. Closeness estimates presented in Sections 4 and 5
must be used to guarantee the integrity of the leading term of the distance measure-
ment. The local tracking is performed under a special coordinate system adapted to
the hyperbolic structure. Such a normal form is implicitly contained in [13–16] and
used extensively in [28–30, 32, 31, 72, 70, 71]. Our version of this normal form is a
special adaptation to the Hamiltonian setting of the unperturbed vector field. The
local tracking gives distance estimates for trajectories near the hyperbolic mani-
fold. Furthermore, under the action of the center vector field, a trajectory passing
near the hyperbolic manifold switches “allegiance” from one unperturbed trajec-
tory to another. The new unperturbed orbit is selected by an estimate of the phase
difference between these two unperturbed trajectories, which is one of the main ob-
jectives of the local tracking. Finally, thek-pulse Melnikov function is constructed
by collecting these global and local estimates.

The local tracking is the most delicate part of the estimating process, and we
had to develop a special technique for this tracking, which we present in Section 5.
This technique was first introduced in [71], and its differential-geometric tools are
similar to those used in the derivation of the “Exchange Lemma” in [28–31, 70, 72].
Nevertheless, there are significant differences in the geometry of the manifolds de-
scribed by the Exchange Lemma and by our tracking technique, which is stated
in Lemma 1. In particular, the Exchange Lemma describes the evolution of orbits
that lie on a manifold which intersects transversely either the stable or the unsta-
ble manifold of a hyperbolic manifold. On the other hand, our tracking technique
describes the complementary situation in which orbits evolve on a manifold that
is not allowed to intersect either the stable or the unstable manifold of a hyper-
bolic manifold, yet these orbits enter a very small neighborhood of this hyperbolic
manifold. We thus find that, if the dynamics on the hyperbolic manifold is fast, the
tracked manifold can develop sharp folds as it flies by the hyperbolic manifold in
this small neighborhood. We show that the position of these folds can be located
by thek-pulse Melnikov function. However, once a fold develops along an orbit,
it becomes an obstacle to the further tracking of the manifold nearby and hence to
the calculation of the subsequent multi-pulse Melnikov functions along this orbit.
This is a new development, previously unknown either in the theory of the Mel-
nikov method or the theory of multi-pulse orbits, and leads to a new “nonfolding
condition,” expressed in terms of the multi-pulse Melnikov function, which the
multi-pulse homoclinic orbits must satisfy.

Prior to this paper, multi-pulse homoclinic and heteroclinic orbits, not neces-
sarily associated with homoclinic tangles or perturbation theory, have been found
in various applications by very different methods, of which we mention here only
a small sample. Multi-pulse homoclinic orbits and the associated chaotic dynam-
ics in a singularly perturbed three-dimensional model of excitable membranes are
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described in [69]. In [53–56], variational methods are used to find single-pulse
and multi-pulse homoclinic and heteroclinic orbits in periodically time-dependent
Hamiltonian systems defined on multi-dimensional tori. In [1, 2], traveling-wave
solutions to certain semi-parabolic systems are constructed whose wave profiles
are represented by 2-pulse and 3-pulse homoclinic orbits.

Multi-pulse homoclinic and heteroclinic orbits have also recently been found
with methods closely resembling the Melnikov method. In particular, a method to
find 2-pulse orbits based on the so called “whisker map” was developed for planar
nonautonomous systems [59], and gives a result similar to our 2-pulse Melnikov
function. In systems with two degrees of freedom, homoclinic and heteroclinic
orbits that make several consecutive fast excursions away from normally hyperbolic
manifolds were discovered in [6, 23, 48]. The dynamics on these manifolds is fast
in [6, 48], while in [23] the flow on the hyperbolic manifold is perturbed away from
a manifold of equilibrium points, and thereby sustains only slow dynamics.

In a different direction, a procedure that uses the Melnikov method in the process
of finding homoclinic and heteroclinic orbits with a different kind of pulses, which
we henceforth call “bumps,” was developed in [32] for a special class of singularly
perturbed near-integrable problems with internal resonances. These multi-bump
homoclinic and heteroclinic orbits make several fast excursions away from the
slow hyperbolic manifolds, which are interspersed with slow segments that are
close to the hyperbolic manifolds themselves.

We briefly mention applications of our extended Melnikov method to two spe-
cific problems: multi-pulse orbits in a model of the atmospheric slow manifold and
orbits homoclinic to resonance bands. These problems are chosen to illustrate the
different regimes in which our method can be applied, namely, the case in which the
dynamics on the hyperbolic manifold is fast, as in the former, or slow, as in the latter.
As mentioned above, the investigation [6] of the atmospheric slow manifold model
provided the main ideas and impetus for the development of the present paper. It is
within the setup of this problem that the full power of our new method is needed.
In particular, the dynamics on the hyperbolic manifold in this case is fast, and the
equations describing the slow manifold model can only be cast in the most general
form discussed in Section 10. Moreover,k-pulse homoclinic orbits in this example
exhibit another characteristic trait predicted for a large subclass of systems by our
general theory, which is that cascades of(k+1)-pulse homoclinic orbits, and there-
fore of (k + l)-pulse homoclinic orbits for any positive integerl, accumulate on a
k-pulse homoclinic orbit. As opposed to [6], where the construction of thek-pulse
homoclinic orbits depends very crucially on the symmetry of the slow manifold
model and on the zeros of a very specific bifurcation function, the treatment in the
present paper highlights this construction as almost automatic within a much more
general and conceptually simpler framework of our new method.

In the problem of orbits homoclinic to resonance bands, we use the new Mel-
nikov method for extending the results of [37] and [36] to cover homoclinic and
heteroclinic orbits with several consecutive fast pulses rather than just one. This is
a typical singular perturbation problem in which there are two different time scales,
and the dynamics on the hyperbolic manifold is slow. Homoclinic and heteroclinic
orbits are constructed by concatenating pieces of slow-time orbits on the hyperbolic
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manifold and fast-time heteroclinic orbits off of this manifold. Since the motion
along the hyperbolic manifold is slow in this problem, our theory simplifies con-
siderably due to the facts that thek-pulse Melnikov function does not depend on
the small parameterε, and that the nonfolding condition is automatically satisfied
and thus not needed. Thek-pulse Melnikov function in this case becomes identical
to the energy-phase function of [23], which, however, was derived in an entirely
different fashion. Moreover, there is a conceptual difference between our approach
and that of [23], which is similar to the one between the Melnikov and the Poincaré-
Arnold methods in that the geometric interpretation of a signed distance measured
along the normal to a homoclinic manifold replaces the estimate of the change of
energy computed along unperturbed homoclinic orbits. On a more technical level,
the construction of the energy-phase function developed in [23] crucially employs
the details of the geometry that depends on the dynamics along the hyperbolic
manifold being slow, while our derivation of thek-pulse Melnikov function avoids
these details entirely at the price of the more delicate local estimates near the hy-
perbolic manifold. Finally, we proceed in this particular case of orbits homoclinic
to resonance bands to combine our results on thek-pulse Melnikov function with
those of [32], and produce criteria for ascertaining the existence of homoclinic and
heteroclinic orbits with several groups of consecutive pulses, interspersed with long
segments that are close to the slow hyperbolic manifolds.

This paper is organized as follows. In Section 2 we discuss the setup of the
problem. In Section 3 we state our main result. In Section 4 we put the system near
the hyperbolic manifold in a normal form. In Section 5 we present the nonfold-
ing condition and the resulting closeness estimates between the tangent spaces of
the local unstable manifold of the normally hyperbolic manifold and the tangent
spaces of manifolds of appropriate dimensions that fly near the normally hyperbolic
manifold. In Section 6, we compute the distance between a manifold that exits a
small neighborhood of the hyperbolic manifold and the unstable manifold of the
hyperbolic manifold in terms of their distance at the exit time. In Section 7 we
compute the distance between a manifold that flies through a small neighborhood
of the hyperbolic manifold and the unstable manifold of the hyperbolic manifold
in terms of the distance between the first manifold and the stable manifold of the
hyperbolic manifold. In Section 8 we compute estimates for the phase differences
experienced by trajectories flying close to the hyperbolic manifold and coming
back to it after a pulse. In Section 9 we prove our main result. In Section 10 we
discuss some important extensions of this result to the case of multiple normally
hyperbolic manifolds connected by heteroclinic manifolds, and to the case of more
that one nonhyperbolic degree of freedom. In Sections 11 through 13, we discuss
the applications to multi-pulse orbits in a model of an atmospheric slow manifold
and orbits homoclinic to resonance bands. Finally, conclusions are presented in
Section 14.
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2. The Setup

The systems we study have the form

ẋ = JDxH(x, I )+ εgx(x, I, θ, µ, ε), (2.1a)

İ = εgI (x, I, θ, µ, ε), (2.1b)

θ̇ = Ω(x, I)+ εgθ (x, I, θ, µ, ε), (2.1c)

wherex = (x1, x2) ∈ R
2, I ∈ R, andθ ∈ S1. Furthermore,Dx denotes the partial

derivatives with respect tox, DI is the partial derivative with respect toI , µ ∈ R

is a real parameter,ε � 1 is a small parameter, andJ =
(

0 −1
1 0

)
. We let 〈·, ·〉

denote the usual Euclidean inner product inR
n, wheren is the dimension of the

vectors in the arguments, and denote by‖ · ‖ the induced Euclidean norm, as well
as the corresponding matrix norm.

In the special case of a purely Hamiltonian perturbation, which arises when the
entire system is derived from the Hamiltonian

Ĥ (x, I, θ, µ, ε) = H(x, I )+ εH1(x, I, θ, µ, ε), (2.2)

the system (2.1) has the form

ẋ = JDxH(x, I )+ εJDxH1(x, I, θ, µ, ε), (2.3a)

İ = −εDθH1(x, I, θ, µ, ε), (2.3b)

θ̇ = DIH(x, I )+ εDIH1(x, I, θ, µ, ε). (2.3c)

The unperturbed system is obtained by settingε = 0 in the equations (2.1):

ẋ = JDxH(x, I ), (2.4a)

İ = 0, (2.4b)

θ̇ = Ω(x, I). (2.4c)

Equation (2.4a) is a one-parameter family of Hamiltonian systems in the variablex

and can be analyzed independently ofθ . Once equation (2.4a) has been solved,
equation (2.4c) can be solved by quadrature.

We now make two assumptions about the unperturbed equations (2.4). The first
assumption concerns their smoothness.

Assumption 1. The unperturbed HamiltonianH(x, I ) is a real-analytic function
of its arguments.
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This assumption is purely technical. In particular, it allows us to make the
normal form estimates in the rest of the paper a bit less cumbersome. In fact, with
appropriate changes in our estimates, we could use the results of [4, 11, 61, 67, 68] to
get rid of this assumption altogether, and replace it by the requirement thatH(x, I )

has a finite numberk of partial derivatives,k > 2.
The second assumption introduces the presence of homoclinic orbits in the

phase space of equations (2.4):

Assumption 2. For everyI with I1 < I < I2, equation(2.4a)possesses a hyper-
bolic equilibriumx = X(I), which varies continuously withI , and whose stable
and unstable manifolds,Ws(X(I)) andWu(X(I)), intersect along a homoclinic
orbit W(X(I)) connecting the equilibrium atx = X(I) to itself.

Because of the hyperbolicity of the equilibriumx = X(I), the Jacobian
JD2

xH(X(I), I ) must have a pair of nonzero real eigenvalues, say±λ(I). More-
over, the implicit function theorem for analytic functions immediately implies that
the vectorX(I) depends on the variableI analytically. Since the system (2.4a) is
autonomous, all the solutions on the homoclinic orbitW(X(I)) have a representa-
tion of the formxh(t − t0, I ), and a consistent parametrization of individual orbits
in the manifoldW(X(I)) is obtained by settingt0 = 0 and varyingt .

In the full four-dimensional(x, I, θ)-phase space of the system (2.4), each
equilibriumX(I) corresponds to a periodic orbitOI parametrized by the solution

x = X(I), I = I, θ = Ω(X(I), I )t + θ0. (2.5)

Each of these periodic orbits possesses two-dimensional stable and unstable man-
ifolds, Ws(OI ) andWu(OI ), that are the Cartesian products of the stable and
unstable manifoldsWs(X(I)) andWu(X(I)) of the equilibriumX(I) and the an-
gle θ . The existence of the homoclinic manifoldsW(X(I)) implies that the mani-
foldsWs(OI )andWu(OI ) coincide along a two-dimensional homoclinic manifold
W(OI ).

Taking the union of the orbitsOI over all I1 < I < I2, we obtain a two-
dimensional invariant annulus, which we denote byM; see Figure 2.1. The an-
nulus M possesses three-dimensional stable and unstable manifolds,Ws(M)

andWu(M), which intersect along the three-dimensional homoclinic manifold
W(M). All these manifolds are the unions of the manifoldsWs(OI ), Wu(OI ),
andW(OI ) along the intervalI1 < I < I2. The homoclinic manifoldW(M) is
parametrized byt , I , andθ0 in the solutions

x = xh(t, I ), (2.6a)

I = I, (2.6b)

θ = θh(t, I )+ θ0 =
∫ t

0
Ω(xh(s, I ), I )ds + θ0. (2.6c)

The homoclinic manifoldW(M)can also be represented implicitly by the equation

H(x, I )−H(X(I), I ) = 0, (2.7)
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Fig. 2.1. The invariant annulusM and its three-dimensional homoclinic manifoldW(M)
are the Cartesian product of a circle with a curve segment filled with equilibria, and its
two-dimensional homoclinic manifold.

which holds on the annulusM at x = X(I) and, hence, also on the homoclinic
manifoldW(M).

As mentioned above, orbits (2.6) are homoclinic to the periodic orbits (2.5). In
the course of the flight along such a homoclinic orbit, the asymptotic phase changes
by the amount

1θ(I) =
∫ ∞

−∞

[
Ω(xh(s, I ), I )−Ω(X(I), I )

]
ds. (2.8)

This integral converges becausexh(t, I ) converges toX(I) exponentially fast as
t → ±∞.

3. The Main Result

A substantial part of the hyperbolic structure introduced in the previous section
persists for small positiveε. In particular, persistence results from [13–15] show
that the unperturbed annulusM persists together with itslocal stable and unstable
manifolds, Ws

loc(M) andWu
loc(M), that is, the connected pieces of the stable

and unstable manifoldsWs(M) andWu(M) that are contained in some small
enough neighborhood ofM and intersect alongM. This ensures the existence
of an O (ε) close, non-unique, locally invariant annulusMε and its local stable
and unstable manifoldsWs

loc(Mε) andWu
loc(Mε), which areO (ε) close to the

local manifoldsWs
loc(M) andWu

loc(M). The tangent spaces of the respective
manifolds are alsoO (ε)-close. Local invariance of the annulusMε reflects the
fact thatMε may leak phase points through its boundary, and is also responsible
for the nonuniqueness ofMε. This nonuniqueness does not present any major
difficulties, since all the copies of the annulusMε must contain all the invariant
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sets that are contained in any one of them, thus rendering unique the objects of our
interest, homoclinic and heteroclinic orbits; see [37]. In the case of equations (2.3),
when the perturbation is also derived from a Hamiltonian, the annulusMε and its
stable and unstable manifoldsWs(Mε) andWu(Mε) can be made invariant, and
therefore also unique; see [36].

We obtain the global stable and unstable manifoldsWs(Mε) andWu(Mε) of
the annulusMε by evolving initial conditions in the local manifoldsWs

loc(Mε)

andWu
loc(Mε) in backward and forward time, respectively; see, for instance, [19]

or [74]. The manifoldsWs(Mε) andWu(Mε) are also only locally invariant. The
annulusMε and the manifoldsWs(Mε) andWu(Mε) vary smoothly withε, and
collapse onto their unperturbed counterparts asε → 0. In particular, the perturbed
annulusMε can be written as a graph over theI andθ variables in the form

x = Xε(I, θ, µ, ε) (3.1)

for some smooth functionXε(I, θ, µ, ε) with X0(I, θ, µ,0) = X(I).
For what is to follow, we need several definitions. First, we define the Melnikov

function,M(I, θ0, µ), which is given by the integral

M(I, θ0, µ) =
∫ ∞

−∞

〈
n(P h(t)),g(P h(t), µ,0)

〉
dt, (3.2)

where

n = (DxH(x, I ),DIH(x, I )−DIH(X(I), I ),0) ,

g = (
gx(x, I, θ, µ,0), gI (x, I, θ, µ,0), gθ (x, I, θ, µ,0)

)
, (3.3)

P h(t) = (
xh(t, I ), I, θh(t, I )+ θ0

)
,

is any unperturbed homoclinic orbit given by equation (2.6) along which the in-
tegrand is evaluated; see, for instance, [74]. The vectorn is the normal to the
homoclinic manifoldW(M), and is computed from equation (2.7) as the gradient
of its left-hand side.

Second, we define the signatureσ of the normaln by

σ= lim
t→+∞

〈
n(P h(t)), Ṗ h(−t)〉

||DxH(xh(t, I ), I )|| ||DxH(xh(−t, I ), I )||

= lim
t→+∞

〈
DxH(x

h(t, I ), I ), JDxH(x
h(−t, I ), I )〉

||DxH(xh(t, I ), I )|| ||DxH(xh(−t, I ), I )|| . (3.4)

Thereforeσ is positive if the normaln to the unperturbed homoclinic manifold
W(M) points in the direction of the unperturbed flow on the unstable manifold
Wu(M) at a point(X(I), I, θ) in M, and negative otherwise. Notice thatσ |= 0
due to the transversality of the intersection between the manifoldsWs(X(I)) and
Wu(X(I)) at the equilibriaX(I).

We also define thek-pulse Melnikov functionMk(ε, I, θ0, µ), k = 1,2, . . ., as
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Mk(ε, I, θ0, µ) =
k−1∑
j=0

M(I, j1θ(I)+ Tj (ε, I, θ0, µ)+ θ0, µ), (3.5)

where

Tj (ε, I, θ0, µ) = Ω(X(I), I )

λ(I )

j∑
r=1

log

∣∣∣∣ ς(I)

εMr(ε, I, θ0, µ)

∣∣∣∣, (3.6)

for j = 1, . . . , k− 1 andT0(ε, I, θ0, µ) = 0. Thus, the 1-pulse Melnikov function
M1(ε, I, θ0, µ) coincides with the standard Melnikov functionM(I, θ0, µ) given
by equation (3.2). The functionς(I) is defined by the Jacobian of the vector field
(2.4a) at the equilibrium pointx = X(I) as

ς(I) = 2(λ(I ))2|A2(I )|f+(I )f−(I )√[(
A2(I )

)2 + (
λ(I)− A0(I )

)2][(
A2(I )

)2 + (
λ(I)+ A0(I )

)2] ,
(3.7)

with
A0(I ) = Dx1Dx2H(X(I), I ), A1(I ) = D2

x1
H(X(I), I ),

A2(I ) = D2
x2
H(X(I), I ),

f+(I ) = lim
t→+∞

1

λ(I)
eλ(I)t‖DxH(xh(t, I ), I )‖,

f−(I ) = lim
t→−∞

1

λ(I)
e−λ(I)t‖DxH(xh(t, I ), I )‖ . (3.8)

We remark that if for someI the frequencyω(I) = Ω(X(I), I ) vanishes, that
is, if the periodic orbit corresponding to thatI degenerates into a circle of equilibria,
the contribution from the functionsTj (ε, I, θ0, µ) vanishes identically.

We are now ready to state our main result:

Theorem 1. For some integerk, some constantB > 0 independent ofε, some
I = Ī , someµ = µ̄, and all sufficiently smallε > 0 let there exist a function
θ0 = θ̄0(ε), such that the following conditions are satisfied:

1. Thek-pulse Melnikov function has a simple zero inθ0, i.e.,Mk(ε, Ī , θ̄0(ε), µ̄) =
0, and|Dθ0Mk(ε, Ī , θ̄0(ε), µ̄)| > B.

2. Mi(ε, Ī , θ̄0(ε), µ̄) |= 0 for all i = 1, . . . , k − 1, k > 1, and is positive if the
signatureσ of the normaln is positive, and negative ifσ is negative.

3. For all i = 1, . . . , k − 1, k > 1,∣∣∣∣∣∣∣∣∣
1 − Ω(X(Ī ), Ī )

λ(Ī )
Dθ0 log

∣∣M1M2 . . .Mi

∣∣(ε, Ī , θ̄0(ε), µ̄)
1 − Ω(X(Ī ), Ī )

λ(Ī )
Dθ0 log

∣∣M1M2 . . .Mi−1
∣∣(ε, Ī , θ̄0(ε), µ̄)

∣∣∣∣∣∣∣∣∣
> B, (3.9)

where the denominator in(3.9) is defined to be1 wheni = 1.
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Then for allI close toĪ , all µ close toµ̄, and all sufficiently smallε, there exists a
two-dimensional intersection surfaceΣµ

ε (θ̄0) along which the stable and unstable
manifoldsWs(Mε) andWu(Mε) of the annulusMε intersect transversely at
an angle of sizeO (ε). Moreover, outside of a small neighborhood of the annulus
Mε, the surfaceΣµ

ε (θ̄0) is O (ε)-close to the surface spanned by the union of
orbits (2.6)selected by the phase angles

θ0 = θ̂0(ε, I, µ)+ j1θ(I)+ Tj (ε, I, θ̂0(ε, I, µ), µ)

for j = 0, . . . , k − 1, where the triple(I, θ̂0(ε, I, µ), µ) identically satisfies the
equation

Mk(ε, I, θ̂0(ε, I, µ), µ) = 0

in some neighborhood ofI = Ī andµ = µ̄, andθ̂0(ε, Ī , µ̄) = θ̄0(ε).

The next five sections will be devoted to proving this theorem. Its extensions
are presented in Section 10.

We make four remarks concerning the usage of the theorem. First, if the region
enclosed by the unperturbed homoclinic manifoldW(M) is convex, the sign choice
dictated byσ in the second condition of Theorem 1 is equivalent to requiring that
the sign ofMi(ε, Ī , θ̄0(ε), µ̄) |= 0, i = 1, . . . , k − 1, k > 1, be positive if the
normaln to the unperturbed homoclinic manifoldW(M) points into the region
enclosed by this manifold, and negative if the normal points out of this region.

Second, in the general caseΩ(X(Ī ), Ī ) |= 0 thek-pulse Melnikov function
Mk(ε, Ī , θ̄0(ε), µ̄) does not have a limit asε → 0, and likewise the intersection
surfaceΣµ

ε (θ̄0) does not collapse onto a limiting surface spanned by unperturbed
orbits. This is in contrast to the special case of resonance, namely,Ω(X(Ī ), Ī ) = 0,
where thek-pulse Melnikov function is independent ofε and, as discussed in Section
12, the surfacesΣµ

ε (θ̄0) do collapse onto well-defined limiting surfaces. The limit
process from the general case to the case of resonance is somewhat delicate, and
the details are given in Section 12.

Our third remark concerns the calculation of the zeros of thek-pulse Melnikov
function for the specific case of a single angleθ ∈ S1 and a homoclinic orbit when
Ω(X(I), I ) |= 0. Namely, although thek-pulse Melnikov function constitutes the
leading term of the distance between the stable and unstable manifolds,Ws(Mε)

andWu(Mε) only for ε sufficiently small, it should be clear from its definition
that it can bedefined for largeε, sayε = O (1). Because of its periodicity in the
argumentθ0 for this single-angle case, thek-pulse Melnikov function enjoys the
property that

Mk(εn, I, θ0, µ) = Mk(ε, I, θ0, µ), εn = ε exp

(
−2nπ

λ(I)

Ω(X(I), I )

)
(3.10)

for any I , θ0, µ, and any integern. This property is easily proved by induction
together with the formula

Tk(εn, I, θ0, µ) = Tk(ε, I, θ0, µ)+ 2knπ. (3.11)
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From (3.10), it follows that we have full knowledge of thek-pulse Melnikov function
for any ε > 0 after we have analyzed it for allε inside some compact interval,
say from exp

(−2πλ(Ī )/Ω(X(Ī ), Ī )
)

to 1. In particular, if the assumptions of
Theorem 1 are satisfied on this interval, they are satisfied for allε > 0. Furthermore,
we can see that the simple-zero requirement in the first condition of Theorem 1 and
the nonfolding condition (3.9) can be replaced by the simpler conditions

Dθ0Mk(ε, Ī , θ̄0(ε), µ̄) |= 0,

Ω(X(Ī ), Ī )

λ(Ī )
Dθ0 log

∣∣M1M2 . . .Mi

∣∣(ε, Ī , θ̄0(ε), µ̄) |= 1,

respectively, for allε in this compact interval.
Our fourth remark concerns some further interesting consequences of Theo-

rem 1. Suppose the Melnikov functionM(I, θ0, µ) given by equation (3.2) changes
sign asθ0 varies over a period inS1, and assume that a zeroθ̂0(ε, I, µ) ≡ θ̄

(k)
0 of

thek-pulse Melnikov function given by (3.5) has been determined. Then, for the
(k + 1)-pulse Melnikov function theθ -argument diverges asθ0 → θ̄

(k)
0 owing

to the vanishing ofMk(ε, I, θ0, µ) in the definition (3.6) of the angleTk (where
Mk(ε, I, θ0, µ) appears as the argument of a logarithm). Since thek-pulse Mel-
nikov function is periodic in theθ -argument for allk,Mk+1(ε, I, θ0, µ) oscillates
wildly for θ0 in a neighborhood of̄θ(k)0 . Hence, there exists an infinite sequence

of zerosθ̄ (k+1)
0 of Mk+1(ε, I, θ0, µ), which accumulate on̄θ(k)0 from both sides.

This argument can of course be iterated for any of the zerosθ̄
(k+1)
0 , leading to an

analogous conclusion forMk+2(ε, I, θ0, µ) and so on. This suggests that when-
ever the existence of a certaink-pulse homoclinic orbit has been established, an
entire (infinite) cascade of higher pulse homoclinic orbits in a neighborhood of
this k-pulse homoclinic should also exist. However, our estimates in the proof of
Theorem 1 do not allow us to treat the limitθ̄ (k+1)

0 → θ̄
(k)
0 and conclude that an

infinitenumber of(k+ 1)-pulse homoclinic orbits exist. A version of the estimates
probably can be established so that this limit can be treated, but we leave this to
future work. Notice that by reducing the size ofε, Theorem 1 can be applied to an
increasingly large number of the zerosθ̄ (k+1)

0 , and the existence of corresponding
(k+1)-pulse homoclinic orbits can be established. It is also interesting to note that
once ak-pulse homoclinic orbit has been detected, orbits with higher numbers of
pulses can be constructed by using the Exchange Lemma [31]. The analysis of the
relation between these orbits and the(k+ l)-pulse orbits (l > 0) determined by the
(k + l)-pulse Melnikov function will be relegated to future work.

4. The Normal Form

In this section we describe a coordinate change that brings equations (2.1) locally
near the annulusMε into a normal form, closely related to Fenichel normal form
[16]. We use this normal form to derive estimates that allow us to track orbits as
they enter and leave a small neighborhood of the annulusMε. These estimates
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are derived in Proposition 4.2, and further refined in Sections 5 to 10. Our normal
form is a more restrictive case of the Fenichel normal form, and is needed in order
to successfully carry out the proof of Proposition 7.1. This proposition is crucial
for connecting a certain distance estimate at the entrance of an orbit into the small
neighborhood of the annulusMε, with a similar distance estimate at the exit of
the neighborhood.

The coordinate change leading to our normal form is described in

Proposition 4.1. In a neighborhood of the perturbed annulusMε, there exist
smooth local coordinatesaε = aε(x, I, θ, µ, ε), bε = bε(x, I, θ, µ, ε), Iε =
Iε(x, I, θ, µ, ε), andψε = ψε(x, I, θ, µ, ε), with aε, bε, Iε ∈ R andψε ∈ S1,
such that, atε = 0, a0 ≡ a = a(x, I ), b0 ≡ b = b(x, I ), and equations(2.1)can
be written in the normal form

ȧε = [λ(aεbε, Iε)+ εfa(aε, bε, Iε, ψε, µ, ε)] aε, (4.1a)

ḃε = [−λ(aεbε, Iε)+ εfb(aε, bε, Iε, ψε, µ, ε)] bε, (4.1b)

İε = ε [fI (Iε, ψε, µ, ε)+ gI (aε, bε, Iε, ψε, µ, ε)aεbε] , (4.1c)

ψ̇ε = ω(Iε)+ Ψ (aε, bε, Iε)aεbε + ε
[
fψ(Iε, ψε, µ, ε)

+ gψ(aε, bε, Iε, ψε, µ, ε)aεbε
]
, (4.1d)

whereλ(aεbε, Iε) = DaεbεK(aεbε, Iε) for some analytic functionK(aεbε, Iε), and
ω(I) = Ω(X(I), I ). The numbers±λ(0, I ) are, with a slight abuse of notation,
the two eigenvalues of the linearization of system(2.4a)about the equilibrium
x = X(I), i.e., λ(0, I ) = λ(I). In these local coordinates, the annulusMε is
defined byaε = bε = 0, and its local stable and unstable manifoldsWs

loc(Mε)

andWu
loc(Mε) are defined byaε = 0 andbε = 0, respectively.

Proof. We begin by recalling the structure of the unperturbed system (2.4), in
particular the fact that the equation for thex coordinate is decoupled from the rest
of the system, and that theθ coordinate can be obtained by a quadrature. This
structure suggests that we first transform thex coordinate in a small neighborhood
of the annulusM, that is, in a small neighborhood of the equilibrium atx = X(I)

of the equation (2.4a). We translate this equilibrium to the origin by using the
analytic (canonical) transformationu = x −X(I), φ = θ − 〈u, J dX(I)

dI
〉.

Using the results of [49] and [60] (see also [62, Secs. 16, 17]), we can then make
another analytic canonical coordinate change which replacesu by the two coordi-
natesa(u, I ) andb(u, I ) such that the HamiltonianH(x, I ) = H(u + X(I), I )

becomesK(ab, I ) = F(I) + λ(0, I )ab + O ((ab)2) for F(I) = H(X(I), I )

and some analytic functionK of two real variables. Thus, equations (2.4) may be
rewritten as

ȧ = λ(ab, I )a, (4.2a)

ḃ = −λ(ab, I )b, (4.2b)
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İ = 0, (4.2c)

φ̇ = ω(I)+Θa(a, b, I )a +Θb(a, b, I )b, (4.2d)

whereλ(ab, I ) = DabK(ab, I ), andω(I) = Ω(X(I), I ). The form of equation
(4.2d) follows from the fact thaṫφ = ω(I) for a = b = 0. Clearly,ab is a conserved
quantity for equations (4.2).

We replace the angleφ by another angleψ such thatψ − ω(I)t is constant
along orbits in the hyperplanesa = 0 andb = 0, which implies that system (4.2)
becomes

ȧ = λ(ab, I )a, (4.3a)

ḃ = −λ(ab, I )b, (4.3b)

İ = 0, (4.3c)

ψ̇ = ω(I)+ Ψ (a, b, I )ab. (4.3d)

This is done in a smooth fashion in the following way. On the hyperplaneb = 0,
equations (4.2a) and (4.2d) combine into the equation

d(φ − ω(I)t)

da
= Θa(a,0, I )

λ(0, I )
,

so that

φ = ω(I)t + φ0 + 1

λ(0, I )

∫ a

0
Θa(s,0, I ) ds.

Likewise, on the hyperplanea = 0, we obtain the equation

φ = ω(I)t + φ0 − 1

λ(0, I )

∫ b

0
Θb(0, s, I ) ds.

If we take

ψ = φ − 1

λ(0, I )

[∫ a

0
Θa(s,0, I ) ds −

∫ b

0
Θb(0, s, I ) ds

]
≡ G (x, I ), (4.4)

the angleψ satisfies equation (4.3d).
For small nonzeroε, the results of [14] and [15] imply that we can choose in a

smooth fashion new coordinates

aε = aε(a, b, I, ψ,µ, ε) = a + O (ε),

bε = bε(a, b, I, ψ,µ, ε) = b + O (ε),

Iε = Iε(a, b, h, ψ,µ, ε) = I + O (ε),

ψε = ψε(a, b, I, ψ,µ, ε) = ψ + O (ε),



Homoclinic Orbits with Many Pulses 119

such that the annulusMε is at aε = bε = 0, that the local stable and unstable
manifoldsWs

loc(Mε) andWu
loc(Mε) are ataε = 0 andbε = 0, respectively,

and that the equations describing the dynamics of theIε andψε variables in the
hyperplanesaε = 0 andbε = 0 are still independent of theaε andbε variables.
These requirements imply equations (4.1). ut

Equations (4.1) are a special case of the Fenichel normal form; see [14–16] and
also [23, 32, 70].

We now define the neighborhoodUδ(Mε) of the annulusMε to be

Uδ(Mε) = {
(aε, bε, Iε, ψε)

∣∣ |aε| < δ, |bε| < δ, I1 < Iε < I2
}
,

and proceed to prove some important estimates that will be used throughout this
paper:

Proposition 4.2. Let the trajectoryqε(t) = (aε(t), bε(t), Iε(t), ψε(t)) enter the
neighborhoodUδ(Mε) at t = 0 at a distancecεα from the stable manifoldaε = 0
of the annulusMε, whereα and c are some positive numbers. Then there exist
positive constantsC,D, E, P ,Q, andR, which only depend onα andc such that
while this trajectory stays in the neighborhoodUδ(Mε) the following estimates
hold:

1. For small enoughε, the time of flightT through the neighborhoodUδ(Mε) of
the trajectoryqε(t) satisfies the double inequality

α log 1
ε

− log c
δ

λ(0, Iε(0))

[
1 − C

(
εα−Dε + ε log

1

ε

)]
< T

<
α log 1

ε
− log c

δ

λ(0, Iε(0))

[
1 + C

(
εα−Dε + ε log

1

ε

)]
.

(4.5)

2. Let 0 < s < t < T . Then theaε andbε coordinates of the trajectoryqε(t) at
timest ands satisfy the double inequalities

|aε(s)| exp
([
λ(0, Iε(0))− E

(
εα−Dε + ε log(1/ε)

)]
(t − s)

)
< |aε(t)|

< |aε(s)| exp
([
λ(0, Iε(0))+ E

(
εα−Dε + ε log(1/ε)

)]
(t − s)

)
, (4.6a)

|bε(s)| exp
([− λ(0, Iε(0))+ E

(
εα−Dε + ε log(1/ε)

)]
(t − s)

)
< |bε(t)|

< |bε(s)| exp
([− λ(0, Iε(0))− E

(
εα−Dε + ε log(1/ε)

)]
(t − s)

)
. (4.6b)

3. For 0< t < T , theI coordinate of the trajectoryqε(t) satisfies the inequality

|Iε(t)− Iε(0)| < Pε log
1

ε
. (4.7)

4. For 0< t < T , theψ coordinate of the trajectoryqε(t) satisfies the inequality

|ψε(t)− ψε(0)− ω(Iε)t | < Qε

(
log

1

ε

)2

+ Rεα−Dε log
1

ε
. (4.8)
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We remark thatbε(0) = δ andaε(T ) = δ in this proposition.

Proof of Proposition 4.2.Let κ be any number that satisfies the inequality

κ < min
{
λ(ab, I ) | |a| < δ, |b| < δ, I1 5 I 5 I2

}
.

Then the expressionλ(aεbε, Iε)+εfa(aε, bε, Iε, ψε, µ, ε) in equation (4.1a) can be
bounded from below byκ for small enoughε, so that|aε(t)| satisfies the exponential
estimate|aε(t)| > |aε(0)|eκt . Since|aε(0)| = cεα, we must have the estimate
T = O (log(1/ε)). After taking the supremum on the right-hand side of equation
(4.1c), we immediately conclude that the inequality (4.7) holds, which proves part
3 of the proposition.

Multiplying equation (4.1a) bybε, equation (4.1b) byaε, and adding, we con-
clude that

(aεbε)̇ = εf (aε, bε, Iε, φε, µ, ε)aεbε,

for some smooth functionf (aε, bε, Iε, φε, µ, ε). Taking the supremum over this
function, using the fact thatT = O (log(1/ε)), and integrating, we obtain the
inequality

|aε(0)| |bε(0)|εDε < |aε(t)| |bε(t)| < |aε(0)| |bε(0)|ε−Dε (4.9)

for 0< t < T . Using equations|aε(0)| = cεα and|bε(0)| = δ, we conclude from
(4.9) that

|aε(t)| |bε(t)| < cδεα−Dε. (4.10)

Refining our first estimate using inequalities (4.7) and (4.10), we conclude that

λ(0, Iε(0))− E

(
εα−Dε + ε log

1

ε

)
< λ(aεbε, Iε)+ εfa(aε, bε, Iε, ψε, µ, ε)

< λ(0, Iε(0))+ E

(
εα−Dε + ε log

1

ε

)
,

−λ(0, Iε(0))− E

(
εα−Dε + ε log

1

ε

)
< −λ(aεbε, Iε)+ εfb(aε, bε, Iε, ψε, µ, ε)

< −λ(0, Iε(0))+ E

(
εα−Dε + ε log

1

ε

)

along the entire piece of trajectoryqε(t) that is inside the neighborhoodUδ(Mε).
These two inequalities prove the estimates (4.6), and thus part 2 of the proposition.

We now lets = 0 andt = T in the first inequality in formula (4.6a), together
with the equations|aε(0)| = cεα for some positive constantc and|aε(T )| = δ, to
show that

T <
α log 1

ε
− log c

δ

λ(0, Iε(0))− E
(
εα−Dε + ε log 1

ε

)

<
α log 1

ε
− log c

δ

λ(0, Iε(0))

[
1 + C

(
εα−Dε + ε log

1

ε

)]
,
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which holds ifε is small enough. Similarly, we lets = 0 andt = T in the second
inequality in formula (4.6a) to show that

T >
α log 1

ε
− log c

δ

λ(0, Iε(0))

[
1 − C

(
εα−Dε + ε log

1

ε

)]
.

This proves part 1 of the proposition.
To prove part 4 of the proposition, we set up the inequality

|ψε(t)− ψε(0)− ω(Iε(0))t |
<
∫ T

0 |ω(Iε(t))− ω(Iε(0))| dt
+ ∫ T0 |Ψ (aε(t), bε(t), Iε(t))| |aε(t)| |bε(t)| dt
+ ε ∫ T0 |fψ(Iε(t), ψε(t), µ, ε)
+ gψ(aε(t), bε(t), Iε(t), ψε(t), µ, ε)aε(t)bε(t)| dt,

(4.11)

which follows from equation (4.1d). The first term on the right-hand side of this
inequality can be estimated to be of sizeO (ε(log(1/ε))2) by using the inequality
(4.7) and the second inequality in formula (4.5) without the term− log(c/δ). Taking
suprema over the functions involved in the integrand of the last term, we likewise
conclude that this term is of sizeO (ε log(1/ε)). The first and the last term together
can therefore be bounded above by the expressionQε(log(1/ε))2.

The middle term on the right-hand side of the inequality (4.11) is estimated by
using formula (4.10), taking the supremum of the functionΨ (aε(t), bε(t), Iε(t))
over the neighborhoodUδ(Mε), integrating in time, and omitting the term
− log(c/δ) in the second inequality (4.5). We conclude that∫ T

0
|Ψ (aε(t), bε(t), Iε(t))| |aε(t)| |bε(t)| dt < Rεα−Dε log

1

ε
.

Combined with the upper boundQε(log(1/ε))2 for the first and third terms in the
inequality (4.11), this estimate yields formula (4.8), and thus proves part 4 of the
proposition. ut

5. The Closeness of Tangent Spaces

In the following sections we will compute the distance between the stable and
unstable manifoldsWs(Mε) andWu(Mε) of the annulusMε by an extension of
the Melnikov method. In particular, we will follow the unstable manifoldWu(Mε)

as it winds in and out of a small neighborhood of the annulusMε, and measure its
distance from the stable manifoldWs(Mε). In order not to confuse this winding
piece of the unstable manifold with a local piece of this manifold, we denote it by
L . In this section, we derive a closeness estimate between the tangent spaces of
the manifoldsL andWs

loc(Mε) and the tangent spaces of the manifoldsL and
Wu

loc(Mε) at the points where the manifoldL enters and exits the neighborhood
Uδ(Mε) of the annulusMε, respectively (see Figure 5.1).



122 R.Camassa, G.Kovačič & Siu-Kei Tin
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Fig. 5.1. A portion of the manifoldL as it enters and leaves the neighborhoodUδ(Mε).

We begin by deriving the equations of variation along a trajectoryqε(t) from
the equations (4.1). Here the trajectoryqε(t) is as in Proposition 4.2. Throughout
this section, we omit arguments of functions to prevent formulas from becoming
unwieldy. In particular, we writeλ(aεbε, Iε) simply asλ. The equations of variation
are

dȧε = (λ+ εfa)daε + aε
(
Dζελdζε +DIελdIε + ε〈∇fa, dX〉) , (5.1a)

dḃε = (−λ+ εfb)dbε + bε
(−Dζελdζε −DIελdIε + ε〈∇fb, dX〉) , (5.1b)

dİε = ε
(
DIεfI dIε +DψεfI dψε + gI dζε + ζε〈∇gI , dX〉) , (5.1c)

dψ̇ε = DIεωdIε + Ψdζε + ζε
(
DaεΨ daε +DbεΨ dbε +DIεΨ dIε

)
+ ε

(
DIεfψdIε +Dψεfψdψε + gψdζε + ζε〈∇gψ, dX〉) , (5.1d)

whereζε = aεbε anddX = (daε, dbε, dIε, dψε)
T . Instead of working directly

with these equations, we utilize certain structures possessed by these equations. A
similar strategy was used in [71] to study an atmospheric system which we will
describe in Section 11.
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Proposition 5.1. LetU = daε, V = dbε, andW = (W1,W2)
T = (dIε, dψε)

T .
Then equations(5.1)assume the form

U̇ = (λ(0, Iε(0))+ ϕ1)U + ϕ3V + ATW, (5.2a)

V̇ = (−λ(0, Iε(0))+ ϕ2)V + ϕ4U + BTW, (5.2b)

Ẇ = (Θ0 +Θ1)W + UH1 + VH2, (5.2c)

whereϕ1(t, ε), . . . , ϕ4(t, ε)are scalar functions,A(t, ε),B(t, ε),H1(t, ε),H2(t, ε)

are vectors inR2,Θ0(ε),Θ1(t, ε) are2× 2 matrices, and there exist positive con-
stantsC1, . . . , C9, each independent ofδ andε, satisfying

|ϕ1| 5 C1

(
ε + |aε(t)||bε(t)| + ε log

1

ε

)
, (5.3a)

|ϕ2| 5 C2

(
ε + |aε(t)||bε(t)| + ε log

1

ε

)
, (5.3b)

|ϕ3| 5 C3|aε(t)|, (5.3c)

|ϕ4| 5 C4|bε(t)|, (5.3d)

‖A‖ 5 C5|aε(t)|, (5.3e)

‖B‖ 5 C6|bε(t)|, (5.3f)

‖H1‖ 5 C7|bε(t)|, (5.3g)

‖H2‖ 5 C8|aε(t)|, (5.3h)

Θ0 =
(

0 0
DIεω(Iε(0)) 0

)
, (5.3i)

‖Θ1‖ 5 C9

(
ε + ε log

1

ε
+ |aε(t)||bε(t)|

)
. (5.3j)

Proof. We identify the terms in equations (5.2) with those in equations (5.1). First,
we have

ϕ1 = λ− λ(0, Iε(0))+ εfa + aεbεDζελ+ εaεDaεfa.

Using the estimate (4.7) in Proposition 4.2, we see that

λ− λ(0, Iε(0)) = O
(

|aε||bε| + ε log
1

ε

)
.

The rest of the terms are clearly of the sizeO (ε + |aε||bε|). The bound for|ϕ2| is
similar. The bounds for|ϕ3|, |ϕ4|, ‖A‖, ‖B‖, ‖H1‖, ‖H2‖ are also straightforward.
Finally, we identify
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Θ1 =
(

ε
(
DIε fI + ζεDIε gI

)
ε
(
DψεfI + ζεDψε gI

)
DIεω(Iε(t))−DIεω(Iε(0))+ ζεDIεΨ + ε

(
DIε fψ + ζεDIε gψ

)
ε
(
Dψεfψ + ζεDψε gψ

)
)
.

The same kind of consideration as for|ϕ1| gives the desired bound for‖Θ1‖. ut
We now prove a technical result. Letv0 = (U0, V0,W

T
0 )

T be a tangent vector
of the manifoldL at the pointqε(0) where the trajectoryqε(t) on L enters the
neighborhoodUδ(Mε). Assume that the inequalities

|U0| 5 M1ε
α, |V0| 5 M2ε

α, ‖W0‖ 5 M3 (5.4)

hold, whereM1,M2 andM3 are positive constants independent ofε and1
2 < α 5 1.

Then we can show

Proposition 5.2. Under the assumptions(5.4)on the initial conditions, forβ > 0
sufficiently small and0< κ < βλ(0, Iε(0))/2α, the estimates

|U(t)| 5 εα−3βe[λ(0,Iε(0))+κ]t , (5.5a)

|V (t)| 5 εα−5β, (5.5b)

‖W (t)‖ 5 ε−β (5.5c)

hold, where0 5 t 5 T andε is sufficiently small.

Proof. By the initial conditions (5.4), the bounds (5.5) are satisfied for 05 t 5 T0,
whereT0 5 T is some small time, and forε sufficiently small. Our technique
consists of assuming the inequalities (5.5) for 05 t 5 T0 and derivingnewbounds
for the functions|U(t)|, |V (t)| and‖W (t)‖ in the interval 05 t 5 T0. Furthermore,
these bounds show that the inequalities (5.5) are strict. It follows that we can extend
the validity of (5.5) beyond the interval 05 t 5 T0, say to an interval 05 t 5 T1,
whereT0 < T1 5 T . The same argument applies to the new interval 05 t 5 T1,
however, and we can use an elementary connectedness argument to show that (5.5)
holds on the whole interval 05 t 5 T .

Accordingly, we now assume that the estimates (5.5) hold for 05 t 5 T0. For
ε sufficiently small, we have the estimates

E

(
εα−Dε + ε log

1

ε

)
< κ, C

(
εα−Dε + ε log

1

ε

)
<

1

2
,

whereC,D,E are constants in Proposition 4.2. We shrinkε further as we go along.
Under these conditions, we obtain from the estimates (4.5), (4.6a), (4.6b) the further
estimates

(
1

εα

δ
√
e

c

) 1
λ(0,Iε(0))

< eT <

(
1

εα

δe
√
e

c

) 1
λ(0,Iε(0))

, (5.6)

δe−[λ(0,Iε(0))+κ](T−t) < |aε(t)| < δe−[λ(0,Iε(0))−κ](T−t), (5.7a)

δe−[λ(0,Iε(0))+κ]t < |bε(t)| < δe−[λ(0,Iε(0))−κ]t . (5.7b)



Homoclinic Orbits with Many Pulses 125

By further shrinkingε if necessary, we may also assume that

κ > C1

(
ε + δ2e−[λ(0,Iε(0))−κ]T + ε log

1

ε

)
,

so thatλ(0, Iε(0))+ ϕ1 5 λ(0, Iε(0))+ κ. Applying the Gronwall inequality and
the estimate (5.7a) to equation (5.2a), we have, for 05 t 5 T0,

|U(t)| 5 |U0|e[λ(0,Iε(0))+κ]t

+
∫ t

0
e[λ(0,Iε(0))+κ](t−τ)(C3ε

α−5β + C5ε
−β)δe−[λ(0,Iε(0))−κ](T−τ)dτ

5 M1ε
αe[λ(0,Iε(0))+κ]t

+ (C3 + C5)ε
−βδe[λ(0,Iε(0))+κ]t e−[λ(0,Iε(0))−κ]T

∫ t

0
e−2κτ dτ. (5.8)

Applying the estimate (5.6) gives

|U(t)| 5 M1ε
αe[λ(0,Iε(0))+κ]t + C3 + C5

2κ
ε−βδe[λ(0,Iε(0))+κ]t

(
εαc

δ
√
e

) λ(0,Iε(0))−κ
λ(0,Iε(0))

5
[
M1ε

3β + C3 + C5

2κ
δ

(
c

δ
√
e

) λ(0,Iε(0))−κ
λ(0,Iε(0))

εβ
]
εα−3βe[λ(0,Iε(0))+κ]t , (5.9)

where we have used the assumption thatβ > 2ακ/λ(0, Iε(0)), so that

ε
α[λ(0,Iε(0))−κ]
λ(0,Iε(0)) = ε

α− ακ
λ(0,Iε(0)) 5 εα− β

2 5 εα−β.

By choosingε sufficiently small, we have the estimate

M1ε
3β + C3 + C5

2κ
δ

(
c

δ
√
e

) λ(0,Iε(0))−κ
λ(0,Iε(0))

εβ < 1.

The estimate (5.9) now becomes

|U(t)| < εα−3βe[λ(0,Iε(0))+κ]t .

Next, we derive a new estimate for|V (t)|. Again by takingε sufficiently small,
we can assume that

κ > C2

(
ε + δ2e−[λ(0,Iε(0))−κ]T + ε log

1

ε

)
,

so that−λ(0, Iε(0))+ ϕ2 5 −λ(0, Iε(0))+ κ. Applying the Gronwall inequality
and the estimate (5.7b) to equation (5.2b), we obtain
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|V (t)| 5 |V0|e−[λ(0,Iε(0))−κ]t

+
∫ t

0
e−[λ(0,Iε(0))−κ](t−τ)(C4ε

α−3βe[λ(0,Iε(0))+ κ]τ

+C6ε
−β)δe−[λ(0,Iε(0))−κ]τ dτ

5 M2ε
αe−[λ(0,Iε(0))−κ]t

+ δC4ε
α−3βe−[λ(0,Iε(0))−κ]t e

[λ(0,Iε(0))+κ]t

λ(0, Iε(0))+ κ
+ δC6ε

−βte−[λ(0,Iε(0))−κ]t

5 M2ε
αe−[λ(0,Iε(0))−κ]t

+ δ
(
C4ε

α−3β e2κT

λ(0, Iε(0))+ κ
+ C6ε

−βT e−[λ(0,Iε(0))−κ]T
)
.

(5.10)

Using the estimate (5.6) and 2κ < βλ(0, Iε(0))/α, we have inequalities

e−[λ(0,Iε(0))−κ]T 5
(

c

δ
√
e

) λ(0,Iε(0))−κ
λ(0,Iε(0))

εα−β, e2κT 5
(
δe

√
e

c

)β
α

ε−β, T 5 ε−β

if ε is sufficiently small. It follows that

|V (t)| 5
(
M2ε

5β + δ C4
λ(0,Iε(0))+κ

(
δe

√
e

c

) β
α
εβ

+ δC6

(
c

δ
√
e

) λ(0,Iε(0))−κ
λ(0,Iε(0))

ε2β
)
εα−5β < εα−5β,

(5.11)

if ε is sufficiently small.
Finally, we derive the estimate for the component‖W (t)‖. First, we define the

new variableZ = e−tΘ0W . Then equation (5.2c) takes the form

Ż = e−tΘ0Θ1e
tΘ0Z + Ue−tΘ0H1 + V e−tΘ0H2. (5.12)

It is easy to verify that

etΘ0 =
(

1 0
tDIεω(Iε(0)) 1

)
,

and so‖e±tΘ0‖ 5 1+C10t , wheret = 0 andC10 is some constant independent of
ε. By the estimates (5.7), we see that|aε(t)||bε(t)| 5 δ2e−[λ(0,Iε(0))−κ]T . Now fix
η > 0 so that

η < min

(
β

3αλ(0, Iε(0))
,2κ

)
.

Then

‖e−tΘ0Θ1e
tΘ0‖ 5 (1 + C10T )

2C9

(
ε + ε log

1

ε
+ δ2e−[λ(0,Iε(0))−κ]T

)
5 η

if ε is sufficiently small. We apply the Gronwall inequality and estimates (5.7) to
equation (5.12), and obtain
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‖Z(t)‖ 5 ‖W0‖eηt + ∫ t
0 e

η(t−τ)(1 + C10T )(
C7δe

−[λ(0,Iε(0))−κ]τ εα−3βe[λ(0,Iε(0))+κ]τ

+C8δe
−[λ(0,Iε(0))−κ](T−τ)εα−5β

)
dτ

5 M3e
ηt + δ(1 + C10T )e

ηt (C7ε
α−3βK1

+C8ε
α−5βe−[λ(0,Iε(0))−κ]T K2),

(5.13)

whereK1 = ∫ t
0 e

(2κ−η)τ dτ andK2 = ∫ t
0 e

(λ(0,Iε(0))−κ−η)τ dτ . It is easy to check
that

K1 5 e(2κ−η)T

2κ − η
, K2 5 e(λ(0,Iε(0))−κ−η)T

λ(0, Iε(0))− κ − η
.

It then follows that

‖Z(t)‖ 5 M3e
ηt + δ(1 + C10T )e

ηt

×
(
C7ε

α−3β e
(2κ−η)T

2κ − η
+ C8ε

α−5β e−ηT

λ(0, Iε(0))− κ − η

)

5 (M3 + 1)eηt ,

(5.14)

providedε is sufficiently small. Finally,

‖W (t)‖ 5 (1+C10t)‖Z(t)‖ 5 (M3+1)(1+C10T )e
ηT 5 (M3+1)ε−

2
3β < ε−β,

if ε is sufficiently small.
We now complete the argument: LetS be the set of all timesT0 satisfying

0 5 T0 5 T such that the inequalities (5.5) hold for 05 t 5 T0. Since the
inequalities (5.5) are not strict, the setS is closed in the interval 05 t 5 T . The
above calculation shows thatS is non-empty and open in the interval 05 t 5 T .
Since the interval 05 t 5 T is connected, the setS must be this whole inter-
val. ut

We now improve our knowledge of the componentsdIε(t) anddψε(t).

Proposition 5.3. For β > 0 sufficiently small,(
dIε(t)

dψε(t)

)
=
(

1 0

tDIεω(Iε(0)) 1

)(
dIε(0)

dψε(0)

)
+ O (εα−6β), (5.15)

where0 5 t 5 T andε is sufficiently small.

Proof. Let W0 = (dIε(0), dψε(0))T , and define the functionP (t) in R
2 by the

equations

Ṗ = Θ0P , (5.16a)

P (0) = W0. (5.16b)
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Subtracting equation (5.16a) from equation (5.2c), we obtain the equation

Ẇ − Ṗ = Θ0(W − P )+Θ1W + UH1 + VH2. (5.17)

Applying the Gronwall inequality to equation (5.17) and using Proposition 5.2 and
estimates in Proposition 5.1, we have

‖W (t)− P (t)‖

=
∥∥∥∥
∫ t

0
e(t−τ)Θ0 (Θ1(τ )W (τ )+ U(τ)H1(τ )+ V (τ)H2(τ )) dτ

∥∥∥∥
5
∫ t

0
[1 + C10(t − τ)]

[
C9

(
ε + ε log

1

ε
+ δ2e−[λ(0,Iε(0))−κ]T

)
ε−β

+ εα−3βe[λ(0,Iε(0))+κ]τC7δe
−[λ(0,Iε(0))−κ]τ (5.18)

+ εα−5βC8δe
−[λ(0,Iε(0))−κ](T−τ)

]
dτ

5 (1 + C10T )

[
C9ε

α−2βT + δC7

2κ
εα−4β + δC8

λ(0, Iε(0))− κ
εα−5β

]

5 εα−6β

if ε is sufficiently small. The proof is now completed by noting thatP (t) = etΘ0W0
and

etΘ0 =
(

1 0
tDIεω(Iε(0)) 1

)
. ut

Recall that we are interested in the evolution of the tangent space of the manifold
L along the trajectoryqε(t) as this trajectory passes through the small neighbor-
hoodUδ(Mε) of the hyperbolic annulusMε. The tangent space at the pointqε(0),
whereqε(t) entersUδ(Mε), is spanned by three tangent vectors, one of which can
always be chosen to be the vector field itself. For the other two vectors, we can
make use of the fact that the tangent space of the manifoldL is O (εα)-close to
the local stable manifold near the pointqε(0). This gives two other tangent vectors
atqε(0), which are of the form

vI (0) =




O (εα)

O (εα)

1 + O (εα)

O (εα)


 , vψ(0) =




O (εα)

O (εα)

O (εα)

1 + O (εα)


 . (5.19a,b)

We also writevt (0) for the vector field atqε(0), and writevt (t), vI (t), andvψ(t) for
the solutions of the variational equations (5.1) with initial conditionsvt (0), vI (0),
andvψ(0) respectively.

At the pointqε(T ), where the trajectoryqε(t) exits the neighborhoodUδ(Mε),
the vectorvt (T ) is simply the vector field atqε(T ). Using equationaε(T ) =
(signaε(T )) δ and the estimate|bε(T )| 5 δe−[λ(0,Iε(0))−κ]T , we obtain
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vt (T ) =



(signaε(T )) λ(0, Iε(0))δ + O (εα−β)

O (εα−β)
O (ε)

ω(Iε(0))+ O (εα−β)


 . (5.20)

Using Propositions 5.2 and 5.3, we also obtain

vI (T ) =




O (ε−4β)

O (εα−5β)

1 + O (εα−6β)

DIεω(Iε(0)) · T + O (εα−6β)


 , (5.21a)

vψ(T ) =




O (ε−4β)

O (εα−5β)

O (εα−6β)

1 + O (εα−6β)


 . (5.21b)

In order to conclude that the tangent space of the manifoldL at the point
qε(T ) is close to that of the local unstable manifoldWu

loc(Mε), we need to know
the leading term of thedaε-component of the vectorvψ(T ). Write

aε(0) = Aε(Iε, ψε, ε). (5.22)

The Fenichel coordinateaε(0) of the initial pointqε(0) depends on the variablesIε
andψε through some functionAε(Iε, ψε, ε) for the following reason. Near the point
qε(0), we assume that the manifoldL is O (εα)-close to the manifoldWs

loc(Mε),
and that the corresponding tangent spaces are also close. In the Fenichel coordinates,
the manifoldWs

loc(Mε) is given by the equationaε = 0 and parametrized by the
coordinatesbε, Iε, andψε. Since the pointqε(0) is chosen among points with
|bε| = δ, the coordinateaε(0) depends on the remaining variablesIε andψε.
From equations (4.5) and (5.22), we have the following leading term expansion for
eλ(0,Iε(0))T ,

eλ(0,Iε(0))T = δ

|aε(0)|
(

1 + O
(

log
δ

|aε(0)|
(
εα−Dε + ε log

1

ε

)))
. (5.23)

Now for the vectorvψ(0), we havedIε(0) = O (εα). Also, from equation (5.22),
we obtain the equation

daε(0) = Dψεaε(0) = DψεAε(Iε(0), ψε(0), ε). (5.24)

We have to obtain the leading term of the differentialdaε(T ) for the vector
vψ(T ). To do so, we go back to equation (5.1a). For the present purpose, write this
equation as

dȧε = λdaε + (
εfa + aεbεDζελ

)
daε + a2

εDζελdbε

+ aεDIελdIε + εaε〈∇fa, dX〉.
(5.25)
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Using Proposition 5.2 and equation (5.1c), we easily show that|dIε(t)| = O (εα)+
O (ε1−6β) = O (εα−6β). We apply this fact and Proposition 5.2 to equation (5.25)
to see that equation (5.25) takes the form

dȧε = [λ(0, Iε(0))+ χ1(t)]daε + χ2(t), (5.26)

where|χ1(t)| = O (εα−β) and|χ2(t)| = O (εα−6β |aε(t)|). Direct integration gives

daε(T ) = daε(0)e
∫ T

0
λ(0,Iε(0))+χ1(τ )dτ

+
∫ T

0
e

∫ T
τ
λ(0,Iε(0))+χ1(s)dsχ2(τ )dτ.

(5.27)

The second term above can be estimated in the usual way. Chooseε sufficiently
small so thatλ(0, Iε(0))+χ1(t) 5 λ(0, Iε(0))+κ.Then the second term is bounded
above by the expression

O
(
εα−6β

∫ T
0 e[λ(0,Iε(0))+κ](T−τ)δe−[λ(0,Iε(0))−κ](T−τ)dτ

)
= O

(
εα−6β e

2κT

2κ

)

= O (εα−7β).

The first term in equation (5.27) isdaε(0)eλ(0,Iε(0))T
(
1 + O (εα−2β)

)
.Using equa-

tions (5.23) and (5.24), we finally obtain

daε(T ) = δ
DψεAε(Iε(0), ψε(0), ε)

|Aε(Iε(0), ψε(0), ε)|
(
1 + O (εα−2β)

)
+ O (εα−7β). (5.28)

We can now show our closeness result in

Lemma 1. Let the manifoldL be O (εα)-close to the local stable manifold
Ws

loc(Mε) at the pointqε(0) = (aε(0), δ, Iε(0), ψε(0)), whereaε(0) = Aε(Iε(0),
ψε(0), ε) = O (εα), and let the corresponding tangent spaces also beO (εα)-close.
Letqε(t) = (aε(t), bε(t), Iε(t), ψε(t)) be the trajectory passing through the point
qε(0), and letT be the time when this trajectory exits the neighborhoodUδ(Mε)

of the annulusMε. Let there exist a constantB > 0, independent ofε, such that
the inequality∣∣∣∣λ(0, Iε(0))− ω(Iε(0))

DψεAε(Iε(0), ψε(0), ε)

Aε(Iε(0), ψε(0), ε)

∣∣∣∣ > B (5.29)

holds. Then the tangent space of the manifoldL at the pointqε(T ) is O (εα−β)-
close to the tangent space of the local unstable manifoldWu

loc(Mε), where the
numberβ can be made arbitrarily small.

Proof. We consider the linear subspace inR
4 formed by the vectorsvt (T ), vI (T ),

vψ(T ). By equations (5.20), (5.21) and (5.28), we see that the matrix formed by
these vectors has the form



Homoclinic Orbits with Many Pulses 131



(signaε(T ))λ(0,Iε(0))δ+O (εα−β) O (ε−4β) δ

|aε(0)|Dψε aε(0)
(
1+O (εα−2β)

)
+O (εα−7β)

O (εα−β) O (εα−5β) O (εα−5β)

O (ε) 1+O (εα−6β) O (εα−6β)

ω(Iε(0))+O (εα−β) DIεω(Iε(0))·T+O (εα−6β) 1+O (εα−6β)


 .

(5.30)

The quantitydbε∧dIε∧dψε is defined as the subdeterminant obtained by removing
the first row. Geometrically,dbε∧dIε∧dψε is the (signed) volume of the projection
of the parallelepiped formed byvt (T ), vI (T ) and vψ(T ) onto the(bε, Iε, ψε)-
plane. The other projectionsdaε ∧ dIε ∧ dψε, daε ∧ dbε ∧ dIε, anddaε ∧ dbε ∧
dψε are defined similarly. (These projections are known to differential geometers
as Pl̈ucker coordinates on the Grassmannian; see [31].) To show that the linear
subspace spanned by the vectorsvt (T ), vI (T ) andvψ(T ) is close to the subspace
bε = 0, it suffices to prove that|daε ∧ dIε ∧ dψε| dominates{

|dbε ∧ dIε ∧ dψε|2 + |daε ∧ dbε ∧ dIε|2 + |daε ∧ dbε ∧ dψε|2
}1/2

(5.31)

for ε sufficiently small. It is clear from the matrix (5.30) that the expression (5.31)
is of orderO (εα−9β). On the other hand, the projectiondaε ∧ dIε ∧ dψε is the
determinant∣∣∣∣∣∣
(signaε(T ))λ(0,Iε(0))δ+O (εα−β) O (ε−4β) δ

|aε(0)|Dψε aε(0)
(
1+O (εα−2β)

)
+O (εα−7β)

O (ε) 1+O (εα−6β) O (εα−6β)

ω(Iε(0))+O (εα−β) DIεω(Iε(0))·T+O (εα−6β) 1+O (εα−6β)

∣∣∣∣∣∣ ,
which, upon expansion, is

δ

(
(signaε(T ))λ(0, Iε(0))− ω(Iε(0))

Dψεaε(0)

|aε(0)|
(
1 + O (εα−2β)

))+O (εα−10β).

(5.32)
Sinceaε(t) does not change sign during the passage, we must have

signaε(T ) = signaε(0) = aε(0)

|aε(0)| . (5.33)

Expression (5.32) now becomes

δ
aε(0)

|aε(0)|
(
λ(0, Iε(0))− ω(Iε(0))

Dψεaε(0)

|aε(0)|
(
1 + O (εα−2β)

))+ O (εα−10β).

Condition (5.29) guarantees that this coordinate is of orderO (1), and the desired
conclusion on closeness follows. ut

Condition (5.29) reflects the geometric fact that the manifoldL may emerge
from the neighborhoodUδ(Mε) having folds due to the nearly linear motion of
the angleψε, which can be immediately verified for simple linear examples (see
Figure 5.2). Ifω(Iε(0)) = 0, condition (5.29) is automatically satisfied, that is,
no folds can develop in the case of slow dynamics on the normally hyperbolic
manifoldMε.
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Fig. 5.2. An example of the folds that the manifoldL can develop as it flies byMε in
a−ψ−b coordinates. The surface is actually generated by integration of a linear equation,
given by the vector fielḋa = λa, ḃ = −λb, ψ̇ = ω+ψ0, with λ = 1,ω = π/3,b(0) = 1,
a(0) = ε(1− 4

5 sechψ0), andε = 0.2. This demonstrates how the creation of sharp folds
in L is governed by the linearized dynamics in the neighborhoodUδ(Mε).

The method of proof used in Lemma 1 can be adapted easily to the case of
a multi-dimensional action and angle variable. In general, ifI ∈ R

m, θ ∈ R
n,

the manifoldL we are tracking is of dimensionm + n + 1. In exactly the same
manner as above, we can follow tangent vectors complementary to the vector field,
of whichm vectors are along theI directions, andn are along theθ directions.
All the estimates go through verbatim to give the following higher-dimensional
generalization of condition (5.29):∣∣∣∣λ(0, Iε(0))−

〈
ω(Iε(0)),

DψεAε(Iε(0), ψε(0), ε)

|Aε(Iε(0), ψε(0), ε)|
〉∣∣∣∣ > B. (5.34)

6. Distance Estimates Along the Pulses

Recall the manifoldL defined at the beginning of the previous section as the
winding piece of the unstable manifoldWu(Mε). As stated there, the manifoldL
returns several times to the neighborhoodUδ(Mε) and then leaves it again. Upon
leavingUδ(Mε), the manifoldL follows the local piece of the unstable manifold
Wu(Mε). In this section, we compute the distance between these two manifolds
in terms of their distance upon exiting the neighborhoodUδ(Mε). For simplicity,
we carry out the calculation only for the case when system (2.4) is Hamiltonian.
The ideas involved in the general case are the same.
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We introduce streamlined notationq(t) = (x(t), I (t), θ(t)), and rewrite equa-
tion (2.1) as

q̇ = J∇H(q)+ εg(q)+ O (ε2), (6.1)

where∇ = (Dx,DI ,Dθ ), g(q) = g(q,0) andJ now stands for the 4× 4 matrix

J =




0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0


 .

Consider some pointph(0) on the unperturbed homoclinic manifoldW(M),
where this manifold leaves the neighborhoodUδ(Mε). Attach the normaln(ph(0)),
given by formula (3.3), at this point. This normal intersects the manifoldL in at
least one point and the local unstable manifoldWu

loc(Mε) in precisely one point,
sayqu(0). From among the intersection points of the normaln(ph(0)) with the
manifoldL we choose the pointq l (0) to be the point whose backwards-time tra-
jectory takes the least amount of time flying alongL to reach some portion of
the local unstable manifoldWu

loc(Mε). We assume that the pointsq l (0) andqu(0)
are at a distancecεα away from each other for some positivec andα > 1

2. We
consider now the trajectoriesph(t), q l (t) andqu(t) passing through the points
ph(0), q l (0), andqu(0). We require that the pointph(0) be chosen in such a way
that the trajectoryq l (t) does not lie near a fold of the manifoldL . This can be
verified a posteriori by requiring that the nonfolding condition (3.9) is satisfied
for the unperturbed trajectories approximatingq l (t). Note that the trajectoryph(t)
evolves under the unperturbed dynamics, and is therefore of the form (2.6), i.e.,
ph(t) = (xh(t − t0, I ), I, θh(t − t0, I )+ θ0), while the trajectoriesq l (t) andqu(t)

evolve under the perturbed dynamics. By Gronwall-type estimates, the trajectories
q l (t) andqu(t) are a distanceO (εα) apart for all finite timest .

Any perturbed trajectoryq(t) can be Taylor expanded as

q(t) = p(t)+ εr(t)+ O (ε2), (6.2)

wherep(t) is some unperturbed trajectory. This expansion is valid for finite values
of time t . The first correctionr(t) satisfies the first variational equation

ṙ = J∇2H(p)r + g(p). (6.3)

In particular, for the trajectoriesq l (t) andqu(t), expansion (6.2) yields

q l (t) = pl (t)+ εr l (t)+ O (ε2), (6.4a)

qu(t) = pu(t)+ εru(t)+ O (ε2) = ph(t)+ εrh(t)+ O (ε2), (6.4b)

since we can setpu(t) ≡ ph(t), and therefore renameru(t) ≡ rh(t). The distance
between the unperturbed trajectoriespl (t) andph(t) is of orderO (ε + εα).

The validity of the Taylor expansions (6.4a) and (6.4b), and Lemma 1 show that
the signed distance between the points at which the normaln(ph(t)) pierces the
manifoldsL andWu(Mε) is equal to
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dl,u(ph(t)) = 〈q l (t)− qu(t),n(ph(t))〉
‖n(ph(t))‖ + O ((εα + ε)2−β),

whereβ can be taken as small as we please, provided thatq l (t) stays away from
any folds of the manifoldL (see Figure 6.1). Using expansions (6.4a) and (6.4b),
we obtain the formula

dl,u(ph(t)) = 〈pl (t)− ph(t),n(ph(t))〉
‖n(ph(t))‖ + ε

〈r l (t)− rh(t),n(ph(t))〉
‖n(ph(t))‖

+ O ((εα + ε)2−β).

(6.5)

W ( )

n

ql

p h

qu

M

W
u( )Mε

L

p  h( )

(0)

(0)

(t)

(0)

qu(t)

ql(0)

p  h(t)p  h(t)~

~n( )p  h(t)

n( )p  h(t)

Fig. 6.1. The signed distance between the points at which the normaln(ph(t)) pierces the
manifoldL andWu(M)ε is equal to the component of the distance between the points
ql(t) andqu(t) along the normaln(ph(t)), plus higher order terms, away from folds of
the manifoldL .

We now show

Proposition 6.1. The signed distancedl,u(ph(t)) between the points at which the
normaln(ph(t)) pierces the manifoldsL andWu(Mε) is equal to

dl,u(ph(t)) = 〈q l (0)− qu(0),n(ph(0))〉
‖n(ph(t))‖ + O ((εα + ε)2−β), (6.6)

whereβ can be taken as small as desired.
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Proof.The first term in formula (6.5) can be evaluated as follows. SetH(X(I), I ) =
F(I); then

n(ph(t)) = ∇[H(ph(t))− F(I (ph(t)))]. (6.7)

Then

〈pl (t)− ph(t),n(ph(t))〉

= 〈pl (t)− ph(t),∇[H(ph(t))− F(I (ph(t)))]〉

= [H(pl (t))− F(I (pl (t)))] − [H(ph(t))− F(I (ph(t)))]

+ O (‖pl (t)− ph(t)‖2)

= [H(pl (t))− F(I (pl (t)))] − [H(ph(t))− F(I (ph(t)))] + O ((ε + εα)2).

SinceH(p(t)) − F(I (p(t))) is a conserved quantity for system (2.4), we must
have

[H(pl (t))− F(I (pl (t)))] − [H(ph(t))− F(I (ph(t)))]

= [H(pl (0))− F(I (pl (0)))] − [H(ph(0))− F(I (ph(0)))].

Therefore,

〈pl (t)− ph(t),n(ph(t))〉

= [H(pl (0))− F(I (pl (0)))] − [H(ph(0))− F(I (ph(0)))] + O ((ε + εα)2)

= 〈pl (0)− ph(0),n(ph(0))〉 + O ((ε + εα)2). (6.8)

To estimate the second term in formula (6.5), we set up a differential equation
for the expression

∆(t) = ∆l(t)−∆h(t) = 〈r l (t),n(ph(t))〉 − 〈rh(t),n(ph(t))〉. (6.9)

This differential equation consists of two parts:

∆̇l(t) = 〈ṙ l (t),n(ph(t))〉 + 〈r l (t), ṅ(ph(t))〉,

∆̇h(t) = 〈ṙh(t),n(ph(t))〉 + 〈rh(t), ṅ(ph(t))〉.

From equation (6.7) we obtain

ṅ(ph(t)) = ∇2[H(ph(t))− F(I (ph(t)))]ṗh(t)

= ∇2[H(ph(t))− F(I (ph(t)))]J∇H(ph(t)).

Together with equation (6.3), this implies that
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∆̇l(t) = 〈J∇2H(pl (t))r l (t)+ g(pl (t)),n(ph(t))〉

+〈r l (t),∇2[H(ph(t))− F(I (ph(t)))]J∇H(ph(t))〉

= 〈J∇2H(pl (t))r l (t)+ g(pl (t)),∇[H(ph(t))− F(I (ph(t)))]〉

+〈r l (t),∇2[H(ph(t))− F(I (ph(t)))]J∇H(ph(t))〉

= 〈g(pl (t)),n(ph(t))〉 − 〈r l (t),∇2H(pl (t))J∇[H(ph(t))− F(I (ph(t)))]〉

+〈r l (t),∇2[H(ph(t))− F(I (ph(t)))]J∇H(ph(t))〉, (6.10a)

∆̇h(t) = 〈J∇2H(ph(t))rh(t)+ g(ph(t)),n(ph(t))〉

+〈rh(t),∇2[H(ph(t))− F(I (ph(t)))]J∇H(ph(t))〉

= 〈J∇2H(ph(t))rh(t)+ g(ph(t)),∇[H(ph(t))− F(I (ph(t)))]〉

+〈rh(t),∇2[H(ph(t))− F(I (ph(t)))]J∇H(ph(t))〉

= 〈g(ph(t)),n(ph(t))〉 − 〈rh(t),∇2H(ph(t))J∇[H(ph(t))− F(I (ph(t)))]〉

+〈rh(t),∇2[H(ph(t))− F(I (ph(t)))]J∇H(ph(t))〉

= 〈g(ph(t)),n(ph(t))〉

+〈rh(t),∇2H(ph(t))J∇F(I (ph(t)))− ∇2F(I (ph(t)))J∇H(ph(t))〉.
(6.10b)

However, in the last term of equation (6.10b), we have

∇2H(ph(t))J∇F(I (ph(t)))− ∇2F(I (ph(t)))J∇H(ph(t)) = 0 (6.11)

because

∇2H(ph(t))J∇F(I (ph(t)))− ∇2F(I (ph(t)))J∇H(ph(t))

= ∇〈∇H(ph(t)), J∇F(I (ph(t)))〉

= ∇
[
dF(I (ph(t)))

dI
〈∇H(ph(t)), J∇I (ph(t))〉

]
,

and the expression〈∇H(ph(t)), J∇I (ph(t))〉 vanishes identically since only the
first three components of the vector∇H(ph(t)) are nonzero, andJ∇I (ph(t)) =
(0,0,0,1). Therefore, equation (6.10b) simplifies to

∆̇h(t) = 〈g(ph(t)),n(ph(t))〉. (6.12)



Homoclinic Orbits with Many Pulses 137

Furthermore, using equation (6.11), we can collect the terms in equation (6.10a)
to become

∆̇l(t) = 〈g(pl (t)),n(ph(t))〉

+〈r l (t),∇2[H(ph(t))−H(pl (t))]J∇[H(ph(t))− F(I (ph(t)))]〉

= 〈g(pl (t)),n(ph(t))〉 + 〈r l (t),∇2[H(ph(t))−H(pl (t))]Jn(ph(t))〉.
(6.13)

By using equations (6.12) and (6.13), the differential equation for the expression
(6.9) becomes

∆̇(t) = 〈[g(pl (t))− g(ph(t))] + J∇2[H(pl (t))−H(ph(t))]r l (t),n(ph(t))〉,
which implies that

∆(t) = ∆(0)+
∫ t

0
〈[g(pl (s))− g(ph(s))]

+J∇2[H(pl (s))−H(ph(s))]r l (s),n(ph(s))〉 ds.
The integrand on the right-hand side of this equation is of the orderO (εα + ε),
therefore we obtain the estimate

∆(t) = ∆(0)+ O (εα + ε). (6.14)

Combining equation (6.8), the definition (6.9) and equation (6.14) with equation
(6.5), we finally obtain the estimate (6.6). ut

For future purposes, it will be more convenient to estimate the distance between
the manifoldsL andWu(Mε) at a pointp̃h(t), defined as the point onW(M)

at which the normal toW(M) passing throughq l (t) intersectsW(M) itself. For
this we need a little corollary to Proposition 6.1 to modify the result (6.6).

Proposition 6.2. The signed distancedl,u(p̃h(t)) between the points at which the
normaln(p̃h(t)) pierces the manifoldsL andWu(Mε) is equal to

dl,u(p̃h(t)) = 〈q l (0)− qu(0),n(ph(0))〉
‖n(p̃h(t))‖ + O ((εα + ε)2−β), (6.15)

whereβ can be taken as small as desired.

Proof. This follows simply by the triangle inequality

‖p̃h(t)− ph(t)‖ = ‖p̃h(t)− q l (t)+ q l (t)− ph(t)‖

5 ‖p̃h(t)− q l (t)‖ + ‖q l (t)− ph(t)‖

5 O (εα + ε) ,

where Gronwall-type estimates are used in the last inequality. This implies that
n(p̃h(t)) = n(ph(t)) + O (εα + ε), which together with equation (6.6) yields
equation (6.15). ut
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7. Distance Estimates Near the Hyperbolic Annulus

In this section, we examine how the distance between the manifoldsL and
Ws(Mε) transforms into the distance betweenL andWu(Mε) asL flies by
the annulusMε. (We recall here that the manifoldL is defined as the winding
piece of the unstable manifoldWu(Mε).) The result is given by

Proposition 7.1. In the perturbed problem(2.1), let some trajectoryq l (t) enter
the neighborhoodUδ(Mε) a distancecεα away from the local stable manifold
Ws

loc(Mε) of the annulusMε at the timet = 0, and let this trajectory leave
the neighborhoodUδ(Mε) at the timet = T . Let nq(0) be the normal to the
unperturbed local stable manifoldWs

loc(M) that passes through the pointq l (0),
and let this normal intersect the local stable manifoldWs

loc(Mε) in the pointqs(0).
Also, letnq(T ) be the normal to the unperturbed local unstable manifoldWu

loc(M)

that passes through the pointq l (T ), and let this normal intersect the local unstable
manifoldWu

loc(Mε) in the pointqu(T ). Then〈
nq(0), q

l (0)− qs(0)
〉

=
〈
nq(T ), q

l (T )− qu(T )
〉
+ O

(
ε2α−Dε log

1

ε
+ ε1+α

(
log

1

ε

)2)
. (7.1)

n

L

(T)ql

(T)qu

(T)

(T)

q

q

s

s
locW   (       )Mε  

sW  (       )Mε  

u
locW   (       )Mε  

Mε  

U (       )δ Mε  

Fig. 7.1. The definition of the exit pointsql(T ) andqu(T ). The unperturbed stable and
unstable manifolds are represented by dashed lines.

Figure 7.1 gives a sketch of the geometry to which this proposition applies. The
proof of Proposition (7.1) is given below in two steps, the first step of which is

Proposition 7.2. In the unperturbed problem(2.4), let some trajectorypl (t) en-
ter some small neighborhood of the annulusM at the timet = 0, and leave
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Fig. 7.2. An illustration of Propositions 7.2 and 7.3.

this neighborhood at the timet = T . Let np(0) = n(ps(0)) be the normal to
the local stable manifoldWs

loc(M) that passes through the pointpl (0), and let
np(T ) = n(pu(T )) be the normal to the local unstable manifoldWu

loc(M) that
passes through the pointpl (T ). Then〈

np(0),pl (0)− ps(0)
〉+ O

(‖pl (0)− ps(0)‖2
)

= 〈
np(T ),p

l (T )− pu(T )
〉+ O

(‖pl (T )− pu(T )‖2
)
.

(7.2)

Proof. The proof of this proposition is almost identical to the first part of the
proof of Proposition 6.1, except that the value of the functionH(x, I ) − F(I),
whereF(I) = H(X(I), I ), must be the same on the stable and unstable manifolds
Ws(M) andWu(M) (see Figure 7.2). ut

The second step and main technical result used in proving Proposition 7.1 is
contained in

Proposition 7.3. In the perturbed problem (2.1), let some trajectoryq l (t) enter
the neighborhoodUδ(Mε) at a distancecεα away from the local stable manifold
Ws

loc(Mε) of the annulusMε at the timet = 0, and let this trajectory leave
the neighborhoodUδ(Mε) at the timet = T . Let nq(0) be the normal to the
unperturbed local stable manifoldWs

loc(M) that passes through the pointq l (0),
and let this normal intersect the local stable manifoldWs

loc(Mε) in the point
qs(0). Also, letnq(T ) be the normal to the unperturbed local unstable manifold
Wu

loc(M) that passes through the pointq l (T ), and let this normal intersect the local
unstable manifoldWu

loc(Mε) at the pointqu(T ). Let pl (t) be an unperturbed
trajectory whose initial pointpl (0) has the(a, b, I, ψ) coordinates identical to
the (aε, bε, Iε, ψε) coordinates of the pointq l (0), that is,(cεα, δ, I lε(0), ψ

l
ε(0)).

Let np(0) = n(ps(0)) be the normal to the unperturbed local stable manifold
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Ws
loc(M) that passes through the pointpl (0). Let np(T ) = n(pu(T )) be the

normal to the unperturbed local unstable manifoldWu
loc(M) that passes through

the pointpl (T ). Then〈
nq(0), q l (0)− qs(0)

〉
=
〈
np(0),p

l (0)− ps(0)
〉
+ O

(
ε2α−Dε log

1

ε
+ ε1+α

(
log

1

ε

)2)
,

(7.3a)

〈
nq(T ), q

l (T )− qu(T )
〉

=
〈
np(T ),p

l (T )− pu(T )
〉
+ O

(
ε2α−Dε log

1

ε
+ ε1+α

(
log

1

ε

)2)
.

(7.3b)

Proof. From equations (4.1) we compute that

al(T ) = al(0)eλ(cδε
α,Iε(0))T , bl(T ) = bl(0)e−λ(cδε

α,Iε(0))T .

Sinceλ(cδεα, Iε(0)) = λ(0, Iε(0))+ O (εα), we conclude from inequalities (4.5)
and (4.6a) that

alε(T ) = al(T )

[
1 + O

(
εα−Dε log

1

ε
+ ε

(
log

1

ε

)2
)]

. (7.4a)

Likewise, we conclude from inequalities (4.5) and (4.6b) that

blε(T ) = bl(T )

[
1 + O

(
εα−Dε log

1

ε
+ ε

(
log

1

ε

)2
)]

. (7.4b)

By inequality (4.7), we have

|Iε(T )− I (T )| = |Iε(T )− Iε(0)| = O
(
ε log

1

ε

)
, (7.5)

ψε(T )− ψ(T ) = O

(
εα−Dε log

1

ε
+ ε

(
log

1

ε

)2
)
. (7.6)

Since the difference between the(aε, bε, Iε, ψε) and(a, b, I, ψ) coordinates is
O (ε), we have the estimate

q l (T ) = pl (T )+ O

(
εα−Dε log

1

ε
+ ε

(
log

1

ε

)2
)
,

and therefore

nq(T ) = np(T )+ O

(
εα−Dε log

1

ε
+ ε

(
log

1

ε

)2
)

in any of the three coordinate systems.
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Now, the vectorsq l (T ) − qu(T ) andpl (T ) − pu(T ) are proportional to the
normalsnq(T ) andnp(T ), respectively, so that all their components must be pro-
portional to 1. The easiest component to compute is theb component, which is
just equal toblε(T ) for the vectorq l (T ) − qu(T ) and equal tobl(T ) for the vec-
tor pl (T ) − pu(T ). By the estimate (7.4b), and sincebl(T ) = cεα, we have the
estimate

blε(T ) = bl(T )+ O

(
ε2α−Dε log

1

ε
+ ε1+α

(
log

1

ε

)2
)
.

It is in order to establish this estimate that we need our stronger version of the
Fenichel normal form and the subsequent Proposition 4.2. This proposition, in turn,
implies the crucial estimate (7.4b). The usual Fenichel normal form is not refined
enough to provide this estimate, since then the expression in square brackets in
(7.4b) would be replaced by the termεconst.δ, whereδ is the size of the neighborhood
in which the Fenichel normal form is valid and the constant can be either positive
or negative.

In what follows, we let the lower case lettersp andq denote the positions of
unperturbed and perturbed trajectories in the(x, I, θ) coordinates, and the upper
case lettersP andQ the positions of these same trajectories in the(a, b, I, ψ)

and (aε, bε, Iε, ψε) coordinates, respectively. By the discussion in the previous
paragraph, we thus have

Ql (T )− Qu(T ) = P l (T )− P u(T )+ O

(
ε2α−Dε log

1

ε
+ ε1+α

(
log

1

ε

)2
)
,

(7.7)
and so

Ql (T )− Qu(T ) = O (εα), P l (T )− P u(T ) = O (εα). (7.8)

Consider the functionN(a, b, I ) = Nε(aε, bε, Iε, ψε) = H(x, I ) − F(I),
whereF(I) = H(X(I), I ). Then, by slight abuse of notation,〈

∇Nε(Qu(T )),Ql (T )− Qu(T )
〉
+ O

(
‖Ql (T )− Qu(T )‖2

)

=
〈
nq(T ), q

l (T )− qu(T )
〉
+ O

(
‖q l (T )− qu(T )‖2

)
,

since both expressions are the differentials of the same function in different coor-
dinate systems. By equation (7.8), we obtain〈

∇Nε(Qu(T )),Ql (T )− Qu(T )
〉
=
〈
nq(T ), q

l (T )− qu(T )
〉
+ O (ε2α). (7.9)

Now

∇Nε(Qu(T )) = ∇N(P u(T ))+ O

(
εα−Dε log

1

ε
+ ε

(
log

1

ε

)2
)

in any coordinate system, and because of equation (7.7) we obtain
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〈∇Nε(Qu(T )),Ql (T )− Qu(T )
〉

= 〈∇N(P u(T )),P l (T )− P u(T )
〉

+ O
(
ε2α−Dε log 1

ε
+ ε1+α

(
log 1

ε

)2
)
.

(7.10)

By equation (7.8), we also have〈
∇N(P u(T )),P l (T )− P u(T )

〉
=
〈
np(T ),p

l (T )− pu(T )
〉
+ O (ε2α). (7.11)

Combining equations (7.9)–(7.11) finally yields equation (7.3b).
The proof of equation (7.3a) is similar to the last part of this proof.ut

8. Estimate of the Phase Change Along a Pulse

Recall the definition of the manifoldL as the winding piece of the unstable
manifoldWu(Mε). As discussed in Section 6, away from a small neighborhood
Uδ(Mε) of the annulusMε, a perturbed orbit on the manifoldL can be ap-
proximated by unperturbed orbits that lie on the homoclinic manifoldW(M).
Each of these unperturbed orbits is parametrized by one of the solutions (2.6), i.e.,
x = xh(t, I ), θ = θh(t, I ) + θ0, but they all have different values of the phase
θ0, in general. In this section, we compute how this phase changes between two
consecutive approximating unperturbed homoclinic orbits. This is straightforward
in the “slow” case when the frequencyΩ(X(I), I ) of the underlying unperturbed
periodic orbit on the annulusM vanishes, but for the general “fast” case consid-
erable care is required for the estimate of the phase change. This estimate is the
result of Proposition 8.1.

In order to compute the phase change described in the previous paragraph, we
consider an orbitOl that lies on the manifoldL . In particular, let us concentrate
on the segment of the orbitOl along itsj -th and(j + 1)-st excursions away from
the small neighborhoodUδ(Mε) of the annulusMε. Let the orbitOl enter the
neighborhoodUδ(Mε) through the pointq l from its j -th excursion away from
Mε. Letps be the point such that the normaln(ps) to the unperturbed homoclinic
manifoldW(M) at the pointps pierces the manifoldL at the pointq l , see
Figure 8.1. Moreover, letqs be the point where the normaln(ps) intersects the local
stable manifoldWs

loc(Mε) of the annulusMε. For the time being, we assume that
the pointsqs andq l areO (εα) close, which we will justify in Section 9. From this
assumption it follows that the pointsps andq l areO (ε+εα)-close. Note that from
their definitions, the pointsqs andq l are connected by the relation

q l = qs + 〈q l − qs ,n(ps)〉
‖n(ps)‖

n(ps)

‖n(ps)‖ . (8.1)

Let the unperturbed homoclinic orbit through the pointps be parametrized by
the unperturbed trajectory

ph(t) =
(
xh(t, I ), I, θh(t, I )+ θj−1(ε)

)
, (8.2)
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Fig. 8.1. The geometry of Proposition 8.1.

and let this trajectory pass through the pointps at the timet = tε+, that is,

ph(tε+) = ps . (8.3)

Moreover, letq l (t) be the trajectory on the orbitOl that passes through the point
q l at the same timet = tε+, so thatq l (tε+) = q l . As in Section 6, Gronwall-type
estimates ensure that the trajectoriesq l (t) andph(t) remainO (ε + εα)-close to
each other during their whole flight away from the neighborhoodUδ all the way
back to the boundary ofUδ.

The estimate (4.8) can be used to determine the phase increment of the trajectory
q l (t) during its flight through the neighborhoodUδ. Upon exitingUδ again, at the
point q̂ l and after a timeT say, the normal to the unperturbed homoclinic manifold
W(M) that passes through the pointq̂ l defines a new pointpu onW(M) (see
Figure 8.1), which isO (ε+εα)-close toq̂ l by the estimates of Section 7. The point
pu in turn defines a new unperturbed trajectory,

p̂h(t) =
(
xh(t, Î (ε)), Î (ε), θh(t, Î (ε))+ θj (ε)

)
,

for someθj (ε). Let t = −tε− be the time at which the new unperturbed trajectory
passes throughpu, i.e.,

p̂h(−tε−) = pu . (8.4)

Once again, Gronwall-type estimates ensure that the trajectoryp̂h(t) follows the
trajectoryq l (t)on to its whole flight outside the neighborhoodUδ along its(j+1)-st
excursion. Since|Î (ε)− I | = O (ε log(1/ε)) by formula (4.7), we then see that the
segment of the orbitOl along this excursion can be approximated by the solution(
xh(t, I ), I, θh(t, I )+ θj (ε)

)
, and the relation betweenθj (ε) and θj−1(ε) is all

we need to compute in order to select the new unperturbed trajectoryp̂h(t). The
explicit expression for the phase incrementθj (ε)− θj−1(ε) is provided by
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Proposition 8.1. The exit pointpu belongs to the orbit
(
xh(t, Î (ε)), θh(t, Î (ε))

+θj (ε)
)
, where

θj (ε) = θj−1(ε)+1θ(I)+ 1

λ(I)
Ω(X(I), I ) log

∣∣∣∣ ς(I)

〈q l − qs ,n(ps)〉
∣∣∣∣

+ O
(
εα−Dε + ε log

1

ε

)
,

(8.5)

ς(I) is a function that depends on the entries of the JacobianD2
xH(X(I), I ),

ς(I) = 2(λ(I ))2|A2(I )|f+(I )f−(I )√[(
A2(I )

)2 + (
λ(I)− A0(I )

)2][(
A2(I )

)2 + (
λ(I)+ A0(I )

)2]
(8.6)

with

A0(I ) = Dx1Dx2H(X(I), I ), A1(I ) = D2
x1
H(X(I), I ),

A2(I ) = D2
x2
H(X(I), I ),

f+(I ) = lim
t→+∞

1

λ(I)
eλ(I)t‖DxH(xh(t, I ), I )‖,

f−(I ) = lim
t→−∞

1

λ(I)
e−λ(I)t‖DxH(xh(t, I ), I )‖ .

(8.7)

Recall thatλ(I) is the positive eigenvalue of the matrixJD2
xH(X(I), I ), and that

the phase difference1θ(I) is given by formula (2.8).
A large part of the difficulty in proving this proposition stems from the fact that

we must work in two coordinate systems: the(x, I, θ) coordinates away from the
annulusMε and the(aε, bε, Iε, ψε) coordinates nearMε. Thus, before the actual
proof of Proposition 8.1, we prove two results that address this issue. The first is a
technical proposition:

Proposition 8.2. Let qs and ps be points on the manifoldsWs
loc(Mε) and

Ws
loc(M) respectively, such that the normal to the unperturbed local stable mani-

foldWs
loc(M) at ps pierces the perturbed local stable manifoldWs

loc(Mε) at qs .
Then

〈∇aε(qs),n(ps)〉
‖n(ps)‖2

= 1

λ(I)b(ps)
+ O (ε).

Proof. First of all, we have∇aε(qs) = ∇a(ps) + O (ε). From the expression for
n(ps), viz., expression (3.3), and the fact thatps is a point on the unperturbed local
stable manifoldWs

loc(M), i.e.,a(ps) = 0, we have
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n(ps) = ∇(H(ps)−H(X(I), I )
)

= ∇(K(a(ps) b(ps), I )−K(0, I )
)

= DabK(0, I )
[
b(ps)∇a(ps)+ a(ps)∇b(ps)] (8.8)

+DIK
(
a(ps)b(ps), I

)∇I −DIK(0, I )∇I
= λ(I)b(ps)∇a(ps),

where we have used the shorthand notationI ≡ I (ps). It follows that

∇a(ps) = 1

λ(I)b(ps)
n(ps), (8.9)

so that

〈∇aε(qs),n(ps)〉
‖n(ps)‖2

= 〈∇a(ps),n(ps)〉
‖n(ps)‖2

+ O (ε) = 1

λ(I)b(ps)
+ O (ε),

as desired. ut
We remark that had we chosen a pointpu contained in the unperturbed local

unstable manifoldWu
loc(M), then the above argument would have yieldedn(pu) =

λ(I)a(pu)∇b(pu).
Proposition 8.2 allows us to find an expression for the coordinateaε(q

l ) of
the pointq l at which the orbitOl enters the neighborhoodUδ(Mε). As defined
in the second paragraph of this section, let the normaln(ps) to the unperturbed
homoclinic manifoldW(M) that passes through the pointq l also pass through the
pointps onW(M), and let this normal pierce the local stable manifoldWs

loc(Mε)

of the annulusMε at the pointqs . Recall that we have assumed the pointsq l and
qs to be at most a distanceO (εα) apart, and so the pointsq l andps are at most a
distanceO (ε + εα) apart. By using the result of Proposition 8.2, we obtain

Proposition 8.3. Theaε coordinate of the pointq l is given by the expression

aε(q
l ) = signb(ps)

〈q l − qs ,n(ps)〉
λ(I)δ

+ O
(
(ε + εα)2

)
.

Proof.At the pointqs , the coordinateaε(qs) vanishes. Therefore, since we assumed
that the pointsq l andqs are at most a distanceO (εα) apart,

aε(q
l ) = aε(q

l )− aε(q
s) = 〈∇aε(qs), q l − qs〉 + O (ε2α).

Using equation (8.1) and Proposition 8.2, we obtain

aε(q
l ) = 〈q l − qs ,n(ps)〉

λ(I)b(ps)
+ O

(
(ε + εα)2

)
.

If we use|b(ps)| = δ, the conclusion follows. ut
We are now in the position to give the
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Proof of Proposition 8.1.Recall the parametrization of the unperturbed homoclinic
orbitph(t), given by equation (8.2), which approximates toO (ε+εα) the trajectory
q l (t) during itsj -th excursion away from the annulusMε. Recall also that the
timestε+ andtε−, introduced by formulas (8.3) and (8.4), are defined in terms of the
perturbed Fenichel coordinates by the equations

δ = |aε(q̂ l )| =
∣∣∣aε(p̂h(−tε−)+ O (ε + εα)

)∣∣∣
= |a(xh(−tε−, I ), I )| + O (ε + εα),

δ = |bε(q l )| =
∣∣∣bε(ph(+tε+)+ O (ε + εα)

)∣∣∣
= |b(xh(+tε+, I ), I )| + O (ε + εα) .

These equations in turn define two timest0+ andt0− which areO (ε + εα)-close to
tε+ andtε− by

|a(xh(−t0−, I ), I )| = δ, |b(xh(t0+, I ), I )| = δ. (8.10)

At the timet = tε+, the angle component of the trajectoryph(t) is

θh(tε+) = θj−1(ε)+Ω(X(I), I )tε+ +
∫ tε+

0

(
Ω(xh(t, I ), I )−Ω(X(I), I )

)
dt,

(8.11)

and similarly the angle component of the trajectoryp̂h(t) at the timet = −tε− is

θh(−tε−) = θj (ε)−Ω
(
X(Î (ε)), Î (ε)

)
tε− −

∫ 0

−tε−

(
Ω
(
xh(t, Î (ε)), Î (ε)

)
−Ω

(
X(Î (ε)), Î (ε)

))
dt.

(8.12)

In order to use the estimate (4.8), we need to find the angle componentψh+ ≡
ψh(tε+) ≡ ψ

(
ph(tε+)

)
for the pointph(tε+) in the Fenichel coordinates. Recall that

the Fenichel transformation for the angle component takes the form

ψ = θ + G (x, I )

for some functionG (x, I ), given by equation (4.4), which satisfies the identity

G (X(I), I ) ≡ 0 (8.13)

for all I . By the condition (8.13), we have

ψh+ − θh(tε+) = −
∫ ∞

tε+

(
ψ̇h(t)− θ̇ h(t)

)
dt.

Since the trajectoryph(t) lies on the local stable manifoldWs
loc(M) for t suffi-

ciently large, we havea(ph(t), I ) = 0 andψ̇h = Ω (X(I), I ). It follows that
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ψh+ − θh(tε+) = −
∫ ∞

tε+

(
Ω(X(I), I )−Ω(xh(t, I ), I )

)
dt. (8.14)

By combining this with equation (8.11), we find

ψh+ = θj−1(ε)+Ω(X(I), I )tε+ +1θ+(I ),

where we have defined

1θ+(I ) =
∫ +∞

0

(
Ω(xh(t, I ), I )−Ω(X(I), I )

)
dt. (8.15)

The result of the previous paragraph, estimate (4.8), and the choiceq l (tε+) = q l

show that at the time when the trajectoryq l (t) leaves the neighborhoodUδ again,
that is, att = T + tε+, the phase angle ofq l (t) in the Fenichel coordinates is

ψh+ +Ω(X(I), I )T + O
(
εα−Dε + ε log

1

ε

)

= θj−1(ε)+Ω(X(I), I )(tε+ + T )+1θ+(I )+ O
(
εα−Dε + ε log

1

ε

)
(8.16)

whereT is estimated by formula (4.5). Now, by the definition of the exit pointq̂l ,
this phase angle can also be approximated by the formulaψ̂h− − θh(−tε−) where
ψ̂h− ≡ ψ̂h(−tε−) ≡ ψ

(
p̂h(−tε−)

)
. By analogy with formula (8.14), we have

ψ̂h− − θh(−tε−) =
∫ −tε−

−∞

(
Ω
(
X(Î (ε)), Î (ε)

)−Ω
(
xh(t, Î (ε)), Î (ε)

))
dt, (8.17)

which combined with equation (8.12) and the approximation|Î (ε) − I | =
O (ε log(1/ε)) by (4.7) yields

ψ̂h− = θj (ε)−Ω(X(I), I )tε− −1θ−(I )+ O
(
ε log

1

ε

)
, (8.18)

where

1θ−(I ) ≡
∫ 0

−∞

(
Ω(xh(s, I ), I )−Ω(X(I), I )

)
ds. (8.19)

Sinceq l (T + tε+) = q̂l , the two phases (8.16) and (8.18) must be equal, so that

ψ̂h− = ψh+ +Ω(X(I), I )T + O
(
εα−Dε + ε log

1

ε

)
.

This equation, together with equations (8.16) and (8.18), finally gives the total phase
difference as

θj (ε)−θj−1(ε) = 1θ(I)+ω(I)(tε+ + tε− +T )+O
(
εα−Dε + ε log

1

ε

)
, (8.20)

where1θ(I) = 1θ+(I )+1θ−(I ) is the same as that given by formula (2.8), and,
as usual,ω(I) ≡ Ω(X(I), I ).
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From the estimate (4.5) we easily compute that the timeT of flight through the
neighborhoodUδ of the annulusMε equals

T = 1

λ(I)
log

∣∣∣∣ δ

aε(q l )

∣∣∣∣+ O
(
εα−Dε + ε log

1

ε

)
,

and Proposition 8.3 implies that

T = 1

λ(I)
log

∣∣∣∣ δ2λ(I)

〈q l − qs ,n(ps)〉
∣∣∣∣+ O

(
εα−Dε + ε log

1

ε

)
.

The timest0+ andt0− defined by equation (8.10), which approximatetε+ andtε−
with an error of orderO (ε + εα), can be expressed in terms of the sizeδ of the
neighborhoodUδ(Mε). Thinking ofδ as a function oft0+ via δ = |b(ph(t0+))|, we
have

dδ

dt0+
=
(
signb(ph(t0+))

)
ḃ(ph(t0+)) = −λ(0, I )|b(ph(t0+))| = −λ(I)δ,

where we have used equation (4.2b) ata(ph(t0+)) = 0. Integrating yields

t0+ = 1

λ(I)
log

C+(I )
δ

,

whereC+(I ) is the constant of integration which is given by

C+(I ) = lim
t→∞ |b(ph(t))|eλ(I)t . (8.21)

An analogous argument fort0− yields

t0− = 1

λ(I)
log

C−(I )
δ

,

where
C−(I ) = lim

t→−∞ |a(ph(t))|e−λ(I)t , (8.22)

so that the total phase difference evaluates to

θj (ε)− θj−1(ε)

= 1θ + ω(I)

λ(I )
log

∣∣∣∣λ(I)C+(I )C−(I )
〈q l − qs ,n(ps)〉

∣∣∣∣+ O
(
εα−Dε + ε log

1

ε

)
.

(8.23)

The expressions (8.21) and (8.22) for the functionsC+(I ) andC−(I ) still in-
volve the Fenichel coordinatesb anda respectively, and soC+(I )andC−(I ) cannot
be computed explicitly without knowing the explicit form of the functionsa(x, I )
andb(x, I ). We therefore need to determine an expression ofC+(I ) andC−(I )
which does not refer to the Fenichel coordinates. This can be done in terms of the
linearization of the vector field (2.4a) atx = X(I), as follows. By the L’Hospital
rule,



Homoclinic Orbits with Many Pulses 149

C+(I ) = lim
t→∞

1

λ(I)

∣∣∣〈Dxb(ph(t)), JDxH(xh(t, I ), I )〉∣∣∣ eλ(I)t
= lim

t→∞
1

λ(I)

∣∣∣〈Dxb(X(I), I ), JDxH(xh(t, I ), I )〉∣∣∣ eλ(I)t
= lim

t→∞
1

λ(I)
‖DxH(xh(t, I ), I )‖eλ(I)t

×
∣∣∣〈Dxb(X(I), I ), JDxH(xh(t,I ),I )‖DxH(xh(t,I ),I )‖

〉∣∣∣
= f+(I )

∣∣∣∣
〈
Dxb(X(I), I ), lim

t→∞
JDxH(x

h(t, I ), I )

‖DxH(xh(t, I ), I )‖
〉∣∣∣∣ ,

(8.24)

where we have defined, as in equation (8.7),

f+(I ) = lim
t→+∞

1

λ(I)
eλ(I)t‖DxH(xh(t, I ), I )‖.

Similarly we have (cf. equation (8.7))

C−(I ) = lim
t→−∞

1

λ(I)

∣∣∣〈Dxa(X(I), I ), JDxH(xh(t, I ), I )〉∣∣∣ e−λ(I)t

= f−(I )
∣∣∣∣
〈
Dxb(X(I), I ), lim

t→−∞
JDxH(x

h(t, I ), I )

‖DxH(xh(t, I ), I )‖
〉∣∣∣∣ ,

(8.25)

with

f−(I ) = lim
t→−∞

1

λ(I)
e−λ(I)t‖DxH(xh(t, I ), I )‖.

The unit vectors

e±λ ≡ ∓ lim
t→±∞

JDxH(x
h(t, I ), I )

‖DxH(xh(t, I ), I )‖ (8.26)

span the tangent spaces of the unstable and stable manifoldsWu(X(I)) and
Ws(X(I)) of the equilibrium pointX(I), respectively. Sinceb(x, I ) = 0 de-
fines the unstable manifoldWu(X(I)) in the neighborhoodUδ(M), the vector
Dxb(X(I), I ) is normal toWu(X(I)) atx = X(I), and so

Dxb(X(I), I ) = κb lim
t→−∞

DxH(x
h(t, I ), I )

‖DxH(xh(t, I ), I )‖ (8.27)

for some proportionality constantκb. Likewise, the vectorDxa(X(I), I ) normal
toWs(X(I)) atx = X(I) is

Dxa(X(I), I ) = κa lim
t→∞

DxH(x
h(t, I ), I )

‖DxH(xh(t, I ), I )‖ (8.28)

for some other proportionality constantκa (see Figure 8.2 for a sketch of the ge-
ometry).
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e+λ

e−λ

Dxb(X(I),I)

Dxa(X(I),I)

a(x,I)=0

b(x,I)=0

X(I)

Ws(X(I))

Wu(X(I))

x2

x1

Uδ M(       )ε

Fig. 8.2. Sketch of the geometry of the vectors normal and tangent to the stable manifold
W s(X(I)) and unstable manifoldWu(X(I)) atX(I).

The condition that thex 7→ (a, b) part of the Fenichel transformation be canon-
ical is easily seen to be|〈Dxa(X(I), I ), JDxb(X(I), I )〉| = 1. Inserting expres-
sions (8.28) and (8.27) into this condition yields an equation for the constantsκa
andκb

|κaκb| lim
t→∞

∣∣∣∣
〈
DxH(x

h(−t, I ), I )
‖DxH(xh(−t, I ), I )‖ ,

JDxH(x
h(t, I ), I )

‖DxH(xh(t, I ), I )‖
〉∣∣∣∣

= |κaκb| |〈J e+λ, e−λ〉| = |κaκbσ | = 1,

(8.29)

where we have used the definitions (8.26) for the second equality and the definition
(3.4) of the signatureσ for the last equality. Combining equations (8.24), (8.25)
with the expressions (8.27), (8.28) and the definitions (8.26) finally yields

C+(I )C−(I ) = |κaκb|f+(I )f−(I ) |〈J e+λ, e−λ〉|2

= f+(I )f−(I ) |〈J e+λ, e−λ〉| = |σ |f+(I )f−(I ),
(8.30)

where we have used condition (8.29) in the last equality.
Let us introduce the following notation for the entries of the Hessian of the

HamiltonianH(x, I ) atx = X(I),

A0(I ) = Dx1Dx2H(X(I), I ), A1(I ) = D2
x1
H(X(I), I ),

A2(I ) = D2
x2
H(X(I), I ),

so thatλ(I) =
√
A2

0(I )− A1(I )A2(I ). WhenA2(I ) |= 0, a simple calculation

shows that the vectorse±λ are the eigenvectors of the HessianJD2
xH(X(I), I ),
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e±λ = 1√
(A2(I ))

2 + (λ(I )± A0(I ))
2

(
A2(I )

−(A0(I )± λ(I))

)
.

Using this expression in (8.30) to compute|σ | = |〈J e+λ, e−λ〉| then gives

C+(I )C−(I ) =
2λ(I)|A2(I )|f+(I )f−(I )√[(

A2(I )
)2 +

(
λ(I)− A0(I )

)2][(
A2(I )

)2 +
(
λ(I)+ A0(I )

)2] . (8.31)

WhenA2(I ) = 0, a similar calculation shows that

C+(I )C−(I ) = 2λ(I)f+(I )f−(I )√
4 (λ(I ))2 + (A1(I ))

2
,

which coincides with the limit of (8.31) whenA2(I ) → 0, and hence we can take
(8.31) as the representative of the general case. Setting

ς(I) = λ(I)C+(I )C−(I )

proves the proposition. ut

9. Proof of the Main Result

In this section we finally tie the results of the previous sections into a proof of
Theorem 1. We will obtain this proof in three steps by following an orbitOl that is
contained in the manifoldL , the piece of the unstable manifoldWu(Mε) whose
properties we have discussed in the previous four sections. In the first of the three
steps, we compute the distance between any point on the orbitOl and the stable
manifoldWs(Mε) of the annulusMε in terms of thej -pulse Melnikov function,
provided that the orbitOl does not lie on any of the folds of the manifoldL . The
second step is Proposition 9.2, which expresses the nonfolding condition of Lemma
1 in terms of the logarithmic derivative of thej -pulse Melnikov function. The third
step is the actual proof of Theorem 1.

We remark that at every step the exponentα we have used in all previous
estimates turns out to beα = 1.

The first step is given by

Proposition 9.1. LetOl be an orbit on the manifoldL and let no part of this orbit
lie on a fold of the manifoldL . Letqj be any point on thej -th pulse of the orbit
Ol , and letpj be the point on the unperturbed homoclinic manifoldW(M) such
that the normaln(pj ) toW(M) at the pointpj passes through the pointqj . Then
the signed distancedl,s(pj ) between the pointqj and the manifoldWs(Mε) along
the normaln(pj ) equals

dl,s(pj ) = ε
Mj (ε, I, θ0, µ)

‖n(pj )‖ + O
(
ε2−β

)
, (9.1)
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whereβ can be taken arbitrarily small by decreasingε. Here thej -pulse Melnikov
functionMj(ε, I, θ0, µ) is defined recursively as

Mj(ε, I, θ0, µ) =
j−1∑
i=0

M(I, θ0 + i1θ + Ti (ε, I, θ0, µ), µ),

with

Ti (ε, I, θ0, µ) = Ω(X(I), I )

λ(I )

i∑
r=1

log

∣∣∣∣ ς(I)

εMr(ε, I, θ0, µ)

∣∣∣∣ ,
andT0(ε, I, θ0, µ) = 0. The functionς(I) is defined in terms of the entries of the
HessianJD2

xH(X(I), I ) by equation(8.6).

Proof. The first excursion or pulse of the orbitOl away from the annulusMε can
be approximated to orderO (ε) by the solution

ph1(t) ≡ P (t) =
(
xh(t, I ), I, θh(t, I )+ θ0

)
.

Let q1 be any point on this pulse, and letp1 be theO (ε)-close point on the unper-
turbed homoclinic manifoldW(M) such that the normaln(p1) toW(M) at the
point p1 passes through the pointq1. The standard Melnikov method shows that
the signed distance along the normaln(p1) between the pointq1 and the stable
manifoldWs(Mε) equals

dl,s(p1) = ε
M(I, θ0, µ)

‖n(p1)‖ + O (ε2). (9.2)

Let us now consider the second pulse of the orbitOl . Lemma 1 and Proposi-
tions 7.1 and 6.2 withα = 1 show that after its exiting the neighborhoodUδ(Mε),
the distance between the orbitOl and the unstable manifoldWu(Mε) at any point
q2 along the second pulse ofOl equals

dl,u(p2) = ε
M(I, θ0, µ)

‖n(p2)‖ + O

(
ε2−β + ε2

(
log

1

ε

)2
)
, (9.3)

where the pointp2 is related to the pointq2 in the same way asp1 is related toq1,
andβ can be taken as small as we please when we decreaseε.

From equation (9.3) and estimate (4.7) in Proposition 4.2, it follows that the
second pulse of the orbitOl is approximated toO (ε) by the solution

ph2(t) =
(
xh(t, I1(ε, I, θ0, µ)), I1(ε, I, θ0, µ),

θh(t, I1(ε, I, θ0, µ))+ θ1(ε, I, θ0, µ)
)
,

where|I1(ε, I, θ0, µ) − I | = O (ε log(1/ε)), and the new phaseθ1(ε, I, θ0, µ) is
given by formula (8.5),θ1(ε, I, θ0, µ) ≡ θ1(ε), with q l = q1 andps = p1, so that
n(ps) = n(p1). We thus conclude that the signed distance between the manifolds
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Wu
loc(Mε) andWs(Mε) along the normaln(p2) to the unperturbed homoclinic

manifoldW(M) at the pointp2 equals

du,s(p2) = ε
M(I, θ1(ε, I, θ0, µ), µ)

‖n(p2)‖ + O
(
ε2 log

1

ε

)
. (9.4)

From equations (9.3) and (9.4), it thus follows that the signed distance between
the pointq2 on the orbitOl and the manifoldWs(Mε) along the normaln(p2)

equals

dl,s(p2) = ε
M(I, θ0, µ)+M(I, θ1(ε, I, θ0, µ), µ)

‖n(p2)‖ +O

(
ε2−β + ε2

(
log

1

ε

)2
)
.

(9.5)

Now, from equation (9.2) it follows that ifqs1 is the point where the normaln(p1)

intersects the local stable manifoldWs
loc(Mε), we must have

〈q1 − qs1,n(p1)〉 = dl,s(p1)‖n(p1)‖ = εM(I, θ0, µ)+ O (ε2).

Therefore, equation (8.5), withq l = q1, ps = p1, andqs = qs1, implies that the
phaseθ1(I, θ0, µ, ε) is given by the expression

θ1(I, θ0, µ, ε) = θ0 +1θ(I)+ T1(ε, I, θ0, µ)+ O
(
ε1−β + ε log

1

ε

)
,

where

T1(ε, I, θ0, µ) = Ω(X(I), I )

λ(I )
log

(
ς(I)

εM(I, θ0, µ)

)
.

We conclude that the distancedl,s(p2) is given by the quantity

dl,s(p2) = ε
M2(ε, I, θ0, µ)

‖n(p2)‖ + O

(
ε2−β + ε2

(
log

1

ε

)2
)
. (9.6)

Here the 2-pulse Melnikov functionM2(ε, I, θ0, µ) is defined as

M2(ε, I, θ0, µ) = M(I, θ0, µ)+M(I, θ0 +1θ + T1(ε, I, θ0, µ), µ).

We can get rid of the termO
(
ε2 (log(1/ε))2

)
in equation (9.6) by decreasingε

while keepingβ fixed.
We proceed by using finite induction along the subsequent pulses of the orbit

Ol . Let qj−1 be a point along the(j − 1)-st pulse of the orbitOl , with j > 1,
and assume that its distance from the stable manifoldWs(Mε) is given by an
expression analogous to equation (9.5),

dl,s(pj−1) = ε
Mj−1(ε, I, θ0, µ)

‖n(pj−1)‖ + O
(
ε2−(j−2)β

)
,

where the pointpj−1 on the unperturbed homoclinic manifoldW(M) is such that
the normaln(pj ) toW(M) passes through the pointqj−1.
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For thej -th pulse, we useα = 1 − (j − 2)β in Lemma 1, to ensure that the
tangent space of the winding manifoldL exits the neighborhoodUδ(Mε) at least
as close as orderO (ε1−(j−1)β) to the tangent space of the local unstable manifold
Wu

loc(Mε). We then refine the estimate of the distance between the orbitOl in L
and the local unstable manifoldWu

loc(Mε) by using Proposition 7.1 withα = 1,
to ensure that when exiting the neighborhoodUδ(Mε) the leading order of this
distance is againO (ε). Using Proposition 6.2 withα = 1 again shows that the
distance between the orbitOl and the unstable manifoldWu(Mε) at any pointqj
along thej -th pulse ofOl equals

dl,u(pj ) = ε
Mj−1(ε, I, θ0, µ)

‖n(pj )‖ + O

(
ε2−(j−1)β + ε2

(
log

1

ε

)2
)
,

where the pointpj is again related to the pointqj by the fact that the normaln(pj )
to W(M) at pj passes through the pointqj , andβ can be taken as small as we
please when we decreaseε. Just as forj = 2, we then compute that the signed
distancedl,s(pj ) between the pointqj and the manifoldWs(Mε) along the normal
n(pj ) is equal to

dl,s(pj ) = ε
Mj−1(ε, I, θ0, µ)+M(I, θj−1(ε, I, θ0, µ), µ)

‖n(pj )‖

+ O

(
ε2−(j−1)β + ε2

(
log

1

ε

)2
)

= ε
Mj (ε, I, θ0, µ)

‖n(pj )‖ + O

(
ε2−(j−1)β + ε2

(
log

1

ε

)2
)
,

whereβ can again be taken arbitrarily small, and the phase angleθj−1(ε, I, θ0, µ)

can be computed recursively by using formula (8.5) and the distancedl,s(pj−1).
Renaming(j−1)β ≡ β and reducingε so that we get rid of theO

(
ε2 (log(1/ε))2

)
term concludes the proof. ut

Before we finally prove our main result, Theorem 1, we need to rephrase the
nonfolding condition (5.29) in terms of the original(x, I, θ) coordinates, in partic-
ular, in terms of the derivatives of thej -pulse Melnikov functionsMj(ε, I, θ0, µ).
This is expressed by

Proposition 9.2. Let the manifoldL be approaching the local stable manifold
Ws

loc(Mε) for the k-th time,k > 0, and let the trajectoryq l (t) on L enter the
neighborhoodUδ(Mε) at the pointq l . Then, atq l , the nonfolding condition(5.29)
is equivalent to the inequality∣∣∣∣∣∣∣∣

1 − Ω(X(I), I )

λ(I )
Dθ0 log |M1M2 · · ·Mk|(ε, I, θ0, µ)

1 − Ω(X(I), I )

λ(I )
Dθ0 log |M1M2 · · ·Mk−1|(ε, I, θ0, µ)

∣∣∣∣∣∣∣∣
> B, (9.7)
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holding for some constantB > 0 independent ofε and all ε sufficiently small.
Whenk = 1, the denominator of the left-hand side of the inequality(9.7) is taken
to be1.

We remark that for the case of only one angleθ0 and a homoclinic orbit for
the unperturbedx-system, it is possible to obtain a simplified condition by using
the fact that the Melnikov function is periodic inθ0, as in the third remark made
after Theorem 1. In particular, the inequality (9.7) can be replaced by the simpler
inequalities

Ω(X(I), I )

λ(I )
Dθ0 log |M1M2 · · ·Mk−1|(ε, I, θ0, µ) |= 1, (9.8)

Ω(X(I), I )

λ(I )
Dθ0 log |M1M2 · · ·Mk|(ε, I, θ0, µ) |= 1, (9.9)

where we assume thatΩ(X(I), I ) |= 0.

Proof of Proposition 9.2. After the k-th pulse, Proposition 9.1 shows that the
manifoldL returns to the neighborhoodUδ(Mε) at a distanceO (ε) close to the
local stable manifoldWs

loc(Mε) at the pointq l , whoseaε, bε, Iε, ψε coordinates
are(Aε(Iε, ψε, ε), δ, Iε, ψε). Furthermore, a repeated use of Lemma 1 shows that
the corresponding tangent spaces areO (ε1−β)-close for any smallβ > 0, just as
long as we takeε small enough, and the orbitq l (t) that passes through the point
q l does not lie on a fold of the manifoldL . As the orbitq l (t) flies through the
neighborhoodUδ(Mε), the conclusion of Lemma 1 holds if the inequality (5.29),
i.e., ∣∣∣∣λ(0, Iε)− ω(Iε)

DψεAε(Iε, ψε, ε)

|Aε(Iε, ψε, ε)|
∣∣∣∣ > B

holds for some constantB > 0 independent ofε. Hereλ(0, Iε) ≡ λ(Iε) is the
positive eigenvalue of the matrixJD2

xH(X(Iε), Iε), andω(Iε) = Ω(X(Iε), Iε).
In order to prove Proposition 9.2, we need to express all the quantities in in-

equality (5.29) in terms of the argumentsI andθ0 of thek-pulse Melnikov function
Mk(ε, I, θ0, µ). This is easy forλ(0, Iε) andω(Iε) = Ω(X(Iε), Iε), because they
do not depend on the angleψε. Also, for the pointq l , the Fenichel coordinateIε,
introduced in Proposition 4.1, isO (ε)-close to itsI -coordinate, and furthermore,
Iε is O (ε log(1/ε))-close to the argumentI of the k-pulse Melnikov function
Mk(ε, I, θ0, µ) by the inequality (4.7). Computing the logarithmic derivative of the
functionAε(Iε, ψε, ε) with respect toψε is therefore the main task of this proof.

First, by Proposition 8.3 and the inequality (4.7), we find that

Aε(Iε, ψε, ε) ≡ aε(q
l ) = signb(ps)

〈q l − qs ,n(ps)〉
λ(I)δ

+ O
(
ε2 log

1

ε

)
,

whereI is now the argument of thek-pulse Melnikov functionMk(ε, I, θ0, µ). We
recall here thatps andqs are the points where the normaln(ps) to the unperturbed
homoclinic manifoldW(M) that passes through the pointq l intersectsW(M)
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and the local stable manifoldWs
loc(M), respectively. Furthermore, Proposition 9.1

implies that

〈q l − qs ,n(ps)〉 = εMk(ε, I, θ0, µ)+ O (ε2−β),

and so

Aε(Iε, ψε, ε) = signb(ps)
εMk(ε, I, θ0, µ)

λ(I )δ
+ O

(
ε2−β + ε2 log

1

ε

)
,

where the neglected terms must vary smoothly with all of their arguments including
ε by the results of Sections 4 and 5. SinceDψεI = O (ε log(1/ε)), we must have

Dψε log |Aε(Iε, ψε, ε)| = Dθ0 log |Mk(ε, I, θ0, µ)|Dψεθ0

+ O
(
ε2−2β + ε2−β log

1

ε

)
,

(9.10)

where the additionalβ appears in the exponent of the remainder estimate because
the differentiation onψε involves the tangent space of the manifoldL at the point
q l , at which the manifoldL reenters the neighborhoodUδ(Mε) for thek-th time,
and there this tangent space is onlyO (ε1−β)-close to the corresponding tangent
space of local unstable manifoldWs

loc(Mε). Equation (9.10) shows that in order
to complete this proof, we must now compute the derivativeDψεθ0.

This can be done as follows. From the proof of Proposition 4.1, we see that

ψε = θ(q l )+ G (x(q l ), I (q l ))+ O (ε),

for some functionG (x, I ), whose exact form is unimportant here. Helped by
repeated applications of Propositions 8.1 and 9.1, we computeθ(q l ) as

θ(q l ) = θ0 + (k − 1)1θ(I)+ Tk−1(ε, I, θ0, µ)+ θh(t0+(I ), I )

+O
(
ε1−β + ε log

1

ε

)
,

where the timet0+(I ) is defined by|b(xh(t0+(I ), I ), I )| = δ (see equation (8.10) at
the beginning of the proof of Proposition 8.1), andI is the value of the argument
of thek-pulse Melnikov functionMk(ε, I, θ0, µ). Thus, the anglesψε andθ0 are
connected by the relation

ψε = θ0 + (k − 1)1θ(I)+ Tk−1(ε, I, θ0, µ)+ θh(t0+(I ), I )

+G (x(q l ), I (q l ))+ O
(
ε1−β + ε log

1

ε

)
,

(9.11)

where the neglected terms again vary smoothly with both anglesψε and θ0, as
well as withε, by the results of Sections 4 and 5. SinceDψεx(q

l ) = O (ε) and
DψεI (q

l ) = O (ε) by the construction of the(aε, bε, Iε, ψε) coordinates in the
proof of Proposition 4.1, we obtain by implicit differentiation in the equation (9.11)
that
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Dψεθ0 = 1(
1 +Dθ0Tk−1(ε, I, θ0, µ)

) + O
(
ε1−2β + ε1−β log

1

ε

)
.

Directly from the definition (3.6) of the angleTj (ε, I, θ0, µ), we can compute its
derivative with respect toθ0:

Dθ0Tk−1(ε, I, θ0, µ) = −ω(I)
λ(I )

Dθ0 log |M1M2 . . .Mk−1|(ε, I, θ0, µ),

and therefore we finally find

Dψεθ0 = 1

1 − ω(I)

λ(I )
Dθ0 log |M1M2 . . .Mk−1|(ε, I, θ0, µ)

+ O
(
ε1−2β + ε1−β log

1

ε

)
.

(9.12)

We now combine equation (9.12), equation (9.10), and a calculation of the
derivativeDθ0Mk(ε, I, θ0, µ)directly from the definition by formula (3.5), to obtain

λ(Iε) − ω(Iε)
DψεAε(Iε, ψε, ε)

|Aε(Iε, ψε, ε)|

= λ(I)

1 − ω(I)

λ(I )
Dθ0 log |M1M2 . . .Mk|(ε, I, θ0, µ)

1 − ω(I)

λ(I )
Dθ0 log |M1M2 . . .Mk−1|(ε, I, θ0, µ)

+ O
(
ε1−2β + ε1−β log

1

ε

)
,

where the numberβ > 0 can be taken as small as we please if we keep decreasing
ε. This proves Proposition 9.2. ut

Finally, we are ready to carry out the

Proof of Theorem 1.Consider again an orbitOl on the manifoldL . For j =
1, . . . , k−1, we show recursively using Proposition 9.1 that if the second condition
of Theorem 1 is met, then, after completing thej -th pulse, the orbitOl exits the
neighborhoodUδ(Mε) of the annulusMε along the correct branch of the local
unstable manifoldWu

loc(Mε), so that its(j+1)-st pulse can again follow an orbit on
the unperturbed homoclinic manifoldW(M). Furthermore, we show recursively
at the same time by using Proposition 9.2 and Lemma 1 that if the nonfolding
condition of Theorem 1 is met, then the orbitOl does not lie on any of the folds of
the manifoldL . Combined with Proposition 9.1, this shows that the orbitOl has
at leastk pulses that follow the unperturbed homoclinic manifoldW(M) along
excursions away from the annulusMε, and that the distancedl,s(pk) from any
pointqk along thek-th pulse of the orbitOl to the stable manifoldWs(Mε) of the
annulusMε is given by formula (9.1) withj = k. In this formula, as always,pk
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is the point on the unperturbed homoclinic manifoldW(M) such that the normal
n(pk) toW(M)at the pointpk passes through the pointqk. By continuity, the same
statements are also true for all nearby orbits on the manifoldL , which correspond
to values of the variablesI andθ0 close to those that correspond to the orbitOl .

Now, let us fixI = Ī , µ = µ̄, and divide the distancedl,s(pk) by ε, so that

dl,s(pk)

ε
= Mk(ε, Ī , θ0, µ̄)

‖n(pk)‖ + O (ε1−β). (9.13)

By the first condition of our main theorem (Theorem 1), there exists a curveθ̄0(ε)

such that

Mk(ε, Ī , θ̄0(ε), µ̄) = 0.

By the third condition of the same theorem, the graph of thek-pulse Melnikov
functionMk(ε, Ī , θ0, µ̄) as a function ofθ0 intersects theθ0-axis transversely at
θ̄0(ε). Because the graph of the left-hand side of (9.13) is, together with the respec-
tive tangent spaces,O (ε1−β)-close to the graph ofMk(ε, Ī , θ0, µ̄)/‖n(pk)‖ by the
results of Sections 4 and 5, the distancedl,s(pk) vanishes on a nearby curveθ̃0(ε)
which isO (ε1−β)-close toθ̄0(ε).

Now for ε considered as fixed, a straightforward application of the Implicit
Function Theorem ensures the existence of the functionθ̂0(ε, I, µ) in a neigh-
borhood ofI = Ī andµ = µ̄ such thatMk(ε, I, θ̂0(ε, I, µ), µ) = 0. This,
in turn, implies the existence of the two-dimensional surfaceΣ

µ
ε (θ̄0) which is

O (ε1−β)-close to the surfaces spanned by the union of unperturbed homoclinic
orbitsP h(t) = (

xh(t, I ), I, θh(t, I )+ θ0
)

determined by the sequence of phase

anglesθ0 = θ̂0(ε, I, µ) + j1θ(I) + Tj (ε, I, θ̂0(ε, I, µ), µ) for j = 0,1, . . . ,
k − 1. ut

Notice a curious fact about this proof. Since the angle incrementsTj (ε, I, θ0, µ)
grow likeO (Ω(X(I), I ) log(1/ε)) whenε decreases, thek-pulse Melnikov func-
tion Mk(ε, I, θ0, µ) does not have a limit asε → 0 unlessΩ(X(I), I ) = 0.
Nevertheless, thek-pulse intersection orbit between the manifoldsWs(Mε) and
Wu(Mε), which is determined by a simple zero inθ0 of this function, is better and
better approximated by the corresponding segments of the unperturbed homoclinic
orbits asε becomes smaller and smaller.

10. Extensions

In this section, we present some simple but important extensions of Theorem 1.
The first extension concerns substituting heteroclinic orbits for homoclinic orbits
in Assumption 2. This extension also covers the case when the unperturbed annulus
M is connected to itself by a pair of homoclinic manifolds. The second extension
is to higher dimensionalI andθ .

First, we consider the extension to heteroclinic manifolds connecting several
normally hyperbolic annuli. In this case, we replace Assumption 2 by
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Assumption 3. For everyI with I1 < I < I2, and some integerk, equation(2.4a)
possessesk+1 hyperbolic equilibriax = Xj(I), j = 0, . . . , k, which vary contin-
uously withI . The unstable and stable manifolds,Wu(Xj (I )) andWs(Xj+1(I )),
intersect along a heteroclinic orbit,Wj(I), connecting the equilibrium atx = Xj(I)

to the equilibrium atx = Xj+1(I ), for j = 0, . . . , k.

In the full four-dimensional(x, I, θ)-phase space of the system (2.4), the equi-
libria x = Xj(I) correspond to annuliMj filled with periodic orbitsOI

j , which
are parametrized by the solutions

x = Xj(I), I = I, θ = Ω(Xj (I ), I )t + θ0 ≡ ωj (I )t + θ0. (10.1)

The heteroclinic orbitsWj(I) correspond to three-dimensional heteroclinic mani-
foldsWj , parametrized byt , I , andθ0 in the solutions

x = xhj (t, I ), (10.2a)

I = I, (10.2b)

θ = θhj (t, I )+ θ0 =
∫ t

0
Ω(xhj (s, I ), I )ds + θ0. (10.2c)

The heteroclinic manifoldsWj can be represented implicitly by the equations

H(x, I )−H(Xj−1(I ), I ) = H(x, I )−H(Xj (I ), I ) = 0. (10.3)

Notice that the two expressions in this formula are the same because, by continuity,
all the expressionsH(Xj (I ), I ), with j = 0, . . . , k, must be equal. The case of
one or more homoclinic or heteroclinic cycles is easily included in this notation
by letting some of the equilibria coincide, i.e., by lettingXi(I ) = Xj(I) for some
i |= j .

We define the Melnikov functionsM(j)(I, θ0, µ), with j = 0, . . . , k in the
usual way by

M(j)(I, θ0, µ) =
∫ ∞

−∞

〈
n(P h

j (t)) ,g(P
h
j (t), µ,0)

〉
dt, (10.4)

where
P h
j (t) = (xhj (t, I ), I, θ

h
j (t, I )+ θ0),

n(P h
j (t))

=
(
DxH(x

h
j (t, I ), I ),DIH(x

h
j (t, I ), I )−DIH(Xj−1(I ), I ),0

)
=
(
DxH(x

h
j (t, I ), I ),DIH(x

h
j (t, I ), I )−DIH(Xj (I ), I ),0

)
.

(10.5)

By analogy with (3.4), we define the signaturesσj of the normalsn to the
unperturbed heteroclinic manifoldsWj by
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σj = lim
t→+∞

〈
n(P h

j (t)), Ṗ
h
j+1(−t)

〉
||DxH(xhj (t, I ), I )|| ||DxH(xhj+1(−t, I ), I )||

= lim
t→+∞

〈
DxH(x

h
j (t, I ), I ), JDxH(x

h
j+1(−t, I ), I )

〉
||DxH(xhj (t, I ), I )|| ||DxH(xhj+1(−t, I ), I )||

,

(10.6)

so thatσj is positive if the normaln toWj points in the direction of the unperturbed
flow on the heteroclinic manifoldWj+1(I ) at a point(Xj (I ), I, θ) in the annulus
Mj .

The main difference introduced by the heteroclinic case in the form of the
k-pulse Melnikov functionMk(ε, I, θ0, µ) lies in the phase jumps1θ , which now
depend on the heteroclinic orbit along which they are computed. Specifically, we
define thek-pulse Melnikov function as

Mk(ε, I, θ0, µ) =
k−1∑
j=0

M(j)


I, θ0 +

j∑
i=1

1θi(I )+ Tj (ε, I, θ0, µ), µ


 , (10.7)

where

1θi(I ) =
∫ +∞

0

(
Ω(xhi−1(t), I )−Ω(Xi(I ), I )

)
dt

+
∫ 0

−∞

(
Ω(xhi (t), I )−Ω(Xi(I ), I )

)
dt,

(10.8)

and the sum of the phase jumps is absent ifj = 0. Here

Tj (ε, I, θ0, µ) =
j∑
r=1

ωr(I )

λr(I )
log

∣∣∣∣ ςr(I )

εMr(ε, I, θ0, µ)

∣∣∣∣ , (10.9)

T0(ε, I, θ0, µ) = 0,ωr(I ) = Ω(Xr(I ), I ), and the functionsςr(I ) are defined in
the same way as equation (8.6) at each equilibrium pointXr(I).

Theorem 1 now becomes

Theorem 2. For some integerk, some constantB > 0 independent ofε, some
I = Ī , someµ = µ̄, and all sufficiently small0 < ε let there exist a function
θ0 = θ̄0(ε) such that the following conditions are satisfied:

1. Thek-pulse Melnikov function has a simple zero inθ0, that is,Mk(ε, Ī , θ̄0(ε), µ̄) =
0, and|Dθ0Mk(ε, Ī , θ̄0(ε), µ̄)| > B.

2. Mi(ε, Ī , θ̄0(ε), µ̄) |= 0 for all i = 1, . . . , k − 1, k > 1, and is positive if
the signatureσi for the unperturbed heteroclinic manifoldWi is positive, and
negative ifσi is negative.



Homoclinic Orbits with Many Pulses 161

3. For all i = 1, . . . , k − 1, k > 1,∣∣∣∣∣∣∣∣∣∣∣∣

1 − λi(Ī )Dθ0 log
i∏

j=1

|Mj |
Ω(Xj (Ī ),Ī )

λj (Ī ) (ε, Ī , θ̄0(ε), µ̄)

1 − λi(Ī )Dθ0 log
i−1∏
j=1

|Mj |
Ω(Xj (Ī ),Ī )

λj (Ī )

(
ε, Ī , θ̄0(ε), µ̄

)

∣∣∣∣∣∣∣∣∣∣∣∣
> B, (10.10)

where±λi(I ) are the two eigenvalues of the linearization of system(2.4)at the
equilibriumx = Xi(I ), and the denominator in(10.10)is defined to be1 when
i = 1.

Then for allI close toĪ , all µ close toµ̄, and all sufficiently smallε, there exists a
two-dimensional intersection surfaceΣµ

ε (θ̄0) along which the stable and unstable
manifoldsWs(Mk,ε) andWu(M0,ε) of the perturbed annuliMk,ε andM0,ε
intersect transversely at an angle of sizeO (ε). Moreover, outside of some small
neighborhoods of the perturbed annuliMi,ε, i = 0, . . . , k, the surfaceΣµ

ε (θ̄0) is
O (ε)-close to the union of surfaces spanned by the orbits(10.2)selected by the
phase angles

θ0 = θ̂0(ε, I, µ)+
j∑
i=0

1θj (I )+ Tj (ε, I, θ̂0(ε, I, µ), µ),

j = 0, . . . , k− 1, where the triple(I, θ̂0(ε, I, µ), µ) identically satisfies the equa-
tion

Mk(ε, I, θ̂0(ε, I, µ), µ) = 0

in some neighborhood ofI = Ī andµ = µ̄, andθ̂0(ε, Ī , µ̄) = θ̄0(ε).

Proof. The proof of this theorem is almost identical to the proof of Theo-
rem 1. ut

Notice that the case of multiple homoclinic orbits for a single equilibrium point
X(I) can be treated by this extension of Theorem 1 with an obvious adaptation of
the notation.

We now briefly discuss an extension of our results to higher-dimensionalI and
θ variables. Extending Theorems 1 and 2 to the case whenI ∈ R

m andθ ∈ T n,
whereT n is then-dimensional torus, is immediate for all positive integersm and
n, includingm = 0. We remark, however, that when system (2.1) is Hamiltonian,
the annulusMε is almost everywhere filled with Kolmogorov-Arnold-Moser tori.
In this case, a question that arises is whether the stable and unstable manifolds of
these tori, as opposed to those of the whole annulus, intersect. In the case of a single
action-angle pair(I, θ) our Theorems 1 and 2, combined with the observation that
the Hamiltonian surfaces intersect the surfacesΣ

µ
ε (θ̄0) transversely, provide an

affirmative answer. In the case whenI andθ are multi-dimensional one needs to
compute additional Melnikov functions. We suspect that results similar to the ones
presented here can be obtained in this case of multi-dimensional action-angle pairs;
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however, the details are beyond the scope of the present paper and are left to future
work.

A more interesting case occurs when we can writeθ = (θ1, θ2), with θ1 ∈ T p
andθ2 ∈ R

q for some nonnegative integersp andq with p + q = n. We can then
replace the unperturbed equations (2.4c) forθ by

θ̇1 = Ω1(x, I )+ Ω̃1(x, I, θ), (10.11a)

θ̇2 = Ω̃2(x, I, θ). (10.11b)

To extend the previous results to this situation we must assume that the equations
(10.11a) and (10.11b) can be integrated by quadratures, so that a solutionθ(t, θ0)

of system (10.11) corresponding to some initial conditionθ0 can be computed
explicitly. We must also assume the inequality∥∥∥∥

∫ ∞

−∞
Ω̃s

(
xhi (t, I ), θ(t, θ0), I

)
dt

∥∥∥∥ < ∞ (10.12)

for s = 1,2 and all j = 1, . . . , k. This inequality of course implies that
Ω̃s(Xj (I ), θ, I ) = 0 for s = 1,2 and allj = 0, . . . , k. Notice that the solutions

of equations (10.11) define a mapping more general thanθ0 → θ0 +∑j

i=11θj (I )

in theθ -argument of thek-pulse Melnikov function (10.7); the analog of the incre-
ments1θj (I ) of the “angles”θ do not simply depend onI only, since the values at
the previous mapping,θ = θ(j−1)(ε, I, θ0, µ) say, determine the initial conditions
for (10.11) in computing these increments. Thek-pulse Melnikov function is now
defined recursively by

Mk(ε, I, θ0, µ) =
k−1∑
j=0

M(j)
(
I, θ(j)(ε, I, θ0, µ), µ

)
, (10.13)

where the vectorθ(j)(ε, I, θ0, µ) is defined implicitly by

θ
(j)

1 (ε, I, θ0, µ) = θ
(j−1)
1 (ε, I, θ0, µ)+1θj (I )+ Tj (ε, I, θ0, µ)

+
∫ +∞

0
Ω̃1

(
xhj (t, I ), θ(t, θ

(j−1))
)
dt

+
∫ 0

−∞
Ω̃1

(
xhj+1(t, I ), θ(t, θ

(j))
)
dt,

θ
(j)

2 (ε, I, θ0, µ) = θ
(j−1)
2 (ε, I, θ0, µ)+

∫ +∞

0
Ω̃2

(
xhj (t, I ), θ(t, θ

(j−1))
)
dt

+
∫ 0

−∞
Ω̃2

(
xhj+1(t, I ), θ(t, θ

(j))
)
dt,

(10.14)

for j = 1, . . . , k, with1θj (I ) andTj (ε, I, θ0, µ) computed as in (10.8) and (10.9),
with Ω(xhj (t, I ), I ) andωj (I ) replaced byΩ1(x

h
j (t, I ), I ) by Ω1(Xj (I ), I ), re-

spectively, and withθ(0)(ε, I, θ0, µ) = θ0. Notice that we have suppressed the
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arguments of the functionsθ(j)(ε, I, θ0, µ) on the right-hand side of equations
(10.14) for ease of notation.

After these modifications and additional assumptions we can proceed as be-
fore and obtain the same results. However, notice that the properties of thek-pulse
Melnikov functions expressed by formulas (3.10) and (3.11) in the third remark
following Theorem 1 depend crucially on the fact that the ordinary Melnikov func-
tionM(I, θ0, µ) is periodic inθ0, i.e.,θ0 lives onS1. Properties (3.10) and (3.11)
do not apply, in general, when the angle variablesθ live on a torusT m, m > 1.
An exception is offered by equation (10.11) because of the condition (10.12). As a
consequence of this condition, we haveθ̇1 = Ω1(X(I), I ), θ̇2 = 0 on the unper-
turbed annulusM. In this case, it is easy to see that the properties (3.10) and (3.11)
apply with εn = ε exp(−2nπλ(I)/Ω1(X(I), I )). An example for this particular
extension of Theorem 1 is discussed in the next section.

11. Application to an Atmospheric Model

The following example was introduced byE. Lorenz to describe the coupling
between wave motions in the atmosphere occurring on fast and slow time scales.
After a reduction and rescaling (see [6]), the original five-equation model [46]
assumes the form

q̇ = p − εz, (11.1a)

ṗ = −R2 sinq, (11.1b)

ẏ = −z, (11.1c)

ż = y + R2 sinq, (11.1d)

with (q, p, y, z) ∈ R
4. HereR is a reduction parameter which is bounded away

from zero. This system has an integral of motion

E = 1
2p

2 − R2 cosq + 1
2ε(y

2 + z2). (11.2)

The unperturbed system atε = 0,

q̇ = p, (11.3a)

ṗ = −R2 sinq, (11.3b)

ẏ = −z, (11.3c)

ż = y + R2 sinq, (11.3d)

represents a pendulum acting as external forcing on a harmonic oscillator. The pa-
rameterR gives the eigenvalue of the hyperbolic equilibrium point of the pendulum
at (q, p) = (±π,0). System (11.3) has the integral of motion

E0 = 1
2p

2 − R2 cosq. (11.4)
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The flow generated by (11.3) does not take place on intersections of the level sets of
two integrals of motion, although it is still solvable, i.e., integrable by quadratures.
In particular, the plane of the harmonic oscillatorM = {q, p, y, z | q = ±π, p =
0} is a normally hyperbolic manifold, connected to itself by three-dimensional
homoclinic manifoldsW±, defined implicitly by fixing the value of the constant
E0 to be that of the hyperbolic equilibrium point of the pendulum,

E0 = R2. (11.5)

As usual, for the unperturbed system (11.3) the stable and unstable manifolds
Ws±(M) andWu±(M) coincide along the homoclinic manifoldsW±. However,
system (11.3) has the peculiarity that level surfaces of the constant of motionE0 do
not intersect the planeM transversely in the four-dimensional phase space. Thus,
the periodic orbitsOρ0 = {y, z | y2 + z2 = ρ2

0} are not normally hyperbolic in the
lower-dimensional space of a constant of motion level set. As a consequence, peri-
odic orbits with differentρ0’s onM can be connected via heteroclinic excursions.

A parametrization of the manifoldsW± can be obtained by integrating the
unperturbed system (11.3) using the homoclinic solution for the separatrix of the
pendulum component. We have

W± = {(q, p, y, z)|q = qh(t), p = ph(t),

y = yh(t; ρ0, ϑ0), z = zh(t; ρ0, ϑ0)},
(11.6)

where

qh(t) = ±2 arcsin[tanh(Rt)] , ph(t) = ±2R sech(Rt), (11.7)

yh(t; ρ0, ϑ0) = ρ0 cos(t + ϑ0)± S(t, R) cost ± A(t, R) sint,

zh(t; ρ0, ϑ0) = ρ0 sin(t + ϑ0)∓ 2R sech(Rt)

± S(t, R) sint ∓ A(t, R) cost,

(11.8)

with t ∈ R, ρ0 ∈ R
+ andϑ0 ∈ (−π, π ] being three parameters. The functions

S(t, R), A(t, R) are

S(t, R) ≡ 2R
∫ t

−∞
sech(Rt ′) cost ′ dt ′,

A(t, R) ≡ 2R
∫ t

−∞
sech(Rt ′) sint ′ dt ′.

(11.9)

Alternatively, for a givenρ0, equations (11.7) and (11.8) can be viewed as a
parametrization of the two-dimensional stable and unstable manifolds,Ws(Oρ0)

andWu(Oρ0), of the periodic orbitOρ0.
The expression (11.8) shows that a given periodic orbitOρ0 has a one-parameter

(ϑ0) family of heteroclinic connections to other periodic orbits,
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y = ρ̃±(ρ0, ϑ0) cos
[
t + θ̃±(ρ0, ϑ0)

]
,

z = ρ̃±(ρ0, ϑ0) sin
[
t + θ̃±(ρ0, ϑ0)

] (11.10)

in an annulus

|ρ0 − S∞| < ρ < |ρ0 + S∞|.
Here we denote byS∞ the value ofS(t, R) for t → +∞, i.e.,

S∞ = 2R
∫ +∞

−∞
sech(Rt) cost dt = 2π sech

( π
2R

)
, (11.11)

the phasẽθ± is determined by

θ̃±(ρ0, ϑ0) = arctan

(
ρ0 sinϑ0

ρ0 cosϑ0 ± S∞

)
, (11.12)

and the asymptotic radius is

ρ̃±(ρ0, ϑ0) =
(
ρ2

0 + S2
∞ ± 2ρ0S∞ cosϑ0

)1/2
. (11.13)

Among the heteroclinic connections there are four homoclinic ones, corresponding
to the two solutionsϑ0 of

cosϑ0 = ∓ S∞
2ρ0

. (11.14)

We see that for the periodic orbits within the diskD0(R) ≡ {ρ0|ρ0 <
1
2S∞} no

homoclinic connection can exist,ρ0 = 1
2S∞ being the limiting case when only

two homoclinic connections are possible. Since the minimum radius of the annulus
is ρ̃2(ρ0, π) = (ρ0 − S∞)2, periodic orbitsinsidethe diskD0(R) can only have
heteroclinic excursions, which connect to periodic orbitsoutsideD0(R).

The geometric interpretation of the above parametrization of the homoclinic
manifoldsW± is particularly simple when viewed in a rotating frame for they, z
space; see Figure 11.1. In this frame (when the frequency of rotation is the same
as that of the harmonic oscillator) the center manifoldM is foliated by circles
of equilibrium pointsOρ0, whose two-dimensional stable and unstable manifolds
Ws±(Oρ0),Wu±(Oρ0)are cylinders. The orbits homoclinic (in forward and backward
time) toOρ0 trace the cylinders, and project the circles of equilibrium pointsOρ0

back onto the planeM as a displaced circle of the same radiusρ0 centered at
x = S∞, z = 0. Thus, the stable manifoldWs+(Oρ0) and the unstable manifold
Wu+(Oρ0) intersecttransverselyin the homoclinic manifoldW+, and do so along
a pair of orbits connecting the equilibrium circleOρ0 to itself provided thatρ0 >
1
2S∞. Only atρ0 = 1

2S∞, the intersection between the stable manifoldWs+(Oρ0)

and the unstable manifoldWu+(Oρ0) is nontransverse (a tangency occurs here). For
ρ0 <

1
2S∞, the stable manifoldWs+(Oρ0) and the unstable manifoldWu+(Oρ0)

miss each other.
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q =π

 =−π

id
en

ti
fy

M

y
z

q
M

ρO  0

ρO  0
q 

s ρW (O  )+
0

u ρW (O  )+
0

Fig. 11.1. The heteroclinic connections for the rescaled unperturbed problem (11.3) in a
rotating frame, for a periodic orbit withρ0 >

1
2S∞.

When the perturbation is switched on, the manifoldM deforms into a nearby
manifoldMε. It can be shown that level surfaces ofE now intersectMε trans-
versely in the four-dimensional phase space and the intersection curves are periodic
orbitsOρ0

ε close toOρ0.
The distance along the normal to the unperturbed homoclinic manifoldsW±

between the unstable manifoldWu±(Mε) and the stable manifoldWs±(Mε) is
measured by the Melnikov function, which can be computed explicitly,

M+(ρ0, ϑ0, R) = −S∞
(
ρ0 cosϑ0 + 1

2S∞
)
, (11.15)

for the distance between the manifoldsWs+(Mε) andWu+(Mε), and

M−(ρ0, ϑ0, R) = −S∞
(
−ρ0 cosϑ0 + 1

2S∞
)
, (11.16)

for the distance between the manifoldsWs−(Mε) andWu−(Mε), respectively.
Notice that we have simple zeros of the functionsM±(ρ0, ϑ0, R) at the parameter
values for homoclinic orbits, as determined by (11.14).

Of the two-parameter (ρ0 andϑ0) family of heteroclinic connections (11.7) and
(11.8) for the unperturbed problem only thehomoclinicconnections survive after
perturbation. This is in accord with the fact that, as soon asε |= 0,E rather than
E0 is a constant of motion. In particular, the stable and unstable manifolds of the
diskD0(R)miss each other, as the Melnikov functionM±(ρ0, ϑ0, R) are bounded
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away from zero ifρ0 <
1
2S∞. However, periodic orbits inside the disk can still be

connected by multi-pulse homoclinic orbits, as an application of Theorem 2 will
now show.

Let the variableθ in Theorem 2 be two-dimensional,θ = (θ1, θ2) = (ϑ, ρ) ∈
S1 × R, and satisfy the equations

ϑ̇ = 1 + R2

ρ
sinq cosϑ, (11.17a)

ρ̇ = R2 sinq sinϑ, (11.17b)

as implied by the last two equations in (11.1) fory = ρ cosϑ andz = ρ sinϑ .
Let the variableI be absent. By using the asymptotic values(ϑ0, ρ0) of (ϑ, ρ) for
t → −∞, we can write thek-pulse Melnikov function (10.13) in the present case
as

Mk(ε, ρ0, ϑ0, R) =
k−1∑
j=0

M(j)(ρ(j), ϑ(j), R) , (11.18)

where

M(j)(ρ(j), ϑ(j), R) = −S∞
(
(−1)sj ρ(j) cosϑ(j) + 1

2S∞
)
, (11.19)

ρ(j) = ρ̃
(
ρ(j−1), ϑ(j−1), sj−1

)
, ϑ(j) = Tj + θ̃

(
ρ(j−1), ϑ(j−1), sj−1

)
,

(11.20)

Tj = 1

R
log

(
32R

ε|∑j−1
i=0 M

(i)|

)
, (11.21)

for all j = 1, . . . , k − 1, with (ϑ(0), ρ(0)) = (ϑ0, ρ0). (In these definitions and
some of the following formulas we suppress the arguments(ε, ρ0, ϑ0, R) of Tj ,
etc. for ease of notation.) Here we have defined the indexsj to be 0 or 1 according
to whether the Melnikov function is computed for the upper or lower separatrix
of the pendulum, equations (11.15) and (11.16), respectively. Accordingly, the
mapping

(
θ̃ , ρ̃

)
(·, ·, sj ) is defined as

(
θ̃ , ρ̃

)
(·, ·, sj ) = (

θ̃+, ρ̃+
)
(·, ·) if sj = 0 and(

θ̃ , ρ̃
)
(·, ·, sj ) = (

θ̃−, ρ̃−
)
(·, ·) if sj = 1.

Theorem 2 now implies

Proposition 11.1. If for some integerk, some constantB > 0 independent ofε,
someR = R̄, someρ = ρ̄, all ε > 0 sufficiently small and some functionϑ = ϑ̄(ε)

thek-pulse Melnikov function(11.18)satisfies the three conditions of Theorem 2 for
j = 1, . . . , k − 1, then the stable and unstable manifolds of the periodic orbitO

ρ̄
ε

of (11.1)intersect transversely along a homoclinic orbit, which outside of a small
neighborhood of the normally hyperbolic invariant manifoldMε is O (ε)-close
to the sequence of heteroclinic orbits selected by{ϑ(j), ρ(j)}, j = 0,1 . . . , k − 1.
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Fig. 11.2. Sketch of a 2-pulse homoclinic orbit as it leaves a periodic orbitO
ρ0
ε on the

perturbed manifoldMε inside the diskD0(R), approaches a different periodic orbit
flying by the manifoldMε, leaves the neighborhood ofMε and follows an unperturbed
homoclinic solution back toO

ρ0
ε . The intersection with the manifoldMε is an artifact

caused by the suppression of thep coordinate.

In particular, this proposition and expressions (11.18)–(11.21) fork = 2 show
that a periodic orbit inside the diskD0(R) can be connected to itself by a 2-pulse
homoclinic orbit when the corresponding radiusρ0 approaches12S∞ from below.
This is because the 1-pulse Melnikov function is negative forρ0 <

1
2S∞ and the

2-pulse Melnikov function, with(s0, s1) = (0,1), can be written as

M2(ε, ρ0, ϑ0, R)

= M+(ρ0, ϑ0, R)+M−(ρ̃+(ρ0, ϑ0), θ̃+(ρ0, ϑ0)+ T1, R),

= −2S∞ ρ̃+(ρ0, ϑ0)

[
sin

(
T1

2

)
sin

(
θ̃+(ρ0, ϑ0)+ T1

2

)]
.

(11.22)

Since the variation of the phase delayT1(ε, ρ0, ϑ0, R) between its maximum at
ϑ0 = π and its minimum atϑ0 = 0 becomes unbounded asρ0 ↑ 1

2S∞, a nonde-
generate zero of the right-hand side of equation (11.22) certainly occurs at someϑ0
in [0,2π). Figure 11.2 provides a sketch of a 2-pulse orbit homoclinic to a periodic
orbit inside the diskD0(R).

We remark that Proposition 11.1 applies indifferently to periodic orbits inside or
outside the diskD0(R) (where the Melnikov function itself can have simple zeros).
System (11.1) is reversible, i.e., ifp(t) = (q(t), p(t), y(t), z(t)) is a solution of
system (11.1), then both

(R1p)(t) = (q(−t),−p(−t), y(−t),−z(−t))
and
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Fig. 11.3. Plot of the 1-pulse Melnikov functionM1(ε, ρ0, ϑ0, R) ≡ MC(ρ0, ϑ0, R) (dot-
ted line) and of the 2-pulse Melnikov functionM2(ε, ρ0, ϑ0, R) (solid and dashed lines)
vs.ϑ0 ∈ [0,2π), with ρ = 2

3S∞ andR = 0.33. The zero crossings of the solid line deter-
mine 2-pulse homoclinic orbits whose(q, p) coordinates make an excursion following first
the upper and then the lower separatrix of the pendulum (+ and− sign choice, respectively,
in equation (11.7)). The zero crossings of the dashed line determine 2-pulse homoclinic
orbits whose(q, p) coordinates follow twice the upper separatrix of the pendulum.

(R2p)(t) = (−q(−t), p(−t),−y(−t), z(−t))
are solutions. Accordingly, some of the multi-pulse orbits whose existence is im-
plied by the proposition possess a reversibility symmetry. We can group these orbits
in two different classes with respect to their symmetry. For the first class of multi-
pulse orbits, there exists a time, which can always be taken to be zero since (11.1) is
autonomous, such that, ifp(0) = 0 andz(0) = 0, thenp(t) is a homoclinic orbit.
Orbits in this class are discussed in detail in [6]. Because the Melnikov function
M+(ρ0, ϑ0, R) is negative-definite for periodic orbits inside the diskD0(R), this
type of symmetry is the only one possible for the 2-pulse homoclinic orbits, 2 being
the minimum number of pulses required for the existence of orbits homoclinic to
periodic orbits insideD0(R).

The second class of multi-pulse orbits is in the fixed set of the second re-
versibility symmetry, that is,p(t) is such thatq(0) = 0 modπ and y(0) = 0.
The ordinary 1-pulse homoclinic orbits are of this type. Zeros ofM2(ε, ρ0, ϑ0, R)

with M+(ρ0, ϑ0, R) > 0 and (s0, s1) = (0,0) determine 2-pulse homoclinic
orbits of the second symmetry type outsideD0(R). These occur along with 2-
pulse homoclinic orbits of the first symmetry type, whenM+(ρ0, ϑ0, R) < 0 and
(s0, s1) = (0,1). Figure 11.3 shows plots of the 1- and 2-pulse Melnikov functions
M1(ε, ρ0, ϑ0, R) ≡ M+(ρ0, ϑ0, R)andM2(ε, ρ0, ϑ0, R), asϑ0 varies in the period
[0,2π), when the periodic orbit determined byρ0 is outside of the diskD0(R),
so that the Melnikov functionM+(ρ0, ϑ0, R) defined by equation (11.15) has two
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zeros in [0,2π). The accumulation of zeros ofM2(ε, ρ0, ϑ0, R) onto the zeros of
M1(ε, ρ0, ϑ0, R) mentioned in the fourth remark after Theorem 1 can be clearly
seen.

Looking for solutionsR = R̄, ρ = ρ̄, ϑ = ϑ̄(ε) as in Proposition 11.1 shows
that a phenomenon similar to that of the disappearance of 1-pulse homoclinic orbits
when moving from periodic orbits outside the diskD0(R) to orbits within this disk
is repeated, with higher-pulse homoclinic orbits of a certain symmetry type, for
a sequence of nested disksD1(R, ε), D2(R, ε), etc., whose radii depend onε
andR. Notice that unlike the radius which definesD0(R), ρ0 = 1

2S∞, the radii
of Dk(R, ε), k > 0, depend onε and may all vanishat particular values ofε,
ε = εn(R), n = 1,2, . . ., with εn → 0 asn → ∞. At these values ofε the fixed
point (q, p, y, z) = (±π,0,0,0) is connected to itself by a multipulse homoclinic
orbit; see [6].

12. Application to Orbits Homoclinic to Resonance Bands

In this section, we apply Theorem 1 and its extension Theorem 2 to the phe-
nomenon of orbits homoclinic to resonance bands. Various aspects of this phe-
nomenon were discovered in [22, 23, 32, 34–37, 39, 75]. This phenomenon con-
tains a bounty of homoclinic and heteroclinic orbits, and occurs if, in addition to
Assumptions 1 and 2, we also make

Assumption 4. For someI = I0 with I1 < I0 < I2, the frequencyω(I) =
Ω(X(I), I ) passes through a simple zero, that is,

ω(I0) = 0,
dω

dI
(I0) |= 0.

This phenomenon also occurs if we make Assumption 4 in conjunction with setting
k = 2 andX0(I ) = X1(I ) = X2(I ) in Assumption 3. In this second case, we have
two not necessarily symmetric manifolds of orbits homoclinic to the annulusM.
In what is to follow, for the sake of definiteness we only consider the first of these
two situations, with the understanding that the results for the second are almost
identical.

Assumption 4 implies that one of the periodic orbits on the annulusM is really
not a periodic orbit but a circle of equilibria. One can easily see from equation (2.8)
that pairs of equilibria on this circle that are a distance

1θ(I0) =
∫ ∞

−∞
Ω(xh(s, I0), I0) ds (12.1)

apart, are connected to each other by heteroclinic orbits parametrized by equations
(2.6) withI = I0 (see Figure 12.1).

The circle of equilibria that exists on the unperturbed annulusM breaks up
under perturbation into a resonance band that lies on the perturbed annulusMε.
This resonance band is described as follows. We first restrict the dynamics of equa-
tions (2.1) to the annulusMε using formula (3.1). Following a standard procedure,
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∆θ

identify

M

θ=0 θ=2π

θ

h
|| x-X(I) ||

Fig. 12.1. Geometry of manifolds homoclinic to periodic orbits and the circle of equilibria
at I = I0. Only one orbit is shown from each such manifold. All the other orbits on the
same homoclinic manifold are obtained by translating those shown in the picture along
the θ -axis. Orbits on the manifold homoclinic to the circle of equilibria atI = I0 are
heteroclinic orbits connecting pairs of points on that circle that are1θ apart.

described for instance in [19], we “blow up” the region nearI = I0 using the trans-
formationI = I0 + √

ε h, rescale time usingτ = √
εt , and Taylor expand the

restricted equations (2.1) in
√
ε, to obtain the equations

h′ = gI (X(I0), I0, θ, µ)+O (
√
ε), θ ′ = dΩ

dI
(X(I0), I0) h+O (

√
ε), (12.2)

with ′ = d
dτ

. Higher-order terms in these equations can be computed from the
Taylor expansion of formula (3.1) in powers of

√
ε, which can be obtained in terms

of algebraic operations and differentiations alone, as shown in [37].
In the limit asε → 0, we obtain theouter system

h′ = gI (X(I0), I0, θ, µ), θ ′ = dΩ

dI
(X(I0), I0) h, (12.3)

which can be derived from theouter Hamiltonian

H (h, θ, µ) = 1

2

dΩ

dI
(X(I0), I0) h

2 + V (θ, µ), (12.4)

with the potential

V (θ, µ) = −
∫ θ

0
gI (X(I0), I0, s, µ)ds,

via the canonical formulas

h′ = −DθH (h, θ, µ), θ ′ = DhH (h, θ, µ).
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Fig. 12.2. Typical phase portraits of the outer systems (12.2) and (12.3) forε = 0 and
ε > 0, respectively. Figures 12.2a (forε = 0) and 12.2b (forε = 0) display the dissipative
case, and Figure 12.2c displays the Hamiltonian case (for bothε = 0 andε > 0). All the
points whoseθ coordinates differ by a multiple of 2π must be identified.

In the case when the perturbed vector field (2.1) is derived from the Hamiltonian
(2.2), that is, when equations (2.1) are replaced by equations (2.3), the outer Hamil-
tonian becomes

H (h, θ, µ) = 1

2

dDIH

dI
(X(I0), I0) h

2 +H1(X(I0), I0, θ, µ,0),

and the expression

Hε(h, θ, µ, ε) = Ĥ |Mε
(I0 + √

εh, θ, µ, ε)−H(X(I0), I0)

ε

= H (h, θ, µ)+ O (
√
ε), (12.5)

whereĤ |Mε
(I0 + √

εh, θ, µ, ε) is the restriction of the Hamiltonian (2.2) to the
annulusMε via the formula (3.1), is a conserved quantity which reduces smoothly
to the outer Hamiltonian asε → 0. System (12.2) can be investigated with the help
of system (12.3) by a combination of phase-plane and perturbation techniques, as
described for instance in [37] and [36] (see Figure 12.2).

In order to investigate the phase-space structure off of the annulusMε in the
full (x, I, θ) phase space, in particular, orbits homoclinic or heteroclinic to possible
equilibria and periodic orbits of equations (12.2), we setI = I0+√

εh in equations
(2.1) and letε → 0. In this way, we obtain theinner system
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ẋ = JDxH(x, I0), (12.6a)

ḣ = 0, (12.6b)

θ̇ = Ω (x, I0). (12.6c)

In this system, the structure of every sliceh = constant is the same as the structure of
the sliceI = I0 in the unperturbed system (2.4). In particular, the circle of equilibria
in the phase space of the unperturbed equations (2.4) atI = I0, x = X(I0),
0 5 θ 5 2π has been “blown up” to cover a whole cylinderM0 of equilibria, with
x = X(I0), 0 5 θ 5 2π and arbitraryh in the phase space of the inner equations
(12.6). Moreover, pairs of points on this cylinder with equalh coordinates andθ
coordinates a distance1θ(I0) apart are connected by heteroclinic orbits given by
equations (2.6) withI = I0. The cylinderM0 of equilibria is thus connected
to itself by a three-dimensional manifold of heteroclinic orbits. As in [22, 23, 32,
34–37, 39], we combine the information obtained from systems (12.6) and (12.3) to
obtain information about orbits homoclinic to the resonance band on the perturbed
annulusMε at I = I0 in the phase space of system (2.1).

We can use Theorem 1 in the original(x, I, θ) coordinates to ascertain the
existence of a possible survivingk-pulse homoclinic intersection surfaceΣµ

ε (θ̄0).
Note that in this case, for any integerk, the k-pulse Melnikov function at the
resonanceI = I0 is equal to

Mk(I0, θ0, µ) =
k−1∑
j=0

M(I0, θ0 + j1θ(I0), µ), (12.7)

where the Melnikov functionM(I0, θ0, µ) is given by formula (3.2) withI = I0,
and the angle difference1θ(I0) is given by formula (12.1). Moreover, one can
show along the same lines as in [36] or [22] that in the case when the perturbed
vector field (2.1) is derived from the Hamiltonian (2.2), we have

Mk(I0, θ0, µ) = H1(X(I0), I, θ0 −1θ−(I0), µ,0)

−H1(X(I0), I, θ0 + (k − 1)1θ(I0)+1θ+(I0), µ,0).
(12.8)

Notice that thek-pulse Melnikov function (12.7) in the particular case of orbits
homoclinic to resonance bands does not depend onε. This is because, at most a
distanceO (

√
ε) away fromI = I0, the angle incrementTk(ε, I, θ0, µ), given by

formula (3.6), is of the sizeO
(√
ε log(1/ε

)
, andTk(ε, I0, θ0, µ) = 0. It is also

clear that the nonfolding condition (3.9) is always fulfilled atI = I0 and also for
I -values that areO (

√
ε) distance away because of Assumption 4, and can therefore

be dropped from the hypotheses of Theorem 1. Theorem 1 thus becomes

Proposition 12.1. For some integerk, θ0 = θ̄0, andµ = µ̄ let the following
conditions be satisfied:

1. Thek-pulse Melnikov function has a simple zero inθ0, that is,

Mk(I0, θ̄0, µ̄) = 0, Dθ0Mk(I0, θ̄0, µ̄) |= 0.
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2. Mi(I0, θ̄0, µ̄) |= 0 for all i = 1, . . . , k−1, k > 1, and is positive if the signature
σ , defined by equation(3.4), of the normaln is positive, and negative ifσ is
negative.

Then for allI close toI0, and allµ close toµ̄, there exists a two-dimensional inter-
section surfaceΣµ

ε (θ̄0) along which the stable and unstable manifoldsWs(Mε)

and Wu(Mε) of the annulusMε intersect transversely at an angle of size
O (ε). In the outer(x, h, θ) variables, outside of a small neighborhood of the
annulusMε, the surfaceΣµ

ε (θ̄0) collapses smoothly onto the unionΣµ
0 (θ̄0)

of surfaces spanned by the orbits parametrized by formulas(2.6) with I = I0,
θ0 = θ̄0(µ) + j1θ(I0), j = 0, . . . , k − 1, and with arbitraryh. Here θ̄0(µ) is
the corresponding simple zero of thek-pulse Melnikov functionMk(I0, θ0, µ). The
surfaceΣµ

0 (θ̄0) takes off from the cylinderM0 along the lineθ = θ̄0(µ)−1θ−(I0)
and eventually lands back on it along the lineθ = θ̄0(µ)+(k−1)1θ(I0)+1θ+(I0),
where the phase differences1θ−(I0) and1θ+(I0) are defined as

1θ+(I0) =
∫ ∞

0
Ω(xh(s, I0), I0) ds, 1θ−(I0) =

∫ 0

−∞
Ω(xh(s, I0), I0) ds.

(12.9)

Recall that the signatureσ need not be computed if the region enclosed by the un-
perturbed homoclinic manifoldW(Mε) is convex, as explained in the first remark
after Theorem 1. Recall also that the definition of the angle differences1θ+(I0) and
1θ−(I0) is consistent with the analogous definitions in Section 8 given by formu-
las (8.15) and (8.19). We call the limiting (nonsmooth) surfaceΣ

µ
0 (θ̄0) a singular

homoclinic intersection surface; see Figure 12.3. We remark that Proposition 12.1
is equivalent to the result obtained in [23]. We combine Proposition 12.1 with the
results of [32] to further enlarge the class of orbits homoclinic to resonance bands
that can be constructed with thek-pulse Melnikov method.

θ

h
|| x-X(I) ||

Fig. 12.3. The singular intersection surface with two pulsesΣ
µ
0 (θ̄0) connects equilibria that

lie on the lineθ = θ̄0 −1θ−(I0) to those that lie on the lineθ = θ̄0 +21θ(I0)+1θC(I0)
on the annulusMε. Gray curves onMε represent the orbit structure on this annulus
under the outer system (12.3).
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Gronwall-type estimates, a rescaled version of the estimates given in Proposition
4.2, andKaplun’s extension theorem [40] now imply

Proposition 12.2. Let q(t) be an orbit on the homoclinic intersection surface
Σ
µ
ε (θ̄0). LetΓ be the union of the orbits(2.6)with I = I0, θ = θ̄0(µ)+ j1θ(I0),

for j = 0, . . . , k − 1, andh = h0, theh coordinate of the pointq(0). Then there
exists a functionδ(ε) such thatδ(ε) → 0 as ε → 0 and that, in the(x, h, θ)
coordinates, the orbitq(t) staysO (δ(ε))-close to the unionΓ from the time the
orbit q(t) first leaves a small neighborhood of the annulusMε until the time it
last returns to it.

As we describe below, this estimate immediately allows us to conclude that
all the theorems of references [37, 36, 32] remain valid if we substitute a multi-
pulse singular homoclinic intersection surfaceΣµ

0 (θ̄0) as discussed above for any
1-pulse singular homoclinic intersection surface as discussed in those references.
In particular, we can show the existence of orbits homoclinic to resonance bands
that have several groups of consecutive pulses interspersed with slow stretches near
the annulusMε. We call such groups of pulsesbumps.

In order to describe multi-bump orbits homoclinic to resonance bands, we must
first make two assumptions. The first is

Assumption 5. There exists a positive integerN , andN positive integersKi , with
i = 1, . . . , N , such that theKi-pulse Melnikov functionsMKi (I0, θ0, µ) at the
resonance have simple zeros at the pointsθ0 = θ̄0,i , for someµ = µ̄. That is,
MKi (I0, θ̄0,i , µ̄) = 0 andDθ0MKi (I0, θ̄0,i , µ̄) |= 0 for eachi = 1, . . . , N .

Under this assumption, Theorem 1 implies that there existN individual, not
necessarily disjoint,Ki-pulse homoclinic intersection surfacesΣµ

ε (θ̄0,i ), i =
1, . . . , N , for all µ close toµ̄ that limit onto the surfacesΣµ

0 (θ̄0,i ) as ε → 0.
The second assumption is

Assumption 6. There existN − 1 orbit segmentsOi(µ̄), i = 2, . . . , N , on the
annulusM0 with endpointsdi(µ̄) andci(µ̄), respectively. The trajectories of the
outer system(12.3)on the segmentOi(µ̄) flow fromdi(µ̄) to ci(µ̄) in forward time.
Moreover, one of the following two statements holds:

1. The lineθ = θ̄0,i (µ̄) − 1θ−(I0) intersects the segmentOi(µ̄) transversely at
the pointci(µ̄) for i = 2, . . . , N , and the lineθ = θ̄0,i (µ̄)+ (Ki − 1)1θ(I0)+
1θ+(I0) intersects the segmentOi+1(µ̄) transversely at the pointdi+1(µ̄) for
i = 1, . . . , N − 1.

2. The lineθ = θ̄0,i (µ̄) − 1θ−(I0) intersects the segmentOi(µ̄) transversely at
the pointci(µ̄) for i = 2, . . . , N , and the lineθ = θ̄0,i (µ̄)+ (Ki − 1)1θ(I0)+
1θ+(I0) intersects the segmentOi+1(µ̄) transversely at the pointdi+1(µ̄) for
i = 2, . . . , N − 1. Theh coordinate of the pointd2(µ̄) is equal to zero.

Finally, for all i = 2, . . . , N − 1, the difference in theh coordinates of the two
pointsci(µ̄) anddi+1(µ̄) is equal to zero.

Note that the difference in theh coordinates of the two pointsci(µ̄) anddi+1(µ̄)

can be computed from equation (12.4), and that theh coordinates of the pointsci(µ̄)
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Fig. 12.4. AnN -transition orbit in the caseN = 3 (the argumentI0 of the functions
1θ(I0),1θ±(I0) has been suppressed in the figure). This “orbit” is composed of three
heteroclinic orbitsΓ1, Γ2, andΓ3 of the inner system (12.6), connected by two orbit
segmentsO1(µ̄) andO2(µ̄) of the outer system (12.3). The time scales of the inner and
outer systems are incompatible.

anddi(µ̄)cannot be equal to zero when the intersections of the orbit segmentsOi(µ̄)

with the linesθ = θ̄0,i (I0, µ̄)−1θ−(I0) andθ = θ̄0,i (I0, µ̄)+ (Ki − 1)1θ(I0)+
1θ+(I0) are transverse.

Assumption 6 implies that, for eachi = 2, . . . , N−1, a string ofKi heteroclinic
orbits, which we labelΓi , contained in the surfaceΣµ

0 (θ̄0,i ) atµ = µ̄, connects
the two intersection pointsci(µ̄) anddi+1(µ̄). Moreover, a stringΓ1 on the surface
Σ
µ
0 (θ̄0,1) consisting ofK1 heteroclinic orbits connects some pointc1(µ̄) on the

annulusM0 to the pointd2(µ̄) on the segmentO2(µ̄), and a stringΓN on the
surfaceΣµ

0 (θ̄0,N ) consisting ofKN heteroclinic orbits connects the pointcN(µ̄) on
the segmentON(µ̄) to some pointdN+1(µ̄) on the annulusM0. In this case, we say
that there exists anN-bump singular transition orbitor amodified N-bump singular
transition orbit, depending on whether statement 1 or statement 2 in Assumption 6
holds. ThisN -bump singular transition orbit, denoted byΓ , is a continuous broken
curve, which consists of the heteroclinic stringsΓi on the surfacesΣµ

0 (θ̄0,i ) for
µ = µ̄ that connect the pointsci(µ̄) anddi+1(µ̄), for eachi = 1, . . . , N and the
parts of the orbit segmentsOi(µ̄) betweendi(µ̄) andci(µ̄), for eachi = 2, . . . , N
(see Figure 12.4). We call the pointsc1(µ̄) anddN+1(µ̄) the takeoff and landing
points, respectively, of the singular orbitΓ .

One can easily verify (see [32]) that anN -bump singular transition orbit implies
the existence of a continuous, two-parameter family of such orbits, the parameters
beingh andµ. Likewise, a modifiedN -bump singular transition orbit implies the
existence of a continuous, one-parameter family of such orbits, the parameter being
µ. In other words, a uniqueN -bump modified singular transition orbitΓ (µ) exists
at most a distanceO (µ − µ̄) away from the originalN -bump modified singular
transition orbitΓ for anyµ close enough tōµ.
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Fig. 12.5. (a) An illustration of Proposition 12.3, showing a two-bump connection between
a saddle and an unstable limit cycle on the annulusMε. The first and second bump consist
of two pulses. (b) The singular transition orbitsA1,0(µ) andANC1,0(µ) pass through
each other transversely asµ passes through̄µ.

We are now ready to state four propositions that extend the results of [32] to
cover homoclinic and heteroclinic orbits whose bumps are groups of consecutive
pulses, rather than single pulses. First, we consider the existence of a heteroclinic
connection between either a stable periodic orbit or a saddle of the outer system to
either an unstable periodic orbit or another saddle of the outer system.

Proposition 12.3. For µ nearµ = µ̄, let the curveO1,ε(µ) be either a stable
periodic orbit for the restricted system(12.2)on the annulusMε or a (restricted)
unstable manifold of a saddles1,ε(µ) for this system, and let the curveON+1,ε(µ)

be either an unstable periodic orbit for the restricted system(12.2) on Mε or
a (restricted) stable manifold of a saddlesN+1,ε(µ) for this system. Let the line
θ = θ̄0,1(µ)−1θ−(I0) intersect the curveO1,0(µ) transversely at the pointc1(µ),
and let the lineθ = θ̄0,N (µ) + (KN − 1)1θ(I0) + 1θ+(I0) intersect the curve
ON+1,0(µ) transversely at the pointdN+1(µ). At µ = µ̄, let the pointsc1(µ̄)

anddN+1(µ̄) be connected by a singular transition orbitΓ . For µ nearµ = µ̄,
let A1,0(µ) be the singular transition orbit whose takeoff point isc1(µ), and
let AN+1,0(µ) be the singular transition orbit whose landing point isdN+1(µ).
Furthermore, assume that the singular transition orbitsA1,0(µ) andAN+1,0(µ)

pass through each other (andΓ ) transversely asµ passes through̄µ. Then, for all
small enoughε and for someµ = µ(ε) withµ(0) = µ̄, there exists a heteroclinic
orbit connecting either the periodic orbitO1,ε(µ(ε)) or the saddles1,ε(µ) to either
the periodic orbitON+1,ε(µ(ε)) or the saddlesN+1,ε(µ). (See Figure 12.5.)
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Fig. 12.6. An illustration of Proposition 12.4, showing a two-bump connection between a
sink and a stable limit cycle on the annulusMε.

Next, we describe heteroclinic orbits between either two equilibria that are sinks
for the restricted system (12.2), or between a sink and a stable periodic orbit for
that system; see Figure 12.6.

Proposition 12.4. Letc1,0(µ) be a center for the outer system(12.3), and atµ = µ̄

let it be located at(
h(c1,0(µ̄)), θ(c1,0(µ̄))

) = (
0, θ̄0,1(µ̄)−1θ−(I0)

)
,

with
d

dµ

[
θ(c1,0(µ))− θ̄0,1(µ)+1θ−(I0)

] |= 0

at µ = µ̄. Let the corresponding perturbed equilibriumc1,ε(µ) be a sink for the
restricted system(12.2)for all small enoughε and allµ close enough toµ = µ̄. Let
the restricted system(12.2)on the annulusMε possess either another sinkcε(µ)
or a stable limit cycleOε(µ), and denote the associated basin of attraction byBε.
Moreover, let there exist a modified singular transition orbit connecting the point
c1,0(µ̄) to a pointdN+1(µ̄), and assume that the pointdN+1(µ̄) lies in a compact
domainR that is all contained in an open regionB , the limit asε → 0 of the
basin of attractionBε. Then, for smallε > 0, there exists a functionµ = µ(ε)

with µ(0) = µ̄ and a heteroclinic orbit connecting the equilibriumc1,ε(µ(ε)) to
either the equilibriumcε(µ(ε)), or the periodic orbitOε(µ(ε)).

Next, we find heteroclinic connections between a saddle or a stable limit cycle
on the annulusMε and a sink or another stable limit cycle onMε, such as the
one shown in Figure 12.7.

Proposition 12.5. Let the curveO1,ε(µ) be either a stable periodic orbit on the
annulusMε, or the(restricted) unstable manifold of a saddlesε(µ) on the annulus
Mε for all µ nearµ = µ̄, and all small enough positiveε. Let the restricted system
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Fig. 12.7. An illustration of Proposition 12.5, showing a two-bump connection between a
saddle and a stable limit cycle on the annulusMε.

(12.2)on the annulusMε also possess either a sinkcε(µ) or a stable limit cycle
Oε(µ), and denote the associated basin of attraction byBε. At µ = µ̄, let the
curveO1,0(µ̄) and the lineθ = θ̄0(µ)−1θ−(I0) intersect transversely at the point
c1,0(µ̄). Let the pointc1,0(µ̄) be connected via a singular transition orbitΓ to the
pointdN+1,0(µ̄). Moreover, let the pointdN+1,0(µ̄) lie in a compact domainR that
is all contained in an open regionB , the limit asε → 0 of the basin of attraction
Bε. Then, for all small enough positiveε and allµ close enough toµ = µ̄, there
exists a heteroclinic orbit connecting either the periodic orbitO1,ε(µ) or the saddle
sε(µ) to either the equilibriumcε(µ) or the periodic orbitOε(µ). Moreover, the
intersection of the unstable manifoldsWu(O1,ε(µ)) or Wu(sε(µ)) with the stable
manifoldsWs(cε(µ)) or Ws(Oε(µ)) is transverse along that heteroclinic orbit.

We note that, as in [37, 32], we can describe still other heteroclinic connections
by inverting the time flow in Propositions 12.4 and 12.5.

Finally, we look at the case when the perturbed vector field (2.1) is derived
from the Hamiltonian (2.2), i.e., when equations (2.1) are replaced by equations
(2.3). In this case, an easy argument given in [32] shows that the end points of each
N -bump singular transition orbit must be at the same values of the outer Hamiltonian
H (h, θ, µ). Furthermore, ifΓ is a singular transition orbit that connects a pair
of slow-time periodic orbitsO1,0(µ̄) andON+1,0(µ̄), then there exists a pair of
two-parameter families,

{
Oν

1,0(µ) | ν1(µ) < ν < ν2(µ), µ nearµ̄
}
,

{
Oν
N+1,0(µ) | ν1(µ) < ν < ν2(µ), µ nearµ̄

}
,
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Fig. 12.8. An illustration of Proposition 12.6, showing a three-bump connection between
two periodic orbits on the annulusMε in the Hamiltonian case.

of slow-time periodic orbits nearO1,0(µ̄) andON+1,0(µ̄), such that each pair
Oν

1,0(µ) andOν
N+1,0(µ) is connected by anN -bump singular transition orbit

Γ ν(µ). Here the parameterν is the value of the outer HamiltonianH (h, θ, µ)

along the orbitsOν
1,0(µ) andOν

N+1,0(µ).

For small positiveε, we now conclude:

Proposition 12.6. At µ = µ̄, assume that the lineθ = θ̄0,1(µ̄) −1θ−(I0) trans-
versely intersects a periodic orbitO1,0(µ̄) at the pointc1,0(µ̄). Assume also that
the lineθ = θ̄0,N (µ̄)+ (KN − 1)1θ(I0)+1θ+(I0) transversely intersects a peri-
odic orbitON+1,0(µ̄) at the pointdN+1,0(µ̄). Furthermore, assume that the points
c1,0(µ̄) anddN+1,0(µ̄) are connected to each other by a singular transition orbit
Γ . Then for eachµ nearµ̄, there exist a functionη(ε), withη(ε) → 0 with ε → 0,
and two continuous families of periodic orbits,{

Oν
1,ε(µ) | ν1(µ)+ η(ε) < ν < ν2(µ)− η(ε), µ near µ̄

}
,

{
Oν
N+1,ε(µ) | ν1(µ)+ η(ε) < ν < ν2(µ)− η(ε), µ near µ̄

}
,

such that each pairOν
1,ε(µ)andOν

N+1,ε(µ) is connected by anN -bump heteroclinic
orbit. The value of the parameterν along the orbitsOν

1,ε(µ) andOν
N+1,ε(µ) is

equal to the value of the constantHε(h, θ, µ), given by equation(12.5), along
these orbits, and also to the value of the outer HamiltonianH (h, θ, µ) along the
orbitsOν

1,0(µ) andOν
N+1,0(µ). As ε → 0, the union of the orbitsOν

1,ε(µ) and
Oν
N+1,ε(µ) and the connecting heteroclinic orbit collapses onto the union of the

curvesOν
1,0(µ) andOν

N+1,0(µ) and the singular transition orbitΓ ν(µ). Moreover

the intersection of the unstable manifoldWu
(
Oν

1,ε(µ)
)

with the stable manifold

Ws
(
Oν
N+1,ε(µ)

)
along the heteroclinic orbit that connects the orbitsOν

1,ε(µ) and
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Oν
N+1,ε(µ) is transverse inside the corresponding level surface of the perturbed

Hamiltonian(2.2). (See Figure 12.8.)

The proofs of Propositions 12.3–12.6 proceed with the help of Proposition 12.2
exactly as the proofs of the corresponding theorems in [32].

13. An Example of Orbits Homoclinic to Resonance Bands

The example of a Duffing oscillator coupled into an anharmonic oscillator,

ṗ = η2q(I − q2)− εαp, (13.1a)

q̇ = p, (13.1b)

İ = −εI sinθ − εβI − εγp2, (13.1c)

θ̇ = I − 1 − 1
2η

2q2 − ε cosθ, (13.1d)

was used in [34–37] to illustrate various types of one-bump and multi-bump orbits
homoclinic to resonance bands. In this exampleε � 1, η, α, β, andγ are positive
parameters. System (13.1) has the form (2.1) for nonzeroα, β andγ , and the form
(2.3) with the Hamiltonian

Ĥ (p, q, I, θ) = H(p, q, I )+ εH1(p, q, I, θ)

= 1
2I

2 − I + 1
2p

2 − 1
2η

2q2(I − 1
2q

2)− εI cosθ,
(13.2)

for α = β = γ = 0.
The phase-space structure of system (13.1) with zeroε is as follows. An unstable

invariant annulus,M, with (p, q) = (0,0) andI between anyI1 andI2, such that
0 < I1 < 1 < I2, is foliated by periodic orbitsp = q = 0, I = constant,θ =
(I −1)t + θ0. The annulusM is connected to itself by a pair of three-dimensional
homoclinic manifolds,W+(M) andW−(M), which are parametrized byt , I and
θ0 in the homoclinic solutions (see Figure 13.1)

p = ph(t, I ) = ∓
√

2ηI sech(η
√
I t)tanh(η

√
I t), (13.3a)

q = qh(t, I ) = ±
√

2I sech(η
√
I t), (13.3b)

I = I, (13.3c)

θ = θh(t, I )+ θ0 = (I − 1)t − η
√
I tanh(η

√
I t)+ θ0. (13.3d)

The phase difference1θ(I), defined by equation (2.8), between the end points of
any heteroclinic orbit (13.3) is1θ(I) = −2η

√
I , which follows immediately from

equation (13.3d).
The frequencyI − 1 of the periodic orbits on the annulusM passes through

zero transversely atI = 1, so that the orbit atI = 1 is a circle of equilibria, which
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θ

_
W (     )M+

Fig. 13.1. The annulusM and the homoclinic manifoldsWC(M) andW−(M) for the
example of Section 13.

gives rise to a resonance band forε > 0. Pairs of points on this circle of equilibria
that are1θ(1) = −2η apart are connected by heteroclinic orbits, obtained by
inserting the valueI = 1 into the solutions (13.3).

Since the setp = q = 0 is invariant even for nonzeroε, we can take the
perturbed annulusMε to be the same as the annulusM. Thus, we immediately
calculate the restricted system (12.2) to be

h′ = −(1 + √
εh) sinθ − β(1 + √

ε), θ ′ = h− √
ε cosθ. (13.4)

The limiting outer system and the outer Hamiltonian are

h′ = − sinθ − β, θ ′ = h, (13.5)

H (h, θ) = 1
2h

2 − cosθ + βθ, (13.6)

respectively.
When 0< β < 1, there are two equilibria on theh−θ cylinderM0, a centerc0

at(h, θ) = (0,− arcsinβ) and a saddles0, at(h, θ) = (0,−π+arcsinβ). The two
branches of the stable and unstable manifoldsW s(s0) andW u(s0) to the right of
the saddles0 coincide to form a separatrix that encloses a family of periodic orbits
nested around the center. The two branches of the manifoldsW s(s0) andW u(s0)

to the left of the saddles0 wind around the cylinderM0 towardsh = +∞ and
h = −∞, respectively. For small positive

√
ε, the saddles0 persists as a saddle

sε, the centerc0 becomes a sinkcε, and the separatrix breaks. The top branch of
the unstable manifoldW u(sε) of the perturbed saddlesε falls into the sinkcε.
No periodic orbits are left in this system, and all the points that lie in any compact
domain, that is, all contained inside the unperturbed separatrix asymptote to the
sink cε (see Figure 13.2).
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-arcsinβ-   +arcsinβπ     +arcsinβπ

Fig. 13.2. The phase portrait for the outer system in the dissipative case.

The inner system (12.6) for this example is

ṗ = η2q(1 − q2), (13.7a)

q̇ = p, (13.7b)

ḣ = 0, (13.7c)

θ̇ = −1
2η

2q2. (13.7d)

In references [35, 37, 32] we computed that, at the resonanceI = 1, the Mel-
nikov functionM(I, θ0, η, α, β, γ ) on both homoclinic manifoldsW+(M) and
W−(M) is equal to

M(1, θ0, η, α, β, γ ) = cos(θ0 − η)− cos(θ0 + η)− 4
3αη+ 2βη+ 8

15γ η
3. (13.8)

Likewise, thek-pulse Melnikov function equals

Mk(1, θ0, η, α, β, γ ) = cos(θ0 − (2k − 1)η)− cos(θ0 + η)− 4
3kαη

+ 2kβη + 8
15kγ η

3.
(13.9)

If we setθk−1 = θ0 − (k − 1)η, this formula can be rewritten as
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Mk(1, θ0, η, α, β, γ )

= Mk(1, θk−1 + (k − 1)η, η, α, β, γ )

= cos(θk−1 − kη)− cos(θk−1 + kη)− 4
3kαη + 2kβη + 8

15kγ η
3

= 2 sinkη sinθk−1 − 4
3kαη + 2kβη + 8

15kγ η
3.

(13.10)

If kη is not a multiple ofπ and if∣∣∣∣ kη

sinkη

(
2
3α − β − 4

15γ η
2
)∣∣∣∣ < 1, (13.11)

then thek-pulse Melnikov function (13.10) has simple zeros inθk−1 at some
θk−1 = θ̄k−1,1 andθk−1 = θ̄k−1,2 = π − θ̄k−1,1. If for i = 1 or i = 2, the values of
thej -pulse Melnikov functionMj(1, θ̄0,i , η, α, β, γ ), with θ̄0,i = θ̄k−1,i+(k−1)η
andj = 1, . . . , k − 1, are different from zero, and ifk, η, α, β, andγ satisfy the
inequality (13.11), then the stable and unstable manifoldsWs(Mε) andWu(Mε)

intersect transversely along a symmetric pair of two-dimensional,k-pulse homo-
clinic surfaces,Σα,β,γ

±,ε (θ̄k−1,i ). In the phase space of the inner system (13.7), this

pair collapses smoothly onto a pair of limitingk-pulse surfaces,Σα,β,γ

±,0 (θ̄k−1,i ),

parametrized by the expressions (13.3) withI = 1, θ0 = θ̄k−1,i + (k − 1 − 2j)η,
where j = 0, . . . , k − 1, and arbitraryh. The sign in each of these expres-
sions is determined by the sign of the correspondingj -pulse Melnikov function
Mj(1, θ̄0,i , η, α, β, γ ).

We now describe a new example of orbits homoclinic to the saddlesε, whose
existence follows from Proposition 12.3, provided that we fix 0< η � β < 1
and γ̃ = η2γ = O (1). If 5α − 2γ̃ = 0, then for anyj = 1, . . . , k, the j -
pulse Melnikov function (13.10) becomes equal to the difference in the values of
the outer Hamiltonian (13.6) at the endpoints of the singular orbit along which
this Melnikov function is calculated. This implies, in particular, that thek-pulse
singular orbits picked out by the zeros of the Melnikov function must have both
their endpoints at the same value of the outer Hamiltonian (13.6). Moreover, since
η � 1, for all finitek, equation (13.10) becomes approximately sinθk−1 ≈ −β, so
thatθ̄k−1,1 ≈ − arcsinβ andθ̄k−1,2 ≈ −π + arcsinβ, which are theθ coordinates
of the centerc0 and the saddles0, respectively.

From the discussion in the previous paragraph, it easily follows that for
θ̄0,i = θ̄k−1,i + (k − 1 − 2j)η, with i = 1,2, the values of thej -pulse Melnikov
functionsMj(1, θ̄0,i , η, α, β, γ ) are different from zero for allj = 1, . . . , k − 1,
and are in fact of the same sign for allj . This sign is negative for̄θ0,1 and
positive for θ̄0,2. Therefore, thek-pulse homoclinic surfacesΣα,β,γ

±,ε (θ̄k−1,1) and

Σ
α,β,γ
±,ε (θ̄k−1,2) indeed exist in this case for allk, and so do the limitingk-pulse

surfaces,Σα,β,γ

±,0 (θ̄k−1,1) andΣα,β,γ

±,0 (θ̄k−1,2). Since the regions enclosed by the
two homoclinic manifoldsW+(M) andW−(M) are both convex, and the normal
n = (

p,−η2q(I − q2),0,0
)

is easily seen to point out of them, it follows that or-

bits forming each of the surfacesΣα,β,γ

±,0 (θ̄k−1,1) are parametrized by expressions
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(13.3) with alternating signs, and orbits forming each of the surfacesΣ
α,β,γ

±,0 (θ̄k−1,2)

are parametrized by expressions (13.3) with the same signs.
From the discussion in the previous two paragraphs, it follows that there exist

an integern = 1 and 2n symmetric pairs ofk-pulse singular orbitsΓ ±
±k, with k =

1, . . . , n, which lie on then pairs of limiting intersection surfacesΣα,β,γ

±,0 (θ̄k−1,1),
and connect 2n pairs of points on the separatrix on the cylinderM0. The sign
in the subscript of the symbolΓ ±

±k is the same as the sign of the corresponding

surfaceΣα,β,γ

±,0 (θ̄k−1,1); the sign in the superscript is the same as the sign of the

h coordinate along the singular orbitΓ ±
±k. As mentioned above, theq coordinates

along the pulses of the orbitΓ ±
±k have alternating signs. The equality of thek-

pulse Melnikov function and the corresponding difference in the values of the outer
Hamiltonian implies that fork > l, the takeoff point of the singular orbitΓ ±

±k is
to the right of the takeoff point of the singular orbitΓ ±

±l , and the landing point of
the singular orbitΓ ±

±k is to the left of the landing point of the singular orbitΓ ±
±l .

Moreover, the takeoff point of any singular orbitΓ ±
±k is to the right of the landing

point of any other singular orbitΓ ±
±l .

We can now form a countable infinity of singular homoclinic orbits as follows.
Each such orbit starts along the right-hand branch of the unstable manifoldW (s0)

of the saddles0 on the annulusM0. The singular homoclinic orbit then takes off
from M0 along one of the singulark-pulse orbitsΓ +

±k, and lands back onM0
at a point on the separatrix that connects the saddles0 to itself. After following
the separatrix for a while, the singular homoclinic orbit again takes off along some
singularl-pulse orbitΓ +

±l , and so forth. Eventually, the singular homoclinic orbit
lands back on the separatrix and either follows it to the takeoff point of one of the
two heteroclinic orbitsΓ −

±j , where it takes another excursion along one of them
before returning to the saddles0, or else proceeds directly to this saddle.

With each singular homoclinic orbit described in the previous paragraph, we
can associate in a one-to-one fashion a sequenceS = σ1σ2, whereσ1 is either an
empty sequence or else is a string of symbolsΓ +

±k with variousk, andσ2 is either
empty or equal to one of the symbolsΓ −

±k. Eitherσ1 or σ2 must be nonempty. We
denote the singular homoclinic orbit corresponding to the sequenceS byΓ S0 . If we
denote by−S the sequence obtained fromS by interchanging the+ and− signs,
then the corresponding singular homoclinic orbitΓ −S

0 is the mirror image of the
singular orbitΓ S0 under the transformation(p, q) 7→ (−p,−q), which preserves
equations (13.1).

Proposition 12.3 now implies

Proposition 13.1. Fix 0 < η � β < 1 and γ̃ = η2γ = O (1). Let the sequence
S and its corresponding singular homoclinic orbitΓ S0 be as in the preceding two
paragraphs. Then, there exists a continuous functionαS(ε) with 5αS(0)− 2γ̃ = 0,
such that for small positiveε andα = αS(ε), there exists an orbitΓ Sε , homoclinic to
the saddlesε. The orbitΓ Sε isO (δ(ε))-close to the singular orbitΓ S0 , whereδ(ε) is
a function withδ(ε) → 0 asε → 0. Moreover,αS(ε) = α−S(ε), and the orbitΓ −S

ε

is the mirror image of the orbitΓ Sε under the transformation(p, q) 7→ (−p,−q).
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Fig. 13.3. Multi-bump orbits for the sequence constructed using Proposition 13.1.

As noted above, the sign of theq coordinate along the pulses in eachk-pulse
stretch of the orbitΓ Sε alternates (see Figure 13.3).

In the same fashion, we can show the existence ofk-pulse orbits homoclinic
to the saddlesε that lie on the surfaceΣα,β,γ

±,ε (θ̄k−1,2). The q coordinate along
all pulses of such an orbit has the same sign. The more complicated counterparts
of these orbits consisting of several separate groups of pulses, such as the ones
described in Proposition 13.1, do not exist.

Finally, we mention that we can use Propositions 12.4–12.6 to construct
Šilnikov orbits [63–65] homoclinic to the spiral-saddlecε, heteroclinic connec-
tions between the saddlesε andcε, as well as orbits homoclinic to periodic orbits
in the resonance band in the Hamiltonian case whenα = β = γ = 0. All of
these homoclinic and heteroclinic orbits consist of several groups of consecutive
bumps, separated by long stretches near the annulusMε, and can be associated
with symbol sequences.

14. Conclusions

The main result of this paper, Theorem 1, and its extensions presented in Sec-
tion 10, consists of a tool that, for systems of the form (2.1), is comparable in
its applicability and efficiency to the celebrated Melnikov method. As such, it
is useful both for solving applied problems [6, 7, 38], and for unifying existing
perturbation-theoretic approaches to detection of homoclinic and heteroclinic or-
bits in near-integrable systems. In this latter vein, this paper already develops a
unifying approach to the results of references [6, 59, 23, 32]. We also believe that
our paper may be used to provide an alternative derivation of the result presented in
[21]. However, there are still many unresolved and challenging problems on the way
to develop our tool to handle systems even more general than (2.1), thereby achiev-
ing the same level of generality that the Melnikov method has reached through years
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of investigation devoted to it. Moreover, our study raises new problems which fur-
ther generalizations of the results described in this paper could help solve. Here
we mention just some of the obstacles and problems, which we are planning to
investigate in future work.

As we have mentioned immediately after Assumption 1, we impose this techni-
cal requirement that the unperturbed problem have an analytic right-hand side for
the sole purpose of simplifying the presentation. There appear to be no major obsta-
cles to generalizing our results to the case when the Hamiltonian functionH(x, I )of
the unperturbed system (2.4) has a finite degree of smoothness. This generalization
may be achieved by using the Smooth Linearization Theorem for two-dimensional
nonlinear saddle-type equilibrium points, described in [11, 61, 4, 67, 68], instead
of the analytic theorems described in [49, 60, 62].

On the other hand, while the results of Section 10 show that Theorem 1 is also
easily generalized to cover systems with severalI andθ variables, the same is not
true for systems in which the vectorx has more than two components. There appear
to be two major obstacles on the way towards achieving this generalization. The first
is that, in general, smooth linearization is not possible for systems with multiple
degrees of freedom [11, 61], and thus the results of Sections 4 and 5 cannot be
immediately applied to this case. We do believe, however, that the situation should
be different for integrable Hamiltonian systems. This is indicated, for example, in
the results of [27, 12, 33], but this type of smooth linearization still needs to be
formulated in the context of the systems of interest for our theory. Moreover, for
multiple degrees of freedom, the situation is further complicated by the possibility
of resonances.

The second obstacle is that, when the vectorx has more than two components,
certain orbits that enter the neighborhoodUδ(Mε) of the hyperbolic manifold
Mε a distanceO (ε) close to its local stable manifoldWs

loc(Mε) may exit this
neighborhood a distanceO (εα), with α |= 1, away from the local unstable mani-
foldWu

loc(Mε) of Mε. This property is not limited to complicated nonlinear and
nonintegrable systems; it even occurs in simple four-dimensional linear models in
which the role ofMε is played by the origin. In the problem of finding a Mel-
nikov function for multi-pulse homoclinic orbits, this property is likely to introduce
new singular submanifolds of the manifoldL , the piece of the unstable manifold
Wu(Mε) of the hyperbolic manifoldMε which windsn times in and out of the
neighborhoodUδ(Mε) of Mε and finally gives rise to ann-pulse homoclinic in-
tersection surface. These singular submanifolds will probably have to be described
by conditions somewhat analogous to the nonfolding condition (5.29), but these
new conditions still need to be derived.

Other generalizations of our result include the case of equations (2.3), in which
the perturbed system is also Hamiltonian. In this case, as mentioned in Section 10,
the manifoldMε is filled by Kolmogorov-Arnold-Moser tori, and the interesting
question is not just whether the stable and unstable manifolds ofMε intersect
along multi-pulse homoclinic intersection surfaces, but if this also happens to the
stable and unstable manifolds of the individual tori. The answer will be provided
by computing additional multi-pulse Melnikov functions in the direction of the
I coordinates, as derived in [25, 26, 58]. Standard single-pulse versions of these



188 R.Camassa, G.Kovačič & Siu-Kei Tin

Melnikov functions have the rather annoying property that the integrals defining
them do not converge absolutely, and one must in fact choose special time sequences
to make these integrals converge at all [58]. The time sequences that resolve this
non-convergence property are closely related to the geometry of the phase space
near the Kolmogorov-Arnold-Moser tori, and the fact that orbits wind densely on
these tori. A careful study of this geometry may also be needed while deriving
estimates analogous to those in this paper’s Sections 7 and 8 for these additional
Melnikov functions.

References [6, 48] study the limiting case in which one of the periodic orbits
on the two-dimensional unperturbed hyperbolic annulusM degenerates into a
saddle-center equilibrium point. A particular limit of Theorem 1 or its extensions
in Section 10 could be developed to cover the general version of this limiting case.

A closely related problem is that of classifying homoclinic orbits as to whether
they are “secondary” or “primary,” that is, whether or not their existence is a con-
sequence of the existence of some other homoclinic orbits. In particular, in time-
periodically modulated planar conservative systems which possess homoclinic tan-
gles [52, 19], all 1-pulse homoclinic orbits are primary, and all multi-pulse ho-
moclinic orbits are secondary. (Here, we do not make any distinction between
“secondary,” “tertiary,” etc., which is sometimes made in the literature.) As stated
in the introduction, the existence of these secondary homoclinic orbits follows di-
rectly from the topology of the homoclinic tangle, which is a direct consequence
of the existence of a single simple zero of the 1-pulse Melnikov function. Some
of these secondary homoclinic orbits can be shown to exist directly by using the
method of [59] or that developed in this paper. However, it is not clear whether
all the secondary homoclinic orbits in such perturbed planar conservative systems
can be detected in this way, since the method only provides a sufficient condition
for their existence. If the method fails to detect all secondary homoclinic orbits, an
interesting question would be just what geometric property distinguishes the ones
that are detected from the ones that are not.

A different case of distinction between primary and secondary homoclinic orbits
occurs when the dynamics on the manifoldMε is slow, such as in the case of
orbits homoclinic to resonance bands discussed in Sections 12 and 13. In this case
all multi-pulse orbits, which consist of a single group of fast consecutive pulses,
are primary. Multi-bump orbits, which consist of several groups of fast consecutive
pulses interspersed with slow segments that slowly travel along the hyperbolic
annulusMε, are, on the other hand, secondary. The existence of these secondary
orbits can be deduced from the existence of several zeros of the appropriate multi-
pulse Melnikov functions, as discussed in Section 12 and [32]. This example also
shows that, while secondary homoclinic orbits do come into being only because
some primary homoclinic orbits already exist, the actual process of establishing the
existence of secondary orbits from that of the primary orbits, developed in [32],
need by no means be trivial.

The distinction between primary and secondary homoclinic orbits is much less
clear in the model of an atmospheric slow manifold presented in Section 11. In this
example, there are occasions in which 2-pulse homoclinic orbits exist without there
being any 1-pulse homoclinic orbits nearby, yet, on the other hand, there exist near
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anyk-pulse homoclinic orbit cascades ofn-pulse homoclinic orbits with anyn > k.
It is quite clear that the 2-pulse homoclinic orbits with no nearby 1-pulse homoclinic
orbits must be primary, but the answer to the general question of which of the multi-
pulse orbits are primary or secondary is as yet unresolved. This question is even
more interesting, because, as mentioned at the end of Section 3, a whole class of
secondary multi-pulse homoclinic orbits in the model can be obtained by using the
Exchange Lemma [31], a technique different from those used in this paper. More
generally, in the context of the case when the dynamics on the normally hyperbolic
manifoldMε is fast, we notice that the folds of the winding pieceL of the unstable
manifoldWu(Mε) certainly have implications on the multiplicity of the transverse
intersections with the stable manifoldWs(Mε). Since these intersections define
higher-pulse homoclinic orbits, we can expect these folds to play a role on how the
multi-pulse homoclinic orbits are organized in the case when the dynamics on the
annulusMε is fast. Exactly what this role is and its relation with the cascade of
higher-pulse homoclinic orbits mentioned above have yet to be explored.

Finally, we point out that, apart from its main result, Theorem 1, and its gen-
eralizations given in Section 10, an interesting and potentially useful side result
of this paper is Lemma 1. This lemma, whose predecessor was developed in [71],
addresses the situation in which a manifoldL enters the small neighborhood
Uδ(Mε) of the hyperbolic annulusMε a distanceO (ε) close to the local stable
manifoldWs

loc(Mε), and exitsUδ(Mε) the same distance from the local unsta-
ble manifoldWu

loc(Mε). The manifoldL must have the same dimension as the
manifoldsWs

loc(Mε) andWu
loc(Mε). If the tangent spaces of the manifoldsL

andWs
loc(Mε) are alsoO (ε)-close when these two manifolds enter the neigh-

borhoodUδ(Mε), Lemma 1 gives precise conditions for when the tangent spaces
of the manifoldL andWu

loc(Mε) are almostO (ε)-close as these manifolds exit
Uδ(Mε), and locates folds onL when these conditions are not met. We have
already mentioned in the introduction that, while the tools used for establishing
this lemma have much in common with those used for establishing the Exchange
Lemma [28–31, 72, 70], the two lemmas describe complementary geometries. We
believe that Lemma 1 and its usefulness go beyond the framework of this paper.

In conclusion, in this paper we have developed a new computable criterion that
lets us establish the existence of multi-pulse homoclinic and heteroclinic orbits in a
large class of near-integrable systems with many degrees of freedom. This criterion
consists of finding simple zeros of thek-pulse Melnikov functionMk(ε, I, θ0, µ),
and unifies several previously disjoint but related techniques. We have also devel-
oped a lemma that describes in detail the behavior of certain manifolds that fly very
close to a hyperbolic manifold without intersecting its local stable and unstable
manifolds.
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79, 809–824.

68. S. Sternberg [1958]. On the structure of local homeomorphisms of Euclidean
n-space,Amer. J. Math.80, 623–631.

69. D. Terman [1992]. The transition from bursting to continuous spiking in excitable
membrane models,J. Nonlin. Sci.2, 135–182.

70. S.-K.Tin [1994]. On the dynamics of tangent spaces near a normally hyperbolic
invariant manifold,Ph.D. thesis, Brown University.

71. S.-K.Tin [1995] Transversality of double-pulse homoclinic orbits in the inviscid
Lorenz-Krishnamurthy system,Physica D83, 383–408.

72. S.-K.Tin, N. Kopell & C.K.R.T. Jones [1994]. Invariant manifolds and
singularly perturbed boundary value problems,SIAM J. Num. Anal.31, 1558–1576.

73. C. Tresser [1984]. About some theorems by L. P.Šilnikov, Ann. Inst. Henri
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