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Modeling gas flow through microchannels and nanopores
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Microchannel based systems have emerged as a critical design trend in development of precise
control and maneuvering of small devices. In microelectronics, space propulsion and biomedical
areas, these systems are especially useful. Nanoscale pores are recently becoming of great interest
due to their beneficial drag and heat transfer properties. However it is difficult to predict the flow
performance of these microsystems and nanosystems numerically since the standard assumptions of
using Navier—Stokes equations break down at micrometer scales, while the computational times of
applicable molecular-dynamics codes become exorbitant. A two-dimensional finite-element based
microscale flow model is developed to efficiently predict the overall flow characteristics up to the
transition regime for reasonably high Knudsen number flow inside microchannels and nanopores.
Presented two-dimensional numerical results for Poiseuille flow of a simple fluid through the
microchannel are comparable to the numerical and experimental data published in the literature. The
nanopore solutions are also validated with presented experimental da00®American Institute

of Physics. [DOI: 10.1063/1.1559936

I. INTRODUCTION creases, the validity of the standard continuum approach with
no-slip boundary conditions diminishes. A widely recognized

Recently noticeable progress has been made in the fieldimensionless parameter that determines the degree of ap-

of microelectromechanical systerddEMS). A wide variety  propriateness of the continuum model is Knudsen number

of microscale devices like sensors, actuators, and valves akn. It is defined as the ratio of the fluid mean-free-paind

now extensively used in our everyday life. Some MEMSthe macroscopic length scale of the physical system

devices have also been designed in the field of fluid applica-

tions. Examples include micropumps, microvalves, and mi- Kn= — (1)

croturbines. A parallel revolution in nanotechnology is be- A’

coming the fastest growing research focus in the engineerin _ — .
community. It combines diverse fields like molecular biol—‘%here}‘_ 16“/5p.2.7TRT' using the C_hapman_—Enskog re
sult for the coefficient of dynamic viscosity in a hard

ogy, partlclg physms,. space propulsmn, and mlcrogleptron|cssphere gas at temperatufeand A = p/dp/ax . wherep is
Understanding the interactions between and within mol- . . .
. ) the fluid density. The Knudsen number can thus be inter-
ecules is fundamental to this development of nanoscale de- .
. o . reted based on the ratio between the Mach number Ma
vices. Flows inside nanoscale pores are also important due 10

their highly beneficial drag and heat transfer properties. = W\yRT and the Reynolds number Repub/p. as,

Consequently, these emerging fields have propelled [y Ma [7 u
strong interest in understanding the physical aspects of these Kn= > Re ﬁ'ﬁ' (3]
small systems and the physical laws governing them. One of
the basic steps in understanding these processes is the exp&vhere y is the specific heat ratiay is the fluid velocity,R is
mental and numerical study of fluid flow through microscalethe specific gas constant, afdis the characteristic dimen-
channels, now commonly referred to as microchannels. I&jon of the system.
general, fluid flow through microchannels is modeled using  The local Knudsen number is a measure of the degree of
either the continuum or the molecular approdchThe con-  rarefaction of gases encountered in small flows through nar-
tinuum approach solves for macroscopic fluid propefiiless ~ row channels. Figure 1 describes different regimes of fluid
pendent variablgsas a function of the spatial coordinates flow depending on the Knudsen number. As Kn increases,
(independent variablgsand is used widely for fluid flow the rarefaction effects become more pronounced and eventu-
applications. As the length scale of a physical system deally the continuum assumption breaks down.

An alternative to continuum is the molecular mogé|,
Eloctronic mai: sroy@kettering.edu which recognizes the_ fluid_as a swarm of discretg pgr.ticles.
YIntern through NASA-USRP prc;gram, presently senior at California Insti-In thIS model the position, me.rtla’ and State. (.)f ?” individual
tute of Technology. particles are calculated either deterministicaly or
“Employed through contract to Eloret Corporation. probabilistically*~**at all times. The molecular approach
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FIG. 1. Knudsen number regimes.
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considers individual particle dynamics based on a Boltzmantion becomes unstable due to small wavelength disturbances.
distribution at the temperature of interest. The interactiorSince Burnett equations violate the entropy condition of ther-
between two particles is given by the two-body potentialmodynamics at high Kn, artificial regularization becomes
energy and transient evolution of particle positions are detefnecessary to stabilize the solutigh.Recently, Sokhan
mined by numerically integrating the Newton’s equations ofgt 521 have presented hydrodynamic boundary conditions

motion. The choice of potential for particular fluid and solid for nonequilibrium molecular dynamicEMD) solutions
combinations isad hoc From the documented contributions . . . .
n a 7.1 nm carbon nanopore. The relaxation times in

in the literature’~2"~it is evident that despite the theoret- . )
ical appropriateness of molecular-dynamistD) models for NE'MD,. which are .of the o.rder of .f,eve.ral picoseconds for
it ié:’OISGUIlle flow of simple uniform fluids, increase by several

the purpose of capturing the small-scale interactions, : : _ : :
unrealistic to simulate a reasonably practical microflow prob2rders of magnitude in confined geometries. The results in
lem using the present-day supercomputers. Most MD calcuRef. 21 show that in order to capture important fluctuations
lations are restricted to femtoseconds time steps limiting thé" collective physical flow properties an integration time of
results to short time scalépicoseconds to nanosecohds the order of 10Qus is essential while an equilibration time of
phenomen&-1°Gad-el-hak cites an example ofslreal-time  the order of 1 ns is required for their computational domain.
simulation for complex molecular interaction using molecu-  As a means of achieving numerically efficient microflow
lar dynamics that estimates thousands of years of CPU timgnd nanoflow predictions with reasonable computational
requirement. time, in this article we develop, implement, and document

_For dilute gas, molecular dynamics becomes highly inhe performance of a finite element discretized Galerkin
gﬁlClgnt Wh|_le mlc_roflow analysis using probap|llst|c models weak statement based phase space model for small flow ap-
like direct simulation Monte CarléDSMC) provides an ac- (?fications. We used sufficiently wide pores of up to 200 nm

i

curate solution as the time step diminishes and the number . . ) :
. . . ameter for which the boundary layers of fluid having modi-
particles in the cell approaches a high number. However, th?

error in DSMC is inversely proportional to the square root of led Str“‘?t“re dq not overlap. The hydrodynamlp descr!ptmn
the number of simulated molecutésind thus decreasing the of the fluid flow is reasonable for this ca&eThe aim of this
number of particles in the computational cell drastically in-nNumerical study is an exploratory prediction of the overall
creases the solution errfrThe cell size should be one-third flow characteristics of two practical multidimensional micro-
of the local mean free path, otherwise it leads to error inSystems and nanosystems within and beyond the slip flow
calculation of the dynamic viscosity coefficiedfsBoth mo-  regime.

lecular dynamics and DSMC have very slow convergence This article is organized into the following sections. Sec-
rates compared to continuum models. Also, due to the timeon | is a brief introduction of the state of the art. Section Il
splitting of the molecular motion and collisions, the maxi- provides a general description of the multidimensional mi-
mum allowable DSMC time step needs to be smaller than thgrochannel and nanopore flow problems. Section Il states
collisional time scale. For a practical problem involving a ¢, governing flow equations. The development of weak

'?’ge matrix of Ca”d'd"?“‘?. particles, th?se numerlca_ll restriCyatement algebra into finite element iterative algorithm is
tions translate to prohibitively expensive computational re-

L L documented in Sec. IV. Relevant boundary conditions for
sources, severely limiting the application of DSMC to smaII—b th micr le and nan le flow simulation are given in
scale problems. 0 croscale al anoscale flow simulation are give

As a viable remedy, several recent publicatf§n&®have Sec. V. Section VI is divided into two distinct parts. First, the
applied the Burnett equatibhfor rarified gas flows. These nNumerical results for the microchannel flow are benchmarked
continuum equation solutions are reasonably fast compareéing experimental dathand numerical resuftéreported in
to the molecular approach. However, accurate application ohe literature. Then, the nanopore experimental data are pre-
the Burnett equations becomes complicated as the Knudse&ented and compared with the two-dimensional finite ele-
number increases beyond the slip flow regime and the solunent numerical model.
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FIG. 2. Geometry for microchannel analysis.

Il. MODEL DESCRIPTION
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A. Microchannel FIG. 3. SEM image of anodisc membrane.

The cross section of the microchannel is shown in Fig. 2.
Several experimental and numerical results have been docu-
mented for this popular geometry. Pfahktral?® and Choi
et al?® studied the friction factor for the flow through micro-
tubes. Harle$’ has conducted both the numerical and experi-
mental study of the microchannel flow; however the numeri-  Instrumentation for nanoscale measurements to date has
cal model has employed general no-slip assumptionbeen very difficult and, sometimes, imprecise. Consequently,
Arkilic?® conducted an experimental study of flow throughnanopore flow data is relatively scarce. The experimental
microchannels and also the effect of tangential momenturdata for this article were collected from commercial What-
accommodation coefficients for slip flow conditions. Pongman alumina filter¢Anodisc 13 with pore sizes of 200 nm
et al® have experimentally investigated the nonlinear distri-and a thickness of 6@m. The density and sizes of pores
bution of pressure along a microchannel. Ckenl?* devel- ~ were measured in a scanning electron micros¢giM) and
oped a finite difference formulation for slip flow and com- found to be 5—-8& 10 m~2 and 212 nm, respectively, giv-
pared their results with experimefit. ing an estimated porosity of 0.2—0.3. The SEM image of the

In this article, we validate the numerical results for gassurface of these filters is shown in Fig. 3. The nominal di-
flow through the microchannel with the reported experimenimension of a single nanopore and the physical properties of
tal data of Ponget al?® The flow simulation is also bench- the working fluid are given in Table | for pressure ranging
marked for five different pressure ratios using the numericabetween 0—1200 torr. Computational studies involving mo-
results of Cheret al?* Following the experimental and the lecular dynamics, kinetic Monte Carlo, and lattice gas model
numerical study the exit pressure is fixed to be 100.8 kPa anfbr nanoscale bounded flows exhibit diffusive characteristic
the Knudsen number at the outlet is 0.058, which is wellof normal, single-file, and transition modé%?°~3!The dis-
within the slip flow regime. Table | lists the dimensions of tinction between normal and single-file modes, however,
the microchannel and relevant physical properties of thenly exists when studying the transport of individual mol-

B. Nanopore

working fluid nitrogen.

ecules. The bulk flow and transport characteristics cannot be

TABLE I. Model dimensions and fluid properties.

Flow parameters Microchannel Nanopore
LengthL 3000 60 u
Width W 40 n

HeightH 12u

DiameterD 200 nm

Pressure rati®, = P;, /Py
Pressure differencAP=P;,— Pqy

Outlet pressuré,
Temperature at the inléf;
Wall TemperatureT,,

Exit Knudsen numbeK n
Absolute viscosityu
Specific gas constaiR
Ratio of specific heaty
Molecular mass

1.34, 1.68, 2.02, 2.36, 2.70
100.0, 200.0, 300.0, 400.0, 500.0,
600.0, 750.0, 900.0 torr

100.8 kPa 4.8 kPa
314 K 300 K
314 K 300 K
0.058 7.36
1.85x 107 % Ns/n? 2.22<10°° Ns/m?
296.7 J/kg K 208.1 J/kg K
1.4 1.667

28.013 kg/kmol 39.948 kg/kmol
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distinguished for systems displaying single-file or normal 2—ay ou*
diffusion®* Thus, we are not in a position to distinguish be- U, Uj= -
tween these modes of transport in this work. v N,
. 3 (y—l) Kn’Re[ dT* @
ll. GOVERNING EQUATIONS 2w\ vy Ec | ox* W’
The Knudsen number for our particular problem of in- 2—o7[ 2y |Kn/[aT*
terest ranges from slif0.058 to transition(7.36) regime. gas~ Twal= . 711 Pr *) , 5
We shall use the governing equations of standard Navier— or LytlPriay*],

S_tokgs(NS) In two dlr_nen3|0n§. Th_e ‘_‘no-shp” v_vaII condi- . where Re and Ec are the nondimensional Reynolds and Eck-
tion in the usual continuum description is defined as havmqart number, respectively

all components of the velocity vanish at the solid wall. How- Note that traditionally the first-order slip conditions are

ever, as the macroscopic length scglg becomes COmpar"’lblea{BpIicable to Navier—Stokes equations when the Kn is in the
the fluid mean free path, the description becomes molecul ange of 0001-0.1. For Kr0.1, documented

Therefore, the streaming velocity at the wall comprises Ohiterature1435find it necessary to develop higher-order slip

the streammg_velocﬂy of incident partlgl_es a_md t_hat of thevelocity conditions as the continuum regime breaks down. A
scattered particles. The boundary condition in this case c

igher-order sli elocity is given by Karniadakis and
be interpreted as the flux or Neumann condition from th Igskol%% PV Vs gV y ! I

macroscopic point of view. One may, of course, use a Taylor-
series expansion on mean free panudsen numberto . . 2—0oy Kn (&u*)
determine the wall streaming velocity as a function of nor-  Ugas™ Ywal™ =~ == 7"k
mal derivatives. Maxwelf derived the first-order slip rela- Y w
tions for dilute, monatomic gases. We shall implement first-
order slip boundary conditions in the momentum and energy
equations for 10°<Kn=10.

The wall-slip boundary condition for an ideal gas is

ay*

27 y Ec ©)

3 (7—1) Kn?Re[ 9T*
ax*

w

whereb(Kn) is an empirical parameter determined analyti-

given as, cally for the slip flow regime ab= 1/2 (dw/on/w),,) , the
2—o0y [du 3 u [JT ratio of the vorticity flux to the wall vorticity, and by an
Ugas™ Uwall = @ W+ 4 pT gas Ix . (33 empirical curve fitting using the solutions of the correspond-

_ _ _ _ ing NS and DSMC numerical model to a high order accurate
The corresponding temperature-jump relation was derived by Kn for the transition regime. For the microchannel case in

von SmoluchowsKf as our study, Kn remains within 0.058, however for the nanop-
2—ar[ 2y I\ [aT ore Kn increase_zs up to 7.36. Contrary to_ common practice,
Tgas™ Twa”:U— S+1|prlay) - (3b  we would restrict slip to first-order conditiong)—(5) for
T w both the microchannel and the nanopore.

In Egs.(38—(3b), ugasandTy,sare the velocity and tempera-

ture of the gas adjacent to the wall, whilg anld Twall are |/ NUMERICAL METHOD

the wall velocity and wall temperature, respectively, Pr is the

nondimensional Prandtl number, and the subsevigenotes Finite element algorithms are used extensively in nu-
wall condition. The second term in E¢3a) is known as merical modeling of fluid flow and heat transfé?’ Re-
“thermal creep,” which generates slip velocity in the direc- cently, Roy and Pandey have implemented it for analyzing
tion opposite to the increasing temperature. the partially ionized gas flow inside a Hall thrust&f® Al-

The slip-wall conditions(3a—(3b) use the tangential- though continuous basis function based finite elements are
momentum accommodation coefficiemt and the thermal limited to larger length scale and may not be accurate-for
accommodation coefficient; at the walls. These coeffi- nm or smaller size pores, recent developments in local dis-
cients indicate the fraction of the molecules reflected diffu-continuous Galerkit? shows promise for nanoporous appli-
sively from the walls. For example, fer,=0 the molecules cations where quantum effects become important. In this ar-
reflect specularly indicating the reversal in their normal ve-ticle, we extend the finite element formulatién®*to predict
locity due to normal momentum transfer to the wall. Forthe fluid flow through the microchannel and sufficiently wide
o,=1 the molecules reflect diffusively when reflected from (200 nm nanopore. The choice of time step is dictated by the
the wall with zero tangential velocity. The value of the coef- Courant—Fredrich—Levy conditidit.The code uses fully im-
ficients oy and ot depends on the surface finish, the fluid, plicit variable time steps until the transient features die down
temperature, and local pressure. The valuerf0.80 for  as the Newton—Raphson iteration converges to a steady state.
nitrogen, argon, or carbon dioxide in a silicon microma-The solution is declared convergent when the maximum re-
chined channel has been determined experimentally bgidual for each of the state variables becomes smaller than a
Arkilic. %8 chosen convergence criterion af=10 *. Here, the conver-

The dimensionless form of Eq&3a) and(3b) are given  gence of a solution vector U on noflis defined as the norm:
by Gad-el-Halé |U;—U;_4/||Uj]|< e. The governing equations are solved
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using a fully implicit numerical procedure. The computa- — ~°>lip,ll_’r=P2.7g1701
H H H . H - =l - - =2.
tional channel(pore geometry is discretized using two- 28 ip, Pr= 2.361

— —v— - no-slip, Pr=2.361
—e—— slip, Pr=2.020
— —O0— - no-slip, Pr=2.020
~—-—a—— slip, Pr=1.680
— —o— — no-slip, Pr=1.680
———— slip, Pr=1.340
— —0— - no-slip, Pr=1.340

dimensional nine-noded biquadratic finite elements. The con-
tinuity and equation of state are solved for pressure and
density, respectively, using the four corner nodes of the ele- ,,
ment. For velocity and temperature calculations, all nine
nodes of the biquadratic element are used. 2.2
Table | describes the inlet, outlet, and wall condition _
details for the microchannel and nanopore. At the inlet the g
gas temperatur@; is specified as 314 K and based on the & 1.8
assumption of the isothermal wall, the wall temperaflyjgs
also specified as 314 K. The velocity fldx/dx=0 and the
y component of the velocity =0 at the inlet. The pressure 1.4
at the outletP, is 100.8 for microchanngk.8 kPa for nan-
opore and the inlet pressurd; is specified based on the

1 LRAEN RRERE RERES RRERY RERRY RRERN REREE RRESN ERRES]

corresponding pressure ratimicrochannéelor pressure drop 1

H . B I L L L 1 I L L L L l L L L L | L L L L l J
(nanopore The microchannel is benchmarked using both 0 0.25 0.5 0.75 7
no-slip and first-order slip condition. The nanopore solution x/L

is validated using first-order slip condition. For both cases,

we assumer. = ag-~ 1.0 for convenience. which means that FIG. 4. Centerline pressure distribution normalized with outlet pressure
the channel \;urfgce i.S rough ! Pout- Solutions are compared for the slip and the no-slip conditions for five

different pressure ratio(r = P;, /Py -

V. EXPERIMENTAL PROCEDURE

o . VI. RESULTS AND DISCUSSIONS
For characterization of nanoscale flows, experimental

data was collected measuring flow through a porous aluminé&. Microchannel Flow
disc. The disc is a commercially available “Anodisc” mem-
brane filter from Whatman as described above. The disc con;

S'S:S cr:fdianlarrr?y t?]f Wrﬁ”-r?wifrmre\d Cgilr':i(lj”falnpgirzes donler:;?:quadratic finite elements that consist of a total of 1369 nodes.
perpendicuiar o the membrane. ar anodized auming, fully implicit time integration solution for the slip-

membranes have been characterized extensively in thceorrected Navier—Stokes equations yields a nonlinear distri-
literature*>*3 To evaluate fluid flow through these pores, an 9 y

bution of pressure, density, and velocity along the micro-
apparatus was constructed to measure pressure drop versc Sannel While the roughness of the microchannel used in
flow rate across the pore. The technique is analogous to th ' 9

so-called manometric methd&*°The Anodisc was mounted the experimertf is unknown, we have usae, =1 based on

on strips of impermeable tape such that a well-known area ine published ““mef'ca' resuffsThe pressure <_jr(_)p in the
the center of the Anodisc served as a permeable area. I:,cﬁhannel takes place in order to overcome the frictional forces
tions outside of this area were coated with Vac-Seal sealaftt the walls. We note that the temperature does not change
and baked overnight at 60 °C to prevent gas from diffusingalon,g the channel, implying that the density is directly pro-
between the tape/Anodisc boundary. In the manometriortional to the pressure and hence shows a drop along the
setup, the Anodisc is clamped between two Teflon showerchannel. The veIQC|ty shows. the corr.espondln.g increase to
heads and the pressure drop across the membrane is m@4€Serve the continuity equation. The increase in shear stress
sured versus flow rate with an MKS differential pressuredue to the increase in velocity causes a further drop in pres-
gauge (223BD) and Mass Flow ControllefM100B). The  Sure. The effect of slip and no-slip boundary conditions on
pressure drop due to the showerhead is only a few percent #f¢ centerline of the channely{0) is shown in Fig. 4.
that caused by the Anodisc. This relationship was measureglearly, an increase in pressure ratio shows increasing diver-
for argon, oxygen, and nitrogen gases for pressures betwe&gnce in the pressure distribution between the no-slip and
0-1200 torr(0—160 kPa and fluxes between 0—9 moffs  slip wall solutions. This effect is the most prominent for
(0—45 mol/n?/s after porosity correction The rate of de- pressure ratioP,=2.701 where the maximum percentage
pressurization of the upstream volume by transport throughlifference in the pressure distribution between two predic-
the Anodisc was also measured. Experimental uncertainty i#ons is ~+4%.

determined primarily by instrument read-out errors. How-  The corresponding velocity solutions at the channel cen-
ever, converting the macroscopically measured data to aierline are plotted in Fig. 5. The slip condition solutions con-
analogous flow through a single pore is subject to convertingistently show a higher magnitude of velocity than no-slip
the total flux to an effective flux per pore. This uncertainty iscondition due to the lower-shear stress. The nonlinear distri-
determined primarily by the uncertainty in the membranebution of the velocity is dependent on the pressure distribu-
porosity. Present estimates of membrane porosity from region and hence varies for different pressure ratios. As the
resentative SEM images vary by20%. pressure ratio increases, the nonlinearity of the streaming

In this case, the computational geometry is discretized
sing 324 two-dimensional nine-noded non-overlapping bi-
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—a—— slip, Pr=2.701 — —o— - slip, Pr=2.701
0.0035~ — —p— — no-slip, Pr=2.701 28 [ Chenetal. Pr=2.701
- ——— slip, Pr=2.361 L — —0— - slip, Pr=2.361
[ - o0 - no-;lip, Pr=2.361 L ~om ®  Chenetal Pr=2.361
0.003 - slio. Pt = 2.020 y 281 - — —v— - slip, Pr=2.020
o o Pre o g * e v Chenetal Pr=2,020
- no-slip, Pr=2.020 p 24F o — o~ - slip, Pr=1.680
[ T+ slip, Pr=1.680 E ~oe " 4 Chenetal.Pr=1.680
0.0025 p~ -~ —— - ng-sllp, Pr=1.680 22k oo 8 ~ —o— - slip, Pr=1.340
- ——&—— slip, Pr=1.340 - L:N . Chen et al. Pr=1.340
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FIG. 7. Normalized pressure distribution of the finite element model solu-

FIG. 5. Centerline velocity distribution normalized with speed of sound attion for differ(_antlpresslure ratiofsP(r= Pin/Pou) is benchmarked with re-
the inletC;,. Solutions are compared for the slip and the no-slip conditionsportEd numerical resultsee Ref. 21
the five different pressure ratio® (= P;, /Py -

sure ratios, the computed finite element model solutions are

velocity distribution becomes prominent. The difference befound to be within approximately 4% of the experimental
tween the slip and no-slip velocity distribution shows adata. Overall, presented simulation results underpredicted the
higher difference for the corresponding higher-pressure raticexperimental data in the upstream section and overpredicted
The percentage difference between the slip and no-slip conn the downstream.
dition is ~+8%. The computed solutions for the same five pressure ratios

In Fig. 6, the finite element model centerline pressureare further benchmarked with numerical results previously
results for the slip model have been validated with the exreported in the literatur& Our numerical results as plotted
perimental data of Ponet al** for their first generation mi-  against that of Cheret al?* generate a similar nonlinear
crochannel. The experimental pressure measurements wesgessure distribution trend as shown in Fig. 7 and the center-
based on four pressure sensors along the length of the chaline pressure distributions are found to be comparable within
nel. A commercial Omega HHP 4100 transducer was used t@.3% of the reported results. It is important to note that Chen
calibrate these sensors. Pressure signals were averaged ogegl. utilized an explicit finite difference method on a
a period of several minutes for minimizing thef Iype  6000x23 grid for this simulation, while we used a mere
flicker and popcorn noise. The maximum uncertainty for18x18 biquadratic finite element mesh.
these experimental measurements was determined to be less
than 1 psigauge for most sensor& For five selected pres-

0.0035 — —0—- - slip, Pr=2.701 o
- n Chenetal. Pr=2.701 /
- — —o— - slip, Pr=2.701 L — —O— - slip, Pr=2.361 o
26 ~ — —O— - slip, Pr=2.361 0003 - —v— — slip, Pr=2.020 /
- N — —v— - slip, Pr=2.020 - — —2— - slip, Pr=1.680 P
~ . — —6— - slip, Pr=1.680 B — —0— - slip, Pr=1.340 d =
24 . S e — —0— - slip, Pr=1.340 0.0025 - . Chenet al. Pr=1.340 / o
oo . ™ e * Experimental X , |21. 4
22 R o, [ /.zn /®
o - g oomp A e
= 2P *. ~ S g Q i a 3]
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FIG. 8. Centerline velocity distribution normalized with speed of sound at
FIG. 6. Computed centerline pressure distribution normalized with outletthe inletC;,. The finite-element solutions for slip conditions with five dif-
pressureP, for the slip condition using five different pressure rati®a ( ferent pressure ratio®( = P;,/P,,) are compared with the finite difference
=P;,/Pgy) are validated with experimental resu(see Ref. 2B numerical result§see Ref. 24
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ot FIG. 10. (a) Plot of pressure drop versus flux for argon in an anodisc
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FIG. 9. Two-dimensional contour plots for the streaming velogityrmal-
ized with speed of sound at the inlénside the microchannel.
B. Nanopore Flow

Experimental Data

Experimental data were collected for Ar,,Nand Q

Finally, the slip model streaming velocity solutions flow through the nanoporous Anodisc membranes, as shown
along the centerline are compared with the reported numerin Fig. 10. A representative steady-state data, shown in Fig.
cal resulté* for the highesi(2.70]) and lowest(1.340 pres-  10(a), demonstrates that the relationship between flow rate
sure ratios. Experimental data was not available for thisand pressure drop is linear in this regime. This is consistent
study. As evident in Fig. 8, the centerline velocity distribu- with a diffusive transport regime with a constant diffusion
tion of Chenet al. for both pressure ratios follow closely coefficient and negligible viscous effects. Mathematically,
with our simulation results validating the computationally this is expressed as
efficient finite element model. The 1369-node finite element F AP

result matches accurately with that of 138 000-point finite — ¢a Dk RTL’ @

difference solution for the low-pressure ratio while for the . _ .
. . - . whereF is the molar flow ratee is the membrane porositj
highest-pressure ratio the finite element solution shows an

3% high it velocit tisfyi tinit IS the exposed areAP is the pressure drop across the mem-
o hig er-.eX| vg ocity sa 'SW'”Q con !nw Y. . brane L is the thicknessR is the ideal gas constant, afds

The two-dimensional streaming velocity contour plots ing,e ampient temperature. In this case, we also find that the
Figs. 9a) and 9b) document a general description and com-gifysion coefficient is consistent with the Knudsen diffusiv-
parison of the slip and no-slip solutions for pressure ratiosty D, given by
1.340 and 2.701. While the no-slip solution maintains zero

velocity at the wall, the slip wall solution for 2.701 pressure DK_dPOfe 8RT

ratio maintains a streaming wall velocity ranging approxi- 3 7™’
mately 9%(near inle} to 15% (near exif that of the center-  where d,q is the pore diameter anM is the molecular
line. weight of the diffusing species. Figure (b) shows transient

()
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TABLE II. Calculated and measured diffusivities of anodisc membrane syred diffusivities given the uncertainty of the porosity mea-
(X10°% m?/s). The measured diffusivities have an accuracy of approxi- surement. Given the large value of the Knudsen number un-
mately 20%, owing to uncertainty in the membrane porosity measurement ’ L. . .
der these conditions, this result is to be expected. The so-
Knudsen  Measured  Transient  Calculated called “normal mode” diffusion would only be expected at

diffusivity diffusivity diffusivity dffusivity higher-molecular densities than studied here. Still, a devia-
Oxygen 3.13 301 tion from" Knudsen diffusivity may be qbservgd at smaller
Nitrogen 3.35 3.26 3.30 pore radii where molecule-wall interactions differ from the
Argon 2.80 2.66 2.75 2.79 elastic interactions assumed in Knudsen flow. However, stud-

ies with alumina pores down to 10 nm in diameter still dis-
played Knudsen-type diffusion characteristi€s.

data for depressurization of the apparatus. The behavior is

well described by a single exponential decay, consistent witdumerical Prediction

the solution to a one-dimensional transient diffusion problem  The nanopore geometry is discretized using28 two-
Ap(t)=pge™ eADy V2t ) dim_ens_ional nonoverlapping bi—quadratic_ finite eI_ements re-

P Po ’ sulting in a total of 2337 nodes. Here again, we utilize a fully

whereAp(t) is the pressure drop across the membrane as implicit time integration and solve the dimensional Navier—

function of time,p, is the pressure drop at tinte=0, andV,, Stokes equations using Newton—Raphson iterative proce-

is the volume upstream of the membrane. Table Il shows thadure. The working fluid is selected to be argon. For the wall

the analytical Knudsen diffusivity is consistent with the mea-and inlet temperatures maintained at 300 K, we assume that

LI R B I B S N S M M BN B S R

™ 1T T T T T T T T T 10

= <
2
o 2
£ g
4
3
2
1
o ol v v v 41 A P |
0 0.25 05 0.75 1 0 0.25 05 0.75 1
x/L x/L.
(@) (b)
30—
25|
% 20fF
Nl n
[ [
3 C
15
£ B
S =
» -
5 -
w 10p
sk
ol by Ly
0 10 20 30 40 50 60
L (um)
(©)

FIG. 11. (a) Density profile at the centerlinéb) velocity profile at the centerline, ar(d) argon molar flux along the centerline fAP =600 torr.
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1000 - O Experimental Data corresponding no-slip solution for the same pressure ratio.
——— Numerical Solution

For the nanopore, the experimentally measured diffusivities

o0 for three different working fluid matches within 5% of the
800 analytical Knudsen diffusivity. Based on the calculated flow
700 rate for a given pressure drop, the numerically predicted dif-
fusivity for argon is within+4.6% of the measured data and
§ 600 —0.4% of the analytical value. Although the finite element
i 500 results look promising for microchannels and sufficiently
< wide nanopores, the efficacy at even smaller length scales
400 needs to be explored.
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