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Gold disk targets were irradiated with green {4 = 0.53 pm) laser light at intensities between
0.5 and 5X 10" W/cm?® using shaped iaser pulses. Plasma conditions near and below critical
density (n, ~4X 10°"/cm®) were determined from three diagnostics. Streaked one-dimensional
images of the AM-band emission {2-3.5 keV) along the laser axis yield the peak emission
trajectory. Temporally and spatially averaged measurements of the hard x-ray spectrum (4-25
keV') were used to determine the average coronal electron temperature. Holographic
interferometry was used to determine the electron density profiles and scale lengths along the
laser axis. The peak emission trajectory, electron temperature, and scale lengths are all in good
agreement with simulations, but the magnitudes of the electron density profiles are not, as
discussed in an accompanying paper | Phys. Fluids B 2, 2448 (1990) ].

L INTRODUCTION

Knowledge of the behavior of bulk plasma from laser-
irradiated high-Z materials is critical to the design of radia-
tively driven targets. In particular, the plasma temperature
and density profile not only affect the radiation field, but also
laser energy deposition and hot electron production from
parametric instabilities such as stimulated Raman scattering
(SRS), stimulated Brillouin scattering (SBS), and filamen-
tation. To improve our understanding of the dynamics of the
laser-irradiated coronal plasma from gold disk targets, we
have performed both experiments (described in this paper),
and simulations! using the hydrocode LASNEX? (described
in the following paper, referred to as I1). Several experi-
ments have been carried out prior to this one on both disk
and spherical targets and short wavelengths. These experi-
ments have emphasized hot electron production and para-
metric instabilities,” 7 conversion efficiency of laser light to
x vays, ' and energy transport.’® In contrast, the experi-
ments to be discussed here emphasize characterization of the
plasma (temperature and density) near and below critical
density {7, =4 X 10*"/cm®) as a function of irradiation pa-
rameters of interest to indirect drive fusion. The laser pulse
shape (850 psec and 2 nsec square, and picket pulse trains)
and intensity (7 = 0.5-5 10 W/cm?) are similar to those
used on the NOVAS laser for indirect drive experiments.

The coronal plasma density profile from densities of
2% 10 /cm® to about 4> 10%%/cm? (n, /200 to 1, /10} was
determined by holographic interferometry. Since paramet-
ric processes occur only if the plasma density scale length,
defined by L = n_{dn /dx) ~', exceeds a threshold, we dis-
cuss the temporal evolution of the scale length as well as the
plasma density profiles. Hydrocode simulations show that
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peak gold -band emission {2-3.5 keV) should be observed
between n, /2 and n, /4. Therefore, we use the peak M-band
emission to indicate the approximate trajectory of the higher
density plasma that cannot be probed optically. The space-
and time-averaged coronal temperature was determined by
fitting the x-ray recombination emission spectrum 1o an ex-
ponential {assuming Maxwellian electrons).

We summarize our results as follows,

(i) Absorption was from 75% to 90% of the incident
faser energy for all of the pulse shapes, increasing with de-
creasing average laser intensity. This is in good agreement
with previous experiments using square or Gaussian-shaped
faser pulses.” '

(ii) The measured average coronal temperatures were
from 1.5 to 2.4 keV. This is in good agreement with nonfiux-
limited simulations (see II) and scaling laws from previous
LASNEX simulations.®

{iit) The measured plasma density scale lengths were
from 100 to 200 gm in the 7, /10 to n_ /40 region. Although
the coronal density profiles from the simulations overesti-
mate the plasma density, the scale lengths match very well.

{iv) The peak M-band emission (along the laser axis}
occurred up to 100 um from the target surface, with an in-
stantaneous velocity dependent on the pulse shape. The mea-
sured velocity was 3—7 X 10° cm/sec.

(v) A retrograde motion of the peak Ad-band emission
was observed for the picket puise train shapes. This is pre-
dicted by the simulations, and may be due to profile steepen-
ing.

(vi) Jetting of the plasma was observed for the picket
pulse train shapes. We observe that relatively cold, dense
plasma jets arise from cold spots in the laser intensity pat-

tern.
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This paper is organized as follows. Section II contains a
description of the experimental parameters, that is, the laser,
targets, diagnostics, and experimental procedures. Data are
presented and discussed in Sec. IIL. Section IV contains the
summary. The resuits of these experiments are compared in
detail in II to one-dimensional hydrocode simulations.

H. EXPERIMENTAL ARRANGEMENTS

The parameters varied in the experiment were laser
pulse shape, intensity, and spot size (Sec. I1 A). The targets
and alignments are discussed in Sec. Il B. The primary x-ray
measurements were spatially resolved (along the laser axis)
and streaked gold M-band emission and high energy (5-20
keV) x-ray fiux (Sec. II C). Optical probing (Sec. I1 D) was
used to obtain holographic interferograms.

A. Laser configuration

The Chroma'” laser at KMS was used for the experi-
ment. A mode-locked YLF oscillator produced a Gaussian
laser pulse of 126 + 10 psec full width half-maximum
(FWHM). Pulse shaping was achieved by splitting this
pulse irto 13 individual pulses spaced by 170 psec. The am-
plitude of each of the individual pulses was varied by aper-
tures. The pulses were then recombined to form a contin-
uous pulse of up to 2 nsec duration. The resulting laser pulse
was then amplified to produce an energy of up to 400 J and
then frequency doubled (2w} to 0.5265 pm using a KDP
type II crystal. The conversion efficiency to harmenic light
was about 50% yielding up to 200 J of energy on target.
Several different pulse shapes were used. Square pulses were
formed using six 120 psec pulses to obtain a pulse of about
850 psec FWHM [Fig. 1{a)]. Three types of longer pulses
were used. Two nanosecond square pulses used all thirteen
120 psec pulses with equal amplhitude [Fig. 1(b)]. Pick-
ets + square pulses [ Fig. 1(c)} were formed by using pulses

1 (the first picket), 6 (the second picket), and 8 through 13
{the square portion). The maximum powers of the pulses
were in the ratio 1:2:3, so most of the energy (typically 100-
125 J) was in the square portion of the pulse. Additionally,
several target experiments were done using only the first two
pickets. Pulses with monotonically increasing power [i-
squared, see Fig. 1(d)] were used. We note that for any of
the pulse shapes, there were fluctuations in the power levels
of up to 30% in addition to variations in the energy and
overall pulse length. Therefore, the pulse lengths quoted
above are nominal.

The pulse shapes were measured using a Hamamatsu
optical streak camera with an S20 photocathede. The tem-
poral resolution was 5 psec. The streak camera sampled ei-
ther a 2 cm portion of the beam, or the whole beam, using
leakage through a turning mirror. The incident power was
obtzined by normalizing the streak camera signal to the en-
ergy incident on target as measured with a calorimeter. The
peak intensities quoted later in this paper are calculated us-
ing the FWHM of the laser spot assuring a (Gaussian spatial
profile.

The focusing optic was an f/6 aspheric lens. For the
majority of the irradiations the target was placed either 1200
or 3000 gm on the divergent side of best focus. The spot size
was either 200 or 500 pm, giving nominal peak intensities
0.5-5x 10" W/cm? Several experiments had the targst
placed on the convergent side of best focus to generate a
particularly nonuniform spatial intensity distribution.

A portion of the incident laser was split off to a far-fieid
imaging system to record the time integrated intensity pat-
tern. The images were recorded using either film or a CCD
camera with a frame grabbing system. When using film, an
etalon provided a series of images which could be used to
generate a density versus log of exposure curve to linearize
the film. An example of a line out of the intensity pattern is
shown in Fig. 2 for a 1200 um offset from best focus. On the
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FIG. 2. Lineouts of the time integrated laser intensity pattern for a 1200 um
focal offset show the irregularities of the beam. The divergent side of focus
{a) shows a spikey intensity pattern modulating & Gaussian envelope. The
convergent side of focus (b} shows a spikey pattern superimposed on a hot
ring.

divergent side of best focus [Fig. 2(a} ], there is a random
distribution of high intensity “hot’ spots, which arise from
scattering and self-focusing in the laser amplifiers. The
width of these regions is 20-50 pm separated by 30-40 um
with peak to valley variations of factors of 2-4. Between
80% and 90% of the laser energy is within the 200 pm spot.
On the convergent side of best focus [Fig. 2(b)] we find a
high-intensity hot ring, 10 gm FWHM at a radius of 40 pm.
The ring is caused by spherical aberration in the laser sys-
tem. The intensity of the peak of the ring is about 3-8 times
that in the center of the spot. Between 50% and 60% of the
laser energy is within the 200 um spot.

The characteristics of the laser spot patterns were simi-
lar for the 3000 gm offset. On the divergent side of focus
were 20 pm wide spikes spaced 20-40 um apart with factors
of 2 to 4 intensity variation. The 85% energy diameter was
300 um. On the convergent side, the hot ring was 20 fem
thick and was elliptically shaped, 140 um across on the short
side, 250 pm on the long side. The peak intensity was about
five times higher in the ring as compared to the average in the
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center. Ninety percent of the energy was within a 300 um
diameter.

B. Targets and alignment

The majority of targets were gold disks 22 gm thick and
600 gem in diameter. Each disk was glued near theend of 2
25-50 pm thick, 3 mm long glass fiber. { Additionally, CH,
Al and Agtargets of similar dimensions were used in similar
experiments for Z scaling comparisons.) The targets were
aligned along the laser axis by first finding best focus using
the reflection of a continvous-wave argon laser. The target
was then offset to the distances stated in the previous section,
taking the wavelength difference between the alignment and
main lasers into account. All alignments occurred from 5 to
10 min prior to the target irradiation. X-ray pinhole images
and interferograms indicate that most target alignments had
the center of the beam within 50 um of the center of the
target.

C. X-ray diagnostics

The experimental setup is shown in Fig, 3. Pinhole cam-
eras were used to obtain time integrated images of the emis-
sion both parallel and perpendicular to the target surface.
Each pinhole camera had an array of four pinholes, 5-10um
in diameter spaced 500 pum apart. The pinhole array was
placed about 1 cm from the target and the x-ray film was
placed about 10 cm from the pinhole array, giving 2 magnifi-
cation of about 10. Since the spacing between pinholes was
known, the magnification could be calculated precisely from
the image spacing. Different filters were used for each pin-
hole to increase the effective dynamic range. Typical filter-
ing was 25 gm of beryllium and 3-7 um of tin (peak L edge
transmission of 3.8 keV). The images were recorded on Ko-
dak direct exposure film. The product of the filter and the
theoretical film x-ray response functions shows that the peak
sensitivity is within the gold M-band spectrum.
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FIG. 3. The experimental setup consisted of optical and x-ray diagnostics
placed about the target. The major instramenis have a line of sight orthogo-
nal to the incident laser beam.

Gabl et al. 2438




A Kirkpatrick-Baez'® microscope was used to obtain
both hard (1-2 keV) and soft {600-800 eV) time integrated
images of the emission parallel to the target surface. The
microscope consists of four pairs of cylindrical quartz mir-
rors. Two pairs are coated with gold, and two pairs are un-
coated. The angle of incidence is about 1.7°. The gold mirrors
are sensitive up to 2 keV, and the quartz mirrors are sensitive
to 1 keV for this angle of incidence. The filtering for the gold
and quartz channels were, respectively, 25-50 pm of berylli-
um and 0.6 um of nickel. The images were recorded on Ko-
dak direct exposure film. Images from the higher energy
gold channels were in good qualitative agreement with those
obtained from the pinhole camera. The microscope was de-
signed for a magnification of 3 with the mirrors placed 30 cm
from the target and the image plane 90 cm from the mirrors.
For each channel, four images are obtained—a direct shine
through image, a one-dimensional image from each mirror,
and the two-dimensional image from the reflection off of
both mirrors. Normally, a spatial filter rermoves all but the
two-dimensional image. However, a misalignment of the
mirrors caused 2 second image from a single reflection to
appear behind the target image for the soft z-ray channels.
This did not interfere with the data in the region of interest.
A wire grid {25 um center to center spacing, 7 pm wires)
placed at the target was used to obtain resolution images.
From this and other similar data, we determine that the reso-
lution was better than 25 pm.

One-dimensional streak images of the gold M-band
emission perpendicular to the target surface were obtained
using a Kentech x-ray streak camera. A 15 um slit was used
to image the emission onio a second shit {width = 100 ym}
placed in front of the streak camera photocathode. The cam-
erasweep speed (67 psec/mm ) has been calibrated in a sepa-
rate experiment using a sequence of x rays generated by laser
pulses of known temporal spacing. The spatial and temporal
resolutions of the x-ray streaks were, respectively, about 15
e and 7 psec. The imaging slit filter was 25 pom of beryllium
and 3-7 um of tin. The photocathode consisted of 300 A of
gold deposited on a 0.2 um Formvar substrate. The overall
(filter + photocathode) sensitivity for the slit imaging was
primarily in the M-band region (2~3.5 keV). Neither a tem-
poral nor a spatial fiducial was available for the streak cam-
era. We therefore assume in our analysis that the initial x-ray
emission occurs near the initial target surface. FThis is sup-
ported by time-integrated pinhole images taken orthogonal
to the laser direction, and showing a well-defined edge to the
emission region that we take to be the target surface. The
temporal origin of the emission can be determined to within
50 psec by correlating the x-ray emission maxima with the
maxima of the laser pulse.

The coronal electron temperature (7, ) was estimated
by fitting x-ray data in the range of 4 to 25 keV to an expo-
nential distribution. The x rays were detected with four PIN
diodes (Table I), filtered to minimize the contribution from
the M band (2-4 keV) and the L band (9-11 keV). The
diode sensitivity and filter response were multiplied to form
an overail detector response. The diode outputs were mea-
sured by charge integrators. The diodes were placed slightly
behind the target so as to obscure the first 100 gm in front of
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TABLE L The filters, peak response, and bandwidth (FWHM) are listed
for the diodes used to measure hard x-ray flux. The data are fit to an x-ray
spectrum which assumes a Maxwellian electron distribution to obtain an
estimate of the average coronal electron temperature.

Peak response energy

Diode filter (keV) Bandwidth (keV)
Ti 3,20 L5
Cu 8 2
Y 17 4
Ag 25 6

the target as described in I} The estimated temperatures
represent a temporal and spatial average for the coronal
plasma.

The M-band emission was measured by PIN diodes at
various angles around the target. The diodes were filtered by
25 um of berylium and 3-7 um of tin. The filiered diode
response functions were multiplied by a nominal A-band x-
ray spectrum to obtain an estimate of the total M-band x-ray
fluence. The total energy wag calculated by a nonlinear fit to
the angular data assuming cylindrical symmetry with re-
spect to the laser axis.

D. Optical diagnostics

Holographie interferometry was used to measure the
electron density.’” A pulse from the master Chroma oscilla-
tor is shortened to about 20 psec by a regenerative oscillator,
freguency quadrupled to 0.263 um, and split into 16 pulses.
Each interferogram is made by overlaying holograms taken
before and during the irradiation of the target. The spatial
resolution of the system is better than 5 gm. Up to four inter-
ferograms (referred to as frames) spaced by 400 psec were
taken for each experiment. The time of the first frame was
varied with respect to the peak of the first 120 psec pulse
from the oscillator. A digitized interferogram for a square
laser pulse is shown in Fig. 4. Assuming azimuthal symme-
try about the laser axis, we Abel invert the digitized fringes
to obtain an estimate of the electron density profile. Fringes
could be observed corresponding to densities as high as
8 10°°/cm® at early times in the laser irradiation when path
lengths through the plasma are short, but profiles were gen-
erally limited to a peak electron density n, <4 X 10°%/cm?.

The 3/2w harmonic light generated by scattering laser
light from plasmons created by two plasmon decay was used
to momnitor the quarter critical surface. The light was collect-
ed by an f/22 parabolic mirror of focal length 15 cm placed
inside the target chamber. The light was relayed out of the
target chamber and imaged with an f/2 parabola of focal
length 11G cm. The overall magnification of the system was
about 7. The light was filtered by a 20 nm FWHM, 3-cavity
bandpass filter and various neutral density filters. The resul-
tant image was placed on the slit of a streak camera to obisin
a one-dimensional temporally resolved image of the quarter
critical surface. The overall spatial resohition of the system
was better than 10 zzm and the temporal resolution was bet-
ter than 10 psec. The data obtained by this system were in
geod qualitative agreement with the data obtained from the
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FIG. 4. A typical digitized interferogram for a square laser pulse shows
nearly symmetrical fringes that can be Abel inverted to yield plasma den-
sity.

M-band x-ray streaks. Since refraction and rescattering of
the 3/2w light can cause some uncertainty as tc its spatial
origin, we will imit our future discussions of the .25 t0 0.5
critical density trajectory to that obtained by the x-ray streak
imaging.

The scattered laser energy was measured in two ways.
That portion of the laser energy scattered back into the fo-
cusing lens was collected from leakage through a turning
mirror. This light was refocused onto a calorimeter using a
second lens. The light scattered into the focusing lens typi-
cally accounted for 20%~30% of the total scatiered laser
energy. An array of filtered PIN diodes was placed in the
horizontal plane around the target at increments of about 15°
to collect the light scattered outside the focusing lens. The
caforimeter and PIN diode signals were fit to an exponential
distribution in the polar angle. Integration of this distribu-
tion gives the total scattered energy {assuming azimuthal
symmetry) and thus the absorbed energy fraction.

. EXPERIMENTAL RESULTS AND DISCUSSION

The plasma evolved from a laser-irradiated target con-
sists of a steepened region near the critical density and a
relatively long scale length plasma below the critical density.
The coronal plasma is spatially isothermal ap to the stee-
pened region, within which the temperature drops rapidly.
Time-integrated measurements of the laser absorption, cor-
onal temperature (from hard x rays), and M-band emission
are discussed in Sec. III A. The electron density spatial pro-
files, which have 2 strong temporal dependence, are dis-
cussed, respectively, in Secs. 111 B and ¥ C for the high
density (n,/4 — n./2) and low density (n./200 — n./5)
portions of the corona. The laser spot size (Sec. IIHI D) and
laser intensity pattern {Sec. Il E)} are seen to have an im-
pact on the evolution of the lower density portion of the
corona.

Several pulse shapes were used in the experiment. Since
most of the data were obtained for the square and pick-
ets + square laser pulses, we will limit cur discussion to
those pulse shapes, primarily for the 200 gem spot size. The ¢-
squared pulse shape data and simulations of all of the pulse
shapes are discussed in 1.

A, Absorplion, temperature, and A-band energy

The absorption percentages (E,,. — E, ¢ )}/E,,. X 100%
are listed in Table [ for the various pulse shapes and intensi-
ties. The values quoted were obtained by averaging the ab-
sorption percentage from at least ten target experiments for
each pulse shape. For identical pulse shapes, the laser energy
was varied by up to 50%. Since absorption percentage is
weakly dependent on intensity, we average our data in two
intensity groups, 2-5X 10" W/cm® and 0.4-1x10%
W/cm?. The lower intensities occurred for the larger spot
size. The square and pickets + square irradiations had near-
iy the same absorption percentages, 75 + 5% and 90 +- 3%
for the high and low intensities, respectively. The 2 nsec
square pulse irradiations had absorption percentages that
were from 5% to 10% higher than the 850 psec experiments,
consistent with the energy on target remaining constant, but
intensity being lower. Our absorption measurements agree
well with data taken elsewhere for square and Gaussian
shaped laser pulses.”"’

TABLE II. Absorption, estimated coronal temperature, and scale length (between n, /10 and n,/40) at the end of the laser pulse are listed for the various

pulse shapes and spot sizes.

Spot size Intensity Scale length
Pulse shape {urm) {10 W/cm®) Absorption (%) T, (keV) ( pem)
850 psec 200 2-5 78+ 4 24405 100 + 20
square 500 0.4-1 8241 1.7 4 04
2 nsec 200 1-3 82+ 7 1.7+ 0.2 120
sguare 500 0.2-0.5 95 -2 120
pickets + 200 2-5 74+4 25405 100
square 500 0.4-1 9042 14403
2441 Phys. Fluids B, Vol. 2, Neo. 10, Getober 1880 Gabl ef af 2441




The measured average coronal temperatures obtained
from the x-ray flux were 2.4 4+ 0.5 keV for the high intensity
{200 um spot) and 1.5 4 .2 keV for low intensity (500 yum
and 2 nsec square pulse) experiments. The data were ¢b-
tained from averaging temperatures from at least three irra-
diations with similar intensities for each pulse shape. The
temperatures are in good agreement with those obtained
from the nonflux limited simulations (7, = 2.1-2.3 keV)
for both the high intensity square and pickets + square laser
pulse shapes. We did not observe a systematic difference in
temperature variation with pulse shape for experiments with
similar peak intensities. Hard x-ray emission, as evidenced
by M-band emission and code simulations, has a strong de-
pendence on laser intensity. The electron temperature mea-
surement from bard x rays is therefore dominated by the
electron temperature during peak laser irradiation. Since the
peak laser intensities are similar for the square and pick-
ets + square pulse shapes, we expect the measured electron
temperatures to be similar. The experimentally determined
temperatures can be readily compared to a scaling law ob-
tained from earlier LASNEX simuiations® for similar irra-
diation parameters, namely, T, =2.37,°%2,°% keV,
where I,, is the laser intensity in umnits of 10" W/cm?
and A, is the laser wavelength in microns. From this we
obtain 7, == 1~1.3 keV for the low intensity and T, = 1.8~
2.8 keV for the high intensity irradiations.

The measured M-band emission was 3%—3% of the in-
cident laser energy, alsc in agreement with the measure-
ments of other experiments.”

B. Peak M-band emission trajectory

The x-ray streak images can be used to study the motion
of the peak A/-band emission which we assume (based on
simmulations and consistent with 3/2w emission) comes from
the region between n,./4 and n_ /2. We will discuss the peak
M;M-band emission trajectory for square and pickets + square
laser pulses. The peak emission never occurred more than
106 pm from the target surface, which is much smailer than
either the 200 or 500 gzm spot sizes used in the experiment.
Therefore, we expect that the effect of geometric divergence
is negligible, and differences in the trajectory are due to the
iaser pulse shape or the intensity. Our simnulations were in
good agreement with the measurements.

Figure 5(a) shows typical data for the motion of this
emission for the nominal 850 psec square laser pulse shapes
for high intensity irradiations ( = 3-5 X 10'* W/cm?) with
a 200 um spot size. The peak emission region moves out to a
maximum distance of 45-60 pm from the original target sur-
face by the end of the laser pulse. The peak emission trajec-
tory is Hinear and has a velocity from 5-7 X 10° cm/sec, in-
creasing with average laser intensity. The nominal 2 nsec
square pulse experiments with both a 200 and 500 gm spot
also show linear peak emission trajectories, with only slight-
lv slower velocities of 4-5 < 10° cm/sec. The intensities for
these experiments were from §.5-3 X 10" W/cm”. The peak
emission regions moved out to a maximum distance of 80—
100 um. The weak dependence of this velocity on intensity
makes sense from simple scaling law arguments. We expect
the profile velocity near critical density to vary like sound
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FIG. 5. The peak emission of the M-band x rays along the laser axis occur
from near critical density. Square pulses (a) have a linear trajectory and the
pickets 4 square pulses (b) show a retrograde motion (i.e., emission moves
toward the target) during the square pulse portion.

speed C,. Because C, « 7,2 and, near critical density,

T, « I*?, we expect the profile velocity to vary like 7'° in
good agreement with the measurements.

The high intensity pickets + square pulses had average
intensities {during the square pulse portion) comparable to
the 850 psec square pulses discussed above. For the pick-
ets + square puises, we observe emission corresponding to
each picket, as seen in Fig. 5(b). The emission during the
first picket occurs from the target surface out to about 20
pm. During the delay between the first and second pickets,
the expansion continues, but the emission stops because the
plasma has cooled by radiation emission and expansion. The
second picket shows a peak emisgion 40-55 um from the
target surface, yielding a peak emission velocity of 3—4 % 10°
cm/sec during the period of expansion while the laser is off.
Orthogonal time integrated pinhole photographs of the M-
band emission show a gap in the emission region correspond-
ing to the time interval between the first and second pickets.
The distance between the emission peaks gives a velocity in
agreement with that obtained from the streak camera data.
The square portion of the pulse reaches peak intensity about
340 psec after the peak of the second picket. The emission
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from this square pulse starts 10-20 pm closer to the target
than that from the second picket. It appears to move slightly
toward the target during the middle of the pulse and then
slowly away. This is aleo observed in the simulations for the
n., n,/2,and n_/4surfaces. This “retrograde” motion may
be due to renewed steepening after relaxation of the density
profile while the laser is off between the pickets.

Low intensity pickets + square (500 gm spot, = 0.5~
I % 10" W /cm?) pulse irradiations did not exhibit the retro-
grade motion. The emission during the second picket and the
square pulse portion occurred slightly farther from the tar-
get compared to the higher intensity irradiations, 60-65 ypm.

C. Coronal eleciron density

The scale length [ L = n,(dn,/dx) '} of the coronal
electron density profile at low density is important because
the threshold of parametric instabilities decreases as scale
length increases. We therefore discuss the scale length and
its temporal dependence for the varicus pulse shapes, as well
as the evolution of the electron density profile. Detailed sim-
ulations of the coronal electron density are discussed in I In
general, the scale lengths obtained from the simulations
agreed with the measured scale lengths, but the magnitudes
of the profiles exhibited large discrepancies.

The plasma density profiles along the laser axis for typi-
cal 850 psec (F=3-4Xx10" W/cm?) and 2 nsec (F=1-
1.5 X 10" W/cm?) square pulse experiments with 200 um
laser spots are shown in Figs. 6{a) and 6(b), respectively.
Twao separate basis function sets were used in the inversion
process, and we take the scatter to be the uncertainty in the
measurement. Note that at low density the data lie approxi-
mately on a straight line, indicating a nearly exponential
profile in this portion of the corona. As we discuss in detail in
1, however, the data do not agree with an isothermal rar-
efaction model. Using the measured scale lengths the iso-
thermal rarefaction model yields 7, <1 keV, much lower
than that estimated from the x-ray measurements or calcu-
lated in our simulations. Upon comparison, the density pro-
files are quite similar for the two pulse lengths up to 850 psec.
From the figures, we see that the density profile relaxes sig-
nificantly by 1050 psec for the shorter pulse because the laser
is off. The very low density plasma at this time, say
2 X 10" /cm?, extends out to about 650 m, compared to 470
zm for the longer pulse.

It is instructive to consider the trajectories of the
4 10%%/cm? (n,./10) and I X 10°%%/cm® (n,/40) densities,
as shown in Fig. 7(a). The data plotted were obtained from
several target irradiations with similar intensities. In those
cases where the electron density data not quite extend up to
7. /10, the n_ /10 location was extrapolated logarithmically.
The trajectories for the two pulse shapes are nearly the same
during the first 850 psec of the irradiation. The n,_/ 10 surface
moves out to 20-120 gm by 600 psec and for the 2 nsec
pulses, remains stationary for the duration of the laser pulse.
The n_./40 surface moves out to 220-240 um by 800 psec and
thereafter remains nearly stationary. The scale lengths are
shown in Fig. 7(b). For the 850 psec pulses, the scale length
is about 100 pm by the end of the pulse. The scale length
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FIG. 6. Plasma density profiles obtained from Abel inversion of interfero-
grams show the plasma expansion for a 850 psec {a) and 2 nsec (b) square
pulse irradiation.

reaches about 120 #m by ! nsec for the 2 nsec irradiations,
and remains constant to the end of the laser pulse. As dis-
cussed earlier, for some experiments, interferograms were
obtained after the laser shut off. In these cases, the scale
length increases dramatically (to about 200 gm) within 200
psec after the laser pulse ends.

The scale length temporal dependence is shown in Fig.
7(b) for large spot size (500 gm) but lower intensity
(I =0.3x10" W/cm?) 2 nsec square pulse irradiations.
We see that the scale lengths are slightly less than those for
the higher intensity experiments. The scale length increases
linearly for about 1 nsec and then remains at 120-140 gm.
The n./40 and »_./10 trajectories are shown in Fig. 8. We
cbserve that the plasma at a given density moves farther
from the target at a given time compared to the smaller spot
size data shown in Fig. 7{a). The n./40 and n_/10 velocities
are, respectively, 2.4 107 and 2.0 X 107 cm/sec.

The square pulse scale lengths can be compared to a
scaling law obtained from previous LASNEX simulations® (1
ns square laser pulse, 450 ym spot) for the plasma density
scale lengths at #./10, namely, L, = 1144,,°%* 4, %%, This
shows a rather weak dependence on intensity which we alsc
see in comparing the 2 nsec experiments to the 850 psec
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lengths (b} in the fow density corona (between »n, /40 and r_/10) are con-
stant late in time, 100-200 um.

experiments at or near 850 psec. The measured scale lengths
for this experiment at times near 1 nsec were from 90-140
pm. This compares quite well to the scaling law, which
yields L = 90-150 gm.

We now move on to a discussion of the pickets -+ square
puise shapes. The interferograms show two interesting fea-
tures. First, between the first and second pickets, long scale
spikes are observed. These spikes, corresponding tc plasma
jets, will be discussed in more detail in Sec. 11 E. Since they
appear to be localized, and we require cylindrical symmetry
for Abel inversion, we do not include the spikes in the digiti-
zation of the interferograms. Second, we have cbserved a
rippling of the fringes after the laser is shut off. (This is true
for all of the pulse shapes.) The rippling appears everywhere
in the expansion from 0.5 to 1 ns after the laser has shut off. It
is not as pronounced as the plasma jet, and for inversion of
the data between the picket pulses we least-squares smooth
the ripples. This smoothing allows us to invert (using an
Abel transform} the interferograms to obtain bulk plasma
density profiles. The rippling, and the opacity of the cold
gold plasma to the probe after the laser is shut off, kmited the
probing of the square pulses to no more than 500 psec afier
the laser pulse.
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Figure 9 shows a typical on-axis plasma density profile
for 2 pickets + square laser pulse with a 200 zm spot size
with peak intensity of about 33X 10" W/cm” for the square
pulse portion. Because of the discrete nature of the laser
drive, the density profiles are at no time fit well by an expo-
nential profile, in concurrence with the simulations.

The #,/10 and »n_/40 surface trajectories for three simi-
far (200 pm spot, 7 =3x10" W/cm®) irradiations are
shown in Fig. 10(a). The shaded region on the abscissa indi-
cates when the laser was on. Our simulations predict that the
n./ 10 surface should move toward the original target sur-
face between the first and second pickets, as well as between
the second picket and square part of the pulse. In the experi-
ment, we observe that between the first and second picket,
the trajectory of the /10 surface is nonlinear, in contrast to
the n_/ 10 trajectory for the square pulse shown in Fig. 7(2).
Upon comparison to the 2 nsec square pulse data, we find
that the surfaces move out to about the same distances by the
end of the puise. As expected, the initial trajectories for the
pickets + square pulses are siower since the irradiation in-
tensity is lower during the first nanosecond.
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FIG. 9. Density profiles for a typical pickets + square laser pulse irradia-
tion (£~3> 10" W/em?®, spot size 200 um ) are not fit well by an exponen-
tial.
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FIG. 10. The trajectories of the r,. /10 and #_/40 surfaces (a) for pick-
ets -+ square pulse irradiation show a disconiinuous motion between the
pickets, also seen in the simulations. Thescale lengths (b) in the low density
corona are not well defined during the picket phase, bui reach values similar
to those for square pulse irradiations at late times. The shaded region on the
abscissas indicates when the laser is on.

The evolution of the scale lengths is shown in Fig.
10(b). In this case, the scale length was calculated by fitting
the data tc an exponential only between #,./10 and », /40,
since inclusion of the lower density data did not provide as
good a fit. Early in the irradiation we see that the scale
lengths are less than 50 gm. During the sguare portion of the
pulse the scale length flattens out to about 100 pm, the same
as for the square pulse irradiations. Shown also in Figs.
10(a) and 18(b) are data for plastic (CH) targets. We note
that the CH trajectories are faster, and the scale length is
greater, as expecied because the sound speed is higher for
CH as compared to gold.

B. Spot size effects

Geometric divergence affects the plasma profiles at dis-
tances greaier than the spot size.”*' Here, we discuss the
effect of spot size on the low density coronal expansion by
comparison of the M-band emission and electron density
profiles for 200 and 500 gm spot size irradiations. The pulse
shape was the pickets + square with similar intensities
(I = 1x 10" W/cm?) for the two spot sizes.

As stated in Sec. IIT B, we do not observe geometric
divergence to play a rele in the peak A4-band emission trajec-
tory for the different spot sizes. Pinhole pictures and streaks
of the peak emission do not show significant differences in

2445 Phys. Fluids B, Vol. 2, No. 10, October 1990

10 E T ¥ ] T ¥ p
— E:
SQ . ® t=250ps ]
= i B 4 t=650ps
@AA 2%
E %4 g o t=1050ps
2 @f& %, x 1= 1450 ps
& 1% 8% x E
b [} p.
% L £§% g X% . b
[ost A ® o ox"x, ]
b= A e
O e -
o .
i &
G 1 ] A 1 ) N
0 100 200 300 400 500 800
‘ol DISTANCE FROM TARGET (1)
10 Y ¥ T T T 3
PR E b
&, ®t=250ps 7
A | 812650ps
e o t= 1050 ps
% &: s 2] x % t= 1450 ps
¥
=ER N T B §§§ E
4 - E
Q 3
=t ]
o kb J
i
—d L o
O
0.4 i
0 100 200 300 400 500 800
fb) DISTANCE FROM TARGET )

FIG. 11. The effects of laser spot size are shown for two experiments with
similar intensities. {2} and {b) show the on-axis density profiles for the 200
and 500 gm spot sizes at I~ 1 X 18" W/cm®. Note that the plasma expands
farther for a given density at a given time for the larger spot size.

the trajectory of the peak emission surface. Since peak M-
band emission comes from near n, /2, which is less than 70
pm from the original target surface, the motion is expected
to be similar for both large and small spot sizes.
Interferograms were taken at identical times for the ex-
periments being compared. The plasma densities are shown
in Figs. 11(a) and 11{b) for the 200 and 500 ,um spot sizes,
respeciively. At early times (250 and 650 psec) there is good
agreement between the measured densities. (We note that
for smaller spot sizes, targets can be probed to higher densi-
ties since the path lengths through the plasma are smatlier.)
At late times {1050 and 1450 psec) we find that a given
plasma density, say 1 x 10*/cm®, is farther from the target
surface for the larger spot size. For the 200 pum spot these
distances are 150 and 200 um and for the 500 um spot, the
distances are 180 and 300 pom. We expect the plasma flow to
be planar at early times, then later become three-dimension-
al after the plasma has expanded to distances from the target
that are greater than or equal to (roughly ) the laser spot size.
The transition to three-dimensional expansion therefore oc-
curs fater for the larger spot size; the transition is discussed
further in [I. Additicnally, we note that two-dimensional
reconstructions of the electron density show greater curva-
ture of the isedensity contours for the smaller spot size.
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E. Laser intensity pattern effects

Holographic interferograms of the square pulse experi-
ments show smooth expanding sets of fringes, while the pick-
ets 4 square puise irradiations show sharp fringes of up to
300 g length and width from 20 to 100 gm that are present
between the first and second pickets. These jets of plasma
smooth during the square portion of the picket pulse. Fig-
ures 12{a) and 12(b) shows the evoiution of such jets for 2
two picket pulse with a 200 gm spot size. The peak intensity
is about 1 10" W/cm?. Inversion of the outermost fringe
assuming a parabolic profile for the second holographic
frame gives a density of 5 X 10°°/cm”. The tip of this jet has a
velocity of about 3 X 107 cm/sec. Similar jets occurred for
the 500 p£m spot size irradiations.
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FIG. 12. Digitized interferograms are shown for a two picket laser pulse
irradiation with a peak intensity /=1 10" W/em? and a 200 pm spot.
Between the pickets (a) and (b) spikes are scen in the fringe pattern. These
plasma jets are smoothed by the laser during the square portion of the pick-
ets + square pulse.
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We also observe features in the soft and hard x-ray emis-
sion that correspond to these jets. Figure 13 shows the soft
and hard emission for a two picket experiment with 2 300 gm
spot and a peak intensity of 0.8 X 10" W/cm?. The soft x-ray
emission [Fig. 13{a)] shows high intensity spikes whereas
the hard x-ray emission { Fig. 13(b) ] shows a lower emission
in roughly the same place. This is evidence that the plasma
jets are cooler and denser than the neighboring coronal plas-
ma. The jets appeared in the time integrated images only for
the two picket irradiations. For the pickets + square pulse
shapes, the jets were visible only in the interferograms,
which provide time resolution. We hypothesize that the
sguare portion of the laser pulse pumps enough energy into
the expanding jets that they equilibrate with the rest of the
coronal plasma, and so are not discernable in the time inte-
grated images. The jets were observed for both small (high
intensity) and large (low intensity) spot size irradiations.

Separate experiments®® with the target placed on the
convergent side of best focus [ that is, with a hot ring intensi-
ty pattern, as in Fig. 2{b) ] show that these jets arise from the
cold spots. Two-dimensional hydrocode modeling has not
been successful in replicating this phenomenon, implying
that simple hydrodynamics is not the case. The details of the
modeling efforts on these plasma jets are reported else-
where.”

Y. SUMBMARY

We have irradiated gold disk targets with intensities and
pulse shapes of interest to laser fusion. The temperatures and
laser absorptions are in good agreement with previous ex-
periments and our simulations. Measurements of the high
density n, /2-n, /4 trajeciory behave as expected, showing a
weak dependence on laser intensity. For pickets <+ square

FIG. 13. X-ray images for a two picket pulse show that the plasma jets are
cold and dense. The jets emit soft x-rays {a) and absorbk M-band x rays (b).
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laser pulses we have observed a retrograde motion of this
region, also predicted by simulations. The low density
{n,/40-n,/10) portion of the corona was also measured.
The scale lengths are in good agreement with 2 scaling law
for sguare puises and with our simulations for square and
pickets + square pulse shapes. There is disagreement, how-
ever, with the magnitudes of the profiles obtained from the
simulations. In addition, we have observed plasma jetting
from cold spots in the laser intensity pattern, which have not
1o date been replicated in our two-dimensional simulations.
Further agpects of the jetting are discussed in a separate pa-
per.?? Detailed simulations of the experiments discussed
here are described in an accompanying paper.'
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