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Low-Reynolds number flyers with a chord Reynolds number of 105 or below are sensitive 
to flow unsteadiness and require an effective flow control scheme to achieve stable flight 
performance. In this paper, unsteady aerodynamics under fluctuating free-stream conditions 
on an infinite wing with the SD7003 airfoil geometry at chord Reynolds number 1000 is 
controlled using a dielectric barrier discharge (DBD) actuator with the retrospective cost 
adaptive control algorithm. The control law, which requires knowledge of the first nonzero 
Markov parameter and nonminimum-phase zeros of the linearized flow-actuator model, 
adjusts control gains by minimizing a quadratic function of the retrospective performance. 
This paper extends previous research by addressing the lift stabilization mechanism under 
higher-magnitude disturbance conditions and assessing the variation of system-parameter 
estimates as functions of the impulse magnitude, free-stream velocity and nominal voltage. 
The sensitivity of the closed-loop performance to the accuracy of the parameter estimates is 
investigated by comparing the closed-loop performance with and without modeled 
parameter variations.  

Nomenclature 
c = airfoil chord length 

dC  = sectional drag coefficient 

lC  = sectional lift coefficient 

E or iE  
= electric field vector  

bF  or biF  
= quasi-steady body force from the DBD actuator  

iH  = i-th Markov parameter 

cn
 

= order of the controller  

Re  = Reynolds number  

U  = free-stream speed ( 2 2 2
x y zU U U   ) 

IDyU  = y-directional free-stream velocity for system identification 

*t  = normalized time in the flow simulation ( /U t c ) 
*T  = normalized disturbance period ( /U T c ) 
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appV  = voltage applied to the DBD actuator  

0appV  = nominal voltage applied to the DBD actuator  

appV  = magnitude of impulse voltage  

actx  = distance to the DBD actuator from the leading edge 

  = angle of attack 

d  = amplitude of sinusoidal disturbance in y-directional free-stream velocity 

l  = learning rate of the adaptive controller 

 k  = controller parameter matrix at k-th control-time step 

I. Introduction 
he performance of low Reynolds number flyers, specifically with Reynolds numbers less than 105, is 
significantly affected by flow conditions1. Low-Reynolds-number flyers are, by necessity, lightweight and 

inherently vulnerable to gusty flight conditions2. Unlike higher-Reynolds-number flows, flow structures in the low-
Reynolds-number regime are sensitive to flow separation, laminar-turbulent transition, and flow reattachment3. 
Furthermore, at high angles of attack, the instability in a separated flow region induces unsteady vortex evolution, 
resulting in time-varying performance. Hence, low-Reynolds-number flyers require an effective flow control 
strategy, which accommodates various flow conditions and is responsive to flow unsteadiness.  

The goals of low-Reynolds-number flow control are to remove or decrease the laminar separation bubble, 
promote flow reattachment through transition to turbulence, and suppress vortex structure evolutions. Among 
various actuation methods, the dielectric barrier discharge (DBD) actuator requires neither components for mass 
injection nor mechanical moving parts. Due to the simple structure of the actuator, which consists of electrodes and 
a thin dielectric insulator applicable to any smooth surface, the DBD actuator can be easily installed on an airfoil. 
The DBD actuator is known to generate a thin layer of wall jet by delivering momentum to the neutral flow field 
from non-thermal ionized particles using a high intensity electric field4. Because of the DBD actuator’s capability 
for both steady and unsteady actuations up to several kHz, the actuator can be a versatile control device. Depending 
on the flow and flight conditions, the duty cycle (i.e., the time duration that the actuator is turned on) as well as the 
amplitude of the applied voltage can be modulated to accommodate performance and power requirements.  

Despite extensive efforts to accurately capture the actuator physics, a significant difference in plasma and neutral 
flow time scales at low Reynolds numbers5 makes numerical approaches inefficient and infeasible for most practical 
problems. In order to significantly decrease computational cost, instead of using high fidelity discharge models, a 
simplified reduced-order model representation is proposed in Ref. 6 to approximate average body force fields. This 
enables the simulation of complex flow fields at much lower computational cost than first principle based models. 
This approach has been applied successfully to flow control in low Reynolds number airfoils5 and low-pressure 
turbines, eliminating flow separation7.  

Closed-loop active flow control can be used to achieve a desired aerodynamic performance8 and eliminate the 
influence of disturbances. For example, in Ref. 9 a linear quadratic regulator is used to stabilize the unstable states 
of a reduced-order flow model constructed using the proper orthogonal decomposition technique. However, 
nonlinearity and high dimensionality inherent to most flow dynamics problems provoke difficulties in modeling 
plant dynamics and applying an appropriate control system. Moreover, dynamic characteristics of low-Reynolds 
number flows are significantly dependent on flow conditions, making fixed-gain control difficult. Adaptive control 
techniques have the advantage of tuning the feedback gains in response to the true plant dynamics and exogenous 
signals. Nevertheless, these techniques typically require some model information, for example, reduced-order 
models10 and discrete time-series models11, and identifying this model information can be challenging.  

The retrospective cost adaptive control (RCAC) algorithm updates the controller parameters using the difference 
between the actual past control inputs and the recomputed past inputs based on the current control parameters. The 
control law requires knowledge of the first nonzero Markov parameter and nonminimum-phase (NMP) zeros of the 
flow-actuator system. The choice of performance variable and actuator location affects the existence of NMP zeros. 
In the previous study12, for example, it is shown that the linearized transfer function from the control to lift is 
nonminimum-phase with one real NMP zero, which varies according to the actuator location, Reynolds number and 
impulse magnitude. On the other hand, the linearized transfer function from the control to drag is minimum-phase 
for the test cases.  
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On the other hand, flow and actuation conditions can vary the system parameters, namely, the first nonzero 
Markov parameter and NMP zeros. Although there are some techniques for estimating system parameters online, 
adaptive control with online system identification is challenging, especially considering the flow unsteadiness with 
relatively small time scale compared to the amount of data for the convergence of estimated parameters. If the 
variation of system parameters is well-defined and predictable based on measurement, the mapping from 
measurement to the system parameters can be incorporated with the control law, which is analogous to gain-
scheduling in linear control theory. 

Gain-scheduling has been used for controlling nonlinear time-varying systems. In this approach linear models are 
constructed around a number of operating points, resulting in nonlinear gain-scheduling controllers13. For missile 
autopilot design14, for example, gain–scheduling is used based on Mach number and vertical acceleration of an air-
air missile to static output feedback controllers. In Ref. 15, gain-scheduling is based on the mean flow profile for 
linear optimal control theory to laminarize turbulent channel flow. Even with the similarity in handling parametric 
variations for nonlinear systems, the control framework in this study only needs knowledge of system parameters 
and estimates of their variations, as opposed to gain-scheduling that requires explicit descriptions for control gains 
as well as dynamic models specific to the plant. 

In this paper, the flow-control goal is to reject the influence of free-stream unsteadiness on aerodynamic lift for 
an infinite wing. The nonlinearity of the flow-actuator system is assessed in detail in terms of the variation of 
system-parameter estimates (i.e., the first nonzero Markov parameter and NMP zero estimates). Specifically, we 
extend the results of Ref. 12 by exploring higher-magnitude disturbances and using system-parameter estimates that 
vary with impulse magnitude, free-stream velocity, and control voltage. The application of variable system-
parameter estimates in the control loop enhances the transient response of the flow-actuator system. The sensitivity 
of control performance to the choice of system-parameter estimates is explored for the flow control framework. The 
role of the DBD actuation in the disturbance rejection and relevant flow mechanisms are explained in detail. 

II. Aerodynamics and DBD Actuator Models 

A. Fluid Dynamics Model 
The flow fields are analyzed by solving the incompressible Navier-Stokes equations using the Loci-STREAM16, 

a parallelized pressure-based unstructured finite volume code. Since the ion and electron states are non-equilibrium 
and the ion temperature is comparable to the neutral fluid, the neutral fluid is treated as being isothermal. 
Considering the time scale disparity between the flow and the radio frequency (RF) actuator operation, the force 
acting on the neutral fluid is assumed to be a quasi-steady body force. The body force felt by the neutral flow is 
equivalent to the Lorentz force acting on the net charge density. For the unsteady operation of the actuator only the 
amplitude variation of the operation voltage with time scales much larger than the RF operation is considered. In 
index notation, the relevant conservation equations are  

0,
j

j
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x





               (1) 
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i ji bi i
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          (2) 

where  i, j=1,2 for 2D flow, and biF  is DBD body force vector defined below. 
Here,  , ,ix x y z  is Cartesian position in the global coordinate system, iu  is the flow velocity,   is the density, p  
is pressure,   is the kinematic viscosity of air. 

B. DBD Actuator Model 
The DBD actuator model is a simplified model with linear electric field and constant net charge density5, 6. As 

shown in Figure 1, this model prescribes localized body forces in a triangular plasma region bounded by two 
electrodes and the dielectric surface. The electric field distribution inside the plasma region is approximated by 
spatially linear relations 
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where                      '
0 1 2 0, , ,    ,appV t

x y t E t k x k y E t
d

      E                      (4) 

where ( , )x y   is the actuator local coordinate system, d  is the insulator thickness, and 1k  and 2k  are the linearized 
slopes of the electric field in the x  and y directions, respectively. This is a solution of Gauss’ equation with the 
constant net charge density assumption. In (4), the maximum electric field intensity 0E  is defined based on the 
applied voltage, and the slopes 1k  and 2k of the electric field attenuation away from the exposed electrode and 
dielectric surface are set to allow the breakdown voltage at the boundary with the minimum electric field strength. 
As shown in Ref. 5, this analytical-empirical model results in a body force component acting on the fluid, given by 

     , , , , , ,b c c vx y t q x y f t x y t  F E            (5) 

where vf  is the AC frequency of the voltage applied to the DBD actuator and t  is the discharge duty cycle, and 
( , , )x y tE  is the electric field distribution (3) transformed to the global coordinate system. Furthermore, since the 

constant charge density c  with unit charge cq  is present only inside the plasma region,  ,x y  is set to 0 or 1 
depending on the position. For this study, the active plasma region is given by the triangular region, shown in Figure 
1, where the horizontal electric field length 0.05hl c  and vertical length 0.025vl c . The discharge duty cycle is 
the portion of time during which effective force generation occurs in each operation cycle. Under feedback control, 
the applied voltage to the electrode is changed depending on the control signal, resulting in a time-varying body 
force. Since the reduced-order DBD model (3)-(5) is based on the quasi-steady assumption using the time scale 
disparity, the control input is meaningful when its timescale lies between those of low Reynolds number flow and 
plasma operation. The simplified DBD model has been validated against experimental data of force generation5 and 
maximum induced flow velocity17. A single co-flow directional DBD actuator with voltage amplitude modulation 
according to the control input is used in this study. 

 
Figure 1. Schematics of the DBD actuator model. 

III. Control Algorithm 
In this section, we summarize the adaptive control algorithm presented in Ref. 18 for a single-input, single-

output control system. The details of the multi-input, multi-output algorithm are given in Ref. 18. Consider the 
single-input, single-output linear discrete-time system 

       11 ,x k Ax k Bu k D w k                                         (6) 

     1 0 ,z k E x k E w k                                    (7) 

where        ,  z ,  u ,  w wlnx k k k k       are the state, performance, control, and exogenous command 
and/or disturbance signal with 0k  . We present an adaptive output feedback controller under which the 
performance variable z  is minimized in the presence of the exogenous signal w , which could be a disturbance, 
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command, or both. In this paper, we use an adaptive feedback controller to minimize aerodynamic forces acting on 
the airfoil under inlet flow conditions with and without a sinusoidal disturbance. 

For the general control problem given by (6)-(7), we use a strictly proper time-series controller of order cn , such 
that the control ( )u k is given by 

         
1 1

,
c cn n

i i
i i

u k M k u k i N k y k i
 

                           (8) 

where, for all 1,  ,  ci n  ,    ,  Ni iM k k   are given by the adaptive law presented below. The control can be 
expressed as  

      ,Tu k k k                    (9) 

where  

          2
1 1

c

c c

T n
n nk N k N k M k M k                  (10) 

is the controller parameter matrix, and the regressor vector  k  is given by  

 

 
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 

 

2

1

1
cc n

c

z k

z k n
k

u k

u k n



 
 
 
 

 
 

 
 

  



 



                            (11) 

For positive integer  , we define the extended control vector  U k  by  

  
 

 1

cp

c

u k

U k

u k p

 
  
   

                       (12) 

where 1.cp    From (9), it follows that the extended control vector  U k  can be written as  

     
1

1 1 ,
cp

T
i

i

U k L k i k i 


                                (13) 

where 

( 1) 1

( ) 1

0

1 .

0

c

c

i
p

i

p i

L

 

 

 
 

 
 
 

                              (14) 

Next, define the retrospective performance 

        ˆ ˆˆˆ , , ,zuz k z k B U k U k                           (15) 

where     2

1

ˆ ˆ ˆˆ , 1 ,  
c

c

p
nT

i
i

U k L k i   


    is an optimization variable, and control matrix zuB  is given by (25) 

below. Note that ˆˆ( , )z k is obtained by modifying the performance variable ( )z k based on the difference between 

the actual past control inputs ( )U k and the recomputed past control inputs ˆˆ ( , )U k assuming that ̂  had been used in 

the past. Thus, ˆˆ( , )z k  may be interpreted as an approximation of the performance had ̂  been used in the past. 
Now, consider the retrospective cost function   

         2ˆ ˆ ˆ ˆˆ ˆ, , ,
T

lJ k z k k k                                   (16) 

where the learning rate l   affects the transient performance and the convergence speed of the adaptive control 

algorithm. Substituting (15) into (16) yields  

       ˆ ˆ ˆ ˆˆ , ,T TJ k A k b k c k                                        (17)
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where 

      2 ,
c

T
l nA k D k D k I                        (18) 

      
          2 2 ,T

zu lb k D k z k B U k k                                (19) 

          2
,T

zu lc k z k B U k k k                    (20) 

and     
1

1 .
cp

T
zu i

i

D k B L k i


   Since  A k  is positive definite,  ˆˆ ,J k  has the unique global minimizer 

   11
.

2
A k b k  Thus, the update law is given by    

     11
1 .

2
k A k b k                                (21) 

The adaptive controller (9) and (18)-(21) requires limited model information of the plant (6)-(7); however, the 
controller does require knowledge of zuB . We construct zuB using estimates of the plant’s relative degree, first 
nonzero Markov parameter, and the NMP zeros of the transfer function from u to z. Consider the transfer function 
from u to z given by  

    1
1 ,zuG z E zI A B

                   (22) 

which can be written as   

   
 

,zu d

z
G z H

z




                               (23) 

where the relative degree 1d   is the smallest positive integer i such that the i-th Markov parameter 1i
iH CA B  is 

nonzero, and  z  and  z  are monic coprime polynomials. Next, let  z  have the factorization 

      ,u sz z z                                                       (24) 

where  s z  is a monic polynomial of degree ns whose roots lie inside the unit circle, and  u z  is a monic 
polynomial of degree nu whose roots lie on or outside the unit circle. Furthermore, we can write  

  1
,1 , 1 ,  .u u

u u

n n
u u u n u nz z z z   

      Then we let un d    and the resulting control matrix zuB  is 
given by   

1
1 ,1 ,0 1 .c

u

p
zu d d u u nB H   

                                (25) 

Note that zuB  is constructed using knowledge of the relative degree d, the first nonzero Markov parameter dH , and 
the NMP zeros of  u z  of the transfer function from u to z. Other constructions of zuB  are shown in Ref. 18. 

The first nonzero Markov parameter and NMP zeros of the linearized flow-actuator model can be estimated by 
identifying Markov parameters from an impulse response. Specifically, the DBD actuator is excited by the impulse 
voltage Vapp from the nominal voltage Vapp0. In this study, we use the difference between the instantaneous 
aerodynamic lift coefficient and the lift coefficient with the nominal voltage as the performance z(k), and the 
difference between the instantaneous voltage and the nominal voltage as the control u(k). As shown in the previous 
study12, the linearized transfer function from the voltage to lift is a nonminimum-phase system.   

Although the flow-actuator system is modeled as a linear time-invariant system, the system parameters identified 
in this study suggest that the system-parameter estimates vary depending on the flow conditions (i.e., geometry and 
flow velocity) and actuation conditions (i.e., impulse magnitude and nominal voltage). Since the flow and actuation 
conditions are subject to the disturbance, the linearized system model based on the system parameters identified at a 
specific condition can restrict the control performance as the disturbance magnitude increases. In order to reflect the 
variation of system-parameter estimates, zuB  is updated at each control-time step with the curve-fitted values, which 

are specified in the next section.  

IV. Results and Discussion 
Flow simulations are done for the SD7003 airfoil geometry at the chord Reynolds number of 1000. Angle of 

attack is 15˚ where a massive flow separation exists without actuation, and the location of the actuator actx  is 0.2c. 
The DBD actuator has a nominal voltage Vapp0 of 2 kV, allowing the separated flow topology to exist with a reduced 
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size. The time step size for flow simulation normalized by the free-stream convection time scale is 0.05, and 
sampling the performance variable and updating control are done at every 10th flow time step. A sinusoidal variation 
in the vertical free-stream velocity is introduced as disturbance. For each case, the performance variable is the lift 
coefficient of the airfoil, and the objective is to minimize the difference between the measured lift under the 
influence of disturbance and nominal lift without any disturbance.  

A. Variation of system-parameter estimates   
The system parameters – first nonzero Markov parameter and NMP zeros – are estimated from an impulse whose 

magnitude varies between 5 V and 1 kV. Since the actuator-flow system is nonlinear, the system-parameter 
estimates depend on the impulse magnitude. As shown in Figure 2(a), a higher impulse magnitude results in a 
smaller number of Markov parameters with higher magnitudes. The estimated NMP zeros shown in Figure 2(b) 
indicate that there exist 3 NMP zeros for the impulse magnitudes of 20 and 50 V, whereas one real NMP zero is 
estimated for higher impulse magnitudes. Moreover, the real NMP zero estimate moves away from the unit circle, as 
the impulse magnitude increases. An impulse whose magnitude is smaller than 20 V hardly affects the locations of 
three NMP zeros. 

  
(a) Markov parameters                  (b) estimated NMP zeros 

Figure 2 System-parameter estimates depending on impulse magnitude (2D SD7003, Re = 1000, α = 15°). 

The variation of the number and location of NMP zeros depending on the impulse magnitude results in 
uncertainty about determining system-parameter estimates. The closed-loop control results with different system-
parameter estimates are compared in Figure 3. As shown in Figure 3(a), when three NMP zeros identified with the 
impulse of Vapp = 5 V are used to constitute zuB , the controller, which is turned on at t* = U∞t/c = 150, fails within 

several disturbance cycles. If the two complex NMP zeros are excluded in constructing the system parameters, as 
shown in Figure 3(b), the controller fails immediately. On the other hand, when the one NMP zero identified with 
Vapp = 200 V is used, the controller can suppress the lift fluctuation successfully as shown in Figure 3(c). If the 
impulse magnitude is increased further, for example, to Vapp = 400 V as in Figure 3(d), the control performance 
deteriorates. The difficulty of stabilizing lift using 3 NMP zeros that are located near the unit circle is consistent 
with the well-known characteristics of nonminimum-phase systems. Furthermore, the result indicates that there 
exists a moderate impulse magnitude that provides a set of system-parameter estimates achieving a better control 
performance than others. 
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                (a) 3 NMP zeros identified with Vapp = 5 V                     (b) 1 real NMP zero identified with Vapp = 5 V 
 

  

  (c) 1 real NMP zero identified with Vapp = 200 V          (d) 1 real NMP zero identified with Vapp = 400 V 

Figure 3 Time-history of closed-loop control results with different system-parameters estimates (2D SD7003, 
Re = 1000, α = 15°, xact = 0.2c, αd = 6 %, T* = 100, αl = 200, nc = 50). 

The system-parameter estimates also depend on the free-stream velocity. Figure 4 shows the first nonzero 
Markov parameter and real NMP zero estimated by impulse response tests when the vertical free-stream velocity for 
system identification UIDy varies from the nominal vertical free-stream velocity Uy. The variation of the vertical free-
stream velocity changes both angle-of-attack and free-stream speed. A higher UIDy results in a larger angle-of-attack 
and the increase of free-stream speed compared to the nominal flow case. The relations between the vertical free-
stream velocity and system-parameter estimates can be approximated with linear curve-fits. With the 20 % variation 
of the vertical free-stream velocity, 25 % and 8 % variations occur to the estimated first nonzero Markov parameter 
and NMP zero, respectively. Similar to the impact of the impulse magnitude on the system-parameter estimates, the 
variation of system parameters due to the free-stream velocity can invalidate the linear modeling of the flow-
actuator system when the amplitude of the free-stream disturbance increases. 
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Figure 4 Variation of system-parameter estimates for lift with the vertical free-stream velocity based on 200 

Markov parameters (2D SD7003, Re = 1000, α = 15°, xact/c = 0.2, Vapp0 = 2 kV, ΔVapp = 0.2 kV). 

On the other hand, the nominal voltage Vapp0 used for system identification can change the system-parameter 
estimates as shown in Figure 5. For the typical voltage range of the current study (1 ~ 5 kV), the first nonzero 
Markov parameter shows about a 30 % variation, whereas the real NMP zero shows a relatively small variation of 
1.5 %. Considering that a higher nominal voltage causes the decrease of the separated flow region, it is interesting to 
observe the low sensitivity of the real NMP zero to the nominal voltage. 

 
Figure 5 Variation of system-parameter estimates for lift with the nominal voltage based on 200 Markov 

parameters (2D SD7003, Re = 1000, α = 15°, xact/c = 0.2, ΔVapp = 0.2 kV). 

The variation of the first non-zero Markov parameter due to either the change of the nominal voltage or free-
stream velocity can be attributed to the changes in the flow field, especially in the separated flow region. The 
increase of the vertical free-stream velocity results in the expansion of the separated flow region. On the other hand, 
the increase of the nominal voltage reduces the separated flow region by increasing the flow speed induced by the 
DBD actuation. In Figure 6, Markov parameters obtained from the impulse response of lift are shown for different 
vertical free-stream velocity and nominal voltage: the increase of the vertical free-stream results in the amplification 
of Markov parameters, whereas the increase of the nominal voltage results in the opposite. These trends are 
consistent with the variations of the first non-zero Markov parameter shown in Figure 4 and Figure 5. The results 
indicate that the augmented sensitivity of lift to an impulse (i.e., the amplification of Markov parameters) with the 
increase of the vertical free-stream or decrease of the nominal voltage, are related to the expansion of the separated 
flow region. 

In order to include the variations of system-parameters, as shown in Figure 4 and Figure 5, the impacts of the 
vertical free-stream velocity and the nominal voltage on the system-parameter estimates are curve-fitted using first- 
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and second-order polynomials, respectively. The closed-loop control performance with the variable system-
parameter estimates is discussed in section D. 

 
                      (a) Vapp0 = 2 kV                                (b) UIDy = 1.0Uy 

Figure 6 Markov parameters depending on vertical free-stream velocity and nominal voltage 

B. Closed-loop control with fixed system-parameter estimates 
The previous study12 shows that the control system fails with the disturbance amplitude d  15 %. The failure 

starts in the beginning of the transient response in the form of severe fluctuations of the control voltage. For the 
disturbances with a lower disturbance frequency, for example, T* = U∞T/c = 300, the control failure can be 
prevented by increasing the learning rate l. As shown in Figure 7, even with some initial fluctuation, for l = 1200 
(compared to l = 200 in Figure 3), the control voltage is reasonably bounded and can stabilize the lift fluctuation 
within several disturbance cycles. 

 
Figure 7 Time history of aerodynamic forces and control (2D SD7003, Re = 1000, α = 15°, xact = 0.2c, αd = 20 

%, T* = 300, αl = 1200, nc = 50, 1 NMP zero identified with Vapp = 0.2 kV). 

For disturbances with lower d, (for example, d = 6% in Figure 3), the lift fluctuation is almost symmetric with 
respect to the undisturbed lift. The lift-stabilization mechanism of the DBD actuation shown in Ref. 12 can be 
summarized as the pressure variation in the pressure and suction regions. In order to neutralize the lift variation due 
to the disturbance, the controller decreases or increases the applied voltage according to the increase or decrease of 
the vertical free-stream velocity, respectively. For a higher d of 20 %, on the other hand, the lift fluctuation is 
biased toward the lower values compared to the target lift (i.e., the undisturbed lift coefficient of 1.03) as shown in 
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Figure 7, in addition to the increased fluctuation amplitude. Figure 8 shows time evolutions of aerodynamic forces 
and control voltage for one-disturbance cycle enlarged from Figure 7 at two temporal windows. In Figure 8(a), for 
the open-loop actuation with a constant voltage, the first-half disturbance cycle (between instants 1 and 6) shows a 
slight fluctuation of lift around the undisturbed lift coefficient. The major impact of the disturbance on lift occurs in 
the second-half cycle in the form of a dip. Consequently, the corresponding control effort is mainly the increase of 
voltage in the second half-cycle of the disturbance, as shown in Figure 8(b). 

 

Instant:  1      2      3      4      5      6      7      8      9      10                    1      2      3      4      5      6      7      8      9      10   

 
(a) open-loop actuation               (b) closed-loop actuation 

 
Figure 8 Time history of aerodynamic forces and control for one disturbance period from Figure 7. 
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Figure 9 Pressure coefficient (Cp) contours and streamlines corresponding to the time instants in Figure 8; 
left column: open-loop actuation, right column: closed-loop actuation. 

The 7 instants out of 10 evenly distributed time instants in Figure 8 are chosen, and the corresponding flow-field 
snapshots are compared in Figure 9: open-loop actuation in the left column and closed-loop actuation in the right 
column. As shown in Figure 8(b), for the closed-loop actuation, the control voltage initially decreases slightly below 
the nominal voltage of 2 kV, resulting in a slight increase of the separated flow region at instants 1 and 2 as shown 
in Figure 9. For the second half-cycle, the controller increases voltage to compensate for the lift dip due to the 
disturbance, resulting in the intensified suction region near the actuator and the decrease or removal of the separated 
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flow region at instants 6 through 10. The pressure contours show that the modification of the separated flow region 
in the second-half cycle exerts a minor impact on the lift stabilization compared to the change in the suction region, 
which is reasonable considering the low Reynolds number of 1000. 

C. Impact of disturbance frequency 
The disturbance frequency affects the closed-loop control performance, especially the amplitudes of transient 

and steady-state fluctuations. For example, two disturbance-rejection cases with different disturbance periods are 
compared in Figure 10 while keeping the other parameters same. Both results are shown in the time scale 
normalized by the disturbance period. As shown in Figure 10(a), the lift and drag variations of the two cases with 
the constant 2 kV actuation are similar except the peak lift values. After the closed-loop control starts at t*/T* = 2.5, 
the control voltage accompanies divergent oscillations in the transient response, which is more severe for T* = 100. 
Although the amplitude of the lift fluctuation is reduced in the steady state, the closed-loop control results in 
significant high-frequency oscillations. On the other hand, for the lower frequency of T* = 300, the transient 
oscillation is more bounded, and the lift fluctuation is stabilized more efficiently. The enlarged time evolutions in 
Figure 10(b) shows higher lift fluctuations, especially when Vapp is close to 2 kV, for T* = 100. The drag variation, 
on the other hand, is proportional to the voltage increase for both disturbance frequencies. 
 

 
(a) 10 disturbance cycles                       (b) 1 cycle of (a) 

Figure 10 Comparison of closed-loop control results with different disturbance frequency; lift stabilization 
(2D SD7003, Re = 1000, α = 15°, xact/c = 0.2, αd = 20 %, αl = 1200, nc = 50). 

More exercises suggest that the transient oscillation can be reduced by increasing the learning rate αl. For 
example, by increasing αl, the transient response of T* = 100 in Figure 10 can be enhanced as shown in Figure 11 in 
the next section. However, a higher αl, i.e., a slower learning rate, can result in a worse steady-state result. 
Especially for the case with a higher-frequency disturbance, a slower learning rate limits the variation of controller 
parameters in response to the disturbance. As a result, the increase of αl, which can prevent the transient oscillation, 
can deteriorate the steady-state response for a high-frequency disturbance. 

D. Closed-loop control with variable system-parameter estimates 
The variation of system-parameter estimates is incorporated with the adaptive controller by updating the system 

matrix zuB  according to the vertical free-stream velocity and actuation voltage. Updating the first nonzero Markov 

parameter and real NMP zero as functions of free-stream velocity results in an insigngificant impact on either the 
transient or steady-state response. On the other hand, for the system-parameter estimates as functions of the 
actuation voltage, the case with variable system-parameter estimates is compared with the fixed system-parameter 
case as shown in Figure 11. For the variable system-parameter case, although there exist fluctuations with higher 
amplitude than the fixed system-parameter case, the transient lift fluctuations can be alleviated. The steady-state 
response is slightly improved or comparable to the fixed system-parameter case. The time instants with high lift 
fluctuations correspond to the instants when the controller parameters, M1(k) and N1(k), for example, show sudden 
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changes, for example, t* = 500 ~ 600 for the fixed system-parameter and t* = 800 for the variable system-parameter 
case. The undesirable steady-state lift fluctuation is considered as the result of the interplay between variations of 
system parameters and controller parameters. However, further study is necessary to elucidate the interaction in 
addition to the effect of the learning rate. 

 
Figure 11 Comparison of closed-loop control results with fixed and variable system-parameter estimates; lift 

stabilization (2D SD7003, Re = 1000, α = 15°, xact/c = 0.2, T* = 100, αd = 20 %, αl = 12000, nc = 50). 

V. Summary and Conclusions 
 

In this study, numerical simulations of flow control using the DBD actuator are done for the SD7003 airfoil 
geometry at the chord Reynolds number of 1000. The control goal is to stabilize the airfoil lift under the influence of 
the sinusoidal disturbance in the incoming flow velocity. The closed-loop control of the flow-actuator system is 
achieved with the RCAC algorithm, which requires knowledge of first nonzero Markov parameter and NMP zeros 
as system parameters.  

While identifying the system parameters impulse responses, the variation of system-parameter estimates is 
assessed as functions of the impulse magnitude, free-stream velocity, and nominal voltage. Considering the 
parametric variation as the major nonlinearity in the linearized flow-actuator system, it is shown that the choice of 
the system parameters affects the control performance significantly, and the impact of including the variation of 
system-parameter estimates in the adaptive controller is addressed. 

As an extension to the previous work, which involves relatively lower disturbances with the amplitude less than 
10 % of the vertical free-stream velocity, stabilizing lift fluctuation under higher (20 % of the vertical free-stream 
velocity) disturbance amplitudes is attempted. Furthermore, the lift stabilization mechanisms of low- and high-
disturbance conditions are compared. At the Reynolds number of 1000, the pressure change near the DBD actuator 
is the principal source of compensating for the lift changes for both low- and high-disturbance conditions. In 
addition, the major actuation effort occurs in the second half-cycle for the high-disturbance condition. 

Comparing the control results with different disturbance frequencies, the control performance in both transient 
and steady-state responses can be deteriorated as the disturbance frequency increases. A higher learning rate, which 
reduces the convergence speed of the control gains, can enhance the transient response, but worsen the steady-state 
response. It is considered that as the disturbance frequency increases, the convergence of controller parameters 
becomes more difficult due to the faster variation of system parameters. 

When the variable system-parameter estimates as functions of the applied voltage are incorporated with the 
adaptive controller, the transient oscillation can be enhanced. However, further study is necessary to include the 
variation of system parameters in the system matrix more effectively. 
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