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ABSTRACT

We develop a methodology to obtain a consistent velocity model from calibration
shots or microseismicity observed on a buried array. Using a layered 1D isotropic
model derived from checkshots as an initial velocity model, we invert P-wave ar-
rival times to obtain effective anisotropic parameters with a vertical axis of sym-
metry (VTI). The nonlinear inversion uses iteration between linearized inversion for
anisotropic parameters and origin times or depths, which is specific to microseismic
monitoring. We apply this technique to multiple microseismic events from several
treatments within a buried array. The joint inversion of selected events shows a largely
reduced RMS error indicating that we can obtain robust estimates of anisotropic pa-
rameters, however we do not show improved source locations. For joint inversion of
multiple microseismic events we obtained Thomsen anisotropic parameters € of 0.15
and § of 0.05, which are consistent with values observed in active seismic surveys.
These values allow us to locate microseismic events from multiple hydraulic fracture
treatments separated across thousands of metres with a single velocity model. As a
result, we invert the effective anisotropy for the buried array region and are able
to provide a more consistent microseismicity mapping for past and future hydraulic

fracture stimulations.
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INTRODUCTION arrays, either deployed in a subsurface monitoring well .or
on the surface. A new type of permanent array deployed with

Hydraulic fracture treatments are routinely optimized with
microseismic monitoring (e.g., Duncan and Eisner 2010;
Maxwell et al. 2010). The characterization of induced micro-
seismic events is crucially dependent on utilizing an accurate
velocity model (e.g., Bardainne and Gaucher 2010; Grechka
and Duchkov 2011). Traditionally microseismic monitoring
has been carried out with temporarily deployed monitoring
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geophones in shallow boreholes (buried array) allows for con-
sistent microseismic mapping among different fracture treat-
ments at a reservoir scale. However, estimated microseismic
locations are very sensitive to the velocity model, thus consis-
tent microseismic mapping from buried arrays requires also a
consistent velocity model. We have developed a methodology
to invert a consistent anisotropic velocity model with a vertical
axis of symmetry (VTI) from microseismicity or calibration
shots observed on a surface or near-surface (buried) moni-
toring array. Because the true locations of the microseismic

events are unknown, we do not study the improvement of the
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event locations. We show that with a single velocity model we
obtain reasonable values of anisotropic parameters, vertical
velocity and depths of located microseismic events.

Seismic anisotropy is the dependence of seismic velocity
upon the wave propagation direction (Thomsen 1986). Seis-
mic anisotropy has been used widely for improving reservoir
imaging (e.g., Tsvankin and Grechka 2006), lithology discrim-
ination (Vernik 2008), characterizing fractures and stresses
(e.g., Prioul and Jocker 2009) and monitoring the time-
lapse changes of producing fields (e.g., Meersman, Kendall
and van der Baan 2009). In active seismic, incorporating
elastic anisotropy into migration algorithms allows proper
positioning of reflectors and further enhances our understand-
ing of regional velocity structures. In passive seismic, sub-
surface anisotropy is crucial for obtaining accurate locations
and stacking of far-offset receivers as shown by Grechka and
Duchkov (2011) and Gei et al. (2011). Grechka and Duchkov
(2011) derive an inversion algorithm using microseismicity
where origin times, velocity model and event locations are in-
verted simultaneously in borehole monitoring geometry and
only the well constrained parameters are updated. Gei et al.
(2011) showed a trade-off between inverted parameters in a
surface configuration on a synthetic data set in a homoge-
neous model. In this study we extend the algorithm of Gei
et al. (2011) to a 1D medium and apply it to real data set
from a buried array.

The current migration-type location from surface monitor-
ing arrays relies on P-wave stacking from vertical geophones
(e.g., Duncan and Eisner 2010). A majority of the velocity
models are derived from 1D sonic logs, or alternately from
VSP or checkshot 1D models. Checkshots or sonic logs pro-
vide information on the vertical velocity only with single off-
set, thus models derived from such data are usually smoothed
to a 1D isotropic layered model. However, such models fre-
quently locate known calibration shots to an inaccurate depth.
The discrepancy can be explained by the presence of VTI
anisotropy of the 1D layered models. The VTI anisotropy is
likely a good model for a shale reservoir. For example, Sayers
(1993, 1994) showed that shales can develop strong anelliptic
anisotropy due to intrinsic textural properties. In other words,
shear and compressional velocities within shales are faster in
the horizontal direction than the vertical direction.

Alternatively one may locate the calibration shot to a correct
depth by scaling up (or down) the isotropic velocity. This ap-
proach may provide a good accuracy of located depths for cal-
ibration shots. However, if a perforation shot or microseismic
event occurs at a significantly different lateral position, this ap-

proximation may produce biased results as receiver statics are

compensating for an incorrect velocity model. Furthermore,
the scaled velocity model does not reflect real seismic velocities
measured in the vertical direction by independent techniques
(e.g., checkshots). We will show that VTT anisotropy seems
to better reflect seismic velocity than a scaled-up 1D isotropic
velocity profile, resulting in smaller residuals and more con-
sistent receiver statics for multiple treatments.

While active seismic routinely uses anisotropic velocity
models for the imaging of subsurface structures, passive seis-
mic surface monitoring is challenged with the additional is-
sue of unknown origin time and location (for microseismic
events). To overcome this challenge, surface monitoring uses
either velocity models derived from active seismic (e.g., Cham-
bers, Kendall and Barkved 2010) or a model built from cali-
bration shots (Gei et al. 2011). Downhole monitoring of mi-
croseismic events uses an additional type of wave, S-waves,
which are radiated from microseismic events (e.g., Wuestefeld
et al. 2010; Grechka and Duchkov 2011). However, veloc-
ity model calibration in downhole monitoring poses a greater
challenge due to increased uncertainty in the positioning of
sources and receivers (Bulant et al. 2007). Surface monitor-
ing does not have such issue with receiver positioning (with
high GPS accuracy and precision). The S-waves are not usu-
ally available for velocity model calibration because they are
more attenuated than P-waves. Thus we focus on velocity
model calibration with P-waves only from surface monitoring.
This study extends the homogeneous model calibration of Gei
et al. (2011) to a 1D layered model through newly developed
methodology assuming weak VTT anisotropy. We test this cal-
ibration using a real data set acquired with a buried array and
are able to locate microseismic events from multiple hydraulic

fractures kilometres apart with one single velocity model.

METHODOLOGY

Inversion of microseismic data for vertically transversely
isotropic media

We derive a linearized inversion for layered weak VTI
anisotropic media with effective anisotropic parameters. By
effective anisotropic parameters we mean constant Thomsen
parameters from the depth of the induced microseismic events
(or calibration shots) to the surface. Although anisotropic
parameters are unlikely constant for the whole depth inter-
val, they represent an average value as we are not able to
determine the depth stratification of anisotropy (e.g., Bakulin
et al. 2010). The vertical stratification cannot be determined
as all sources and receivers are at two depth intervals, unlike
those in the checkshot or sonic logging measurement. If we
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know in advance that only certain layers are anisotropic, the
methodology can be easily generalized for an inversion only
in those layers.

In VTI anisotropy the compressional qP-wave velocity de-
pends only on the incidence angle ® of the ray, i.e., qP-wave
velocity vp(0) is a function of the incidence angle, not the az-
imuth. In this notation the vertical velocity is & = vp(® = 0).
The weak VTI anisotropic qP-wave velocity can be approxi-
mated as (Thomsen 1986):

vp(O) ~ afl + 85in*O + (e — 8)sin*O)], (1)

Where €, § are Thomsen anisotropic parameters that con-
trol the gP-wave velocity. In weak anisotropic media both
€ < < 1and § < < 1. The anisotropic traveltime correspond-
ing to the phase velocity in homogeneous media can then
be computed with further linearization of the above equation.
(1) assuming small values of Thomsen anisotropic parameters.
The approximation is based on Thomsen (1986) who showed
that up to first order for weak anisotropy, the ray velocity in
the ray direction is equal to the associated phase velocity in
the phase (or slowness) direction (perpendicular to the wave-
front). Hence, the straight-ray traveltime approximation is

1
Tp'rop @ — f
() a | 1+ 8sin20 + (e — 8)sin*©®

12

f[l — 8sin*® — (e — 8)sin* @]
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where % is the traveltime within the layer of isotropic media
with velocity « (i.e., vertical velocity) and x is the distance the
ray propagates through.

Assuming effective (constant) anisotropic parameters § and
€ for all layers we can then calculate the traveltime through

layered VTI anisotropic media:
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where #%° is the traveltime in isotropic media in the i*
layer, z is the number of layers, A= —Y";_, sin*®;#*° and
B = -7 sin*®;2*°. Note that in weak VTI media the ray
trajectory does not depend on € or § (to the first order) and we
can use the ray trajectory computed in an isotropic (layered)

model. Both A and B are functions of source location as well
as receiver position for each event.

To invert for anisotropic parameters we need to compare
arrival times (picks of qP-wave arrivals) with anisotropic trav-
eltimes adjusted with the origin times. Microseismic events
depths are usually not known with sufficient accuracy, which
will affect the inversion results. The difference between ar-
rival time T;"* in the j receiver from the /" event is used to

calculate residual R:

__ 7Pick "Ani __ TPick _ lso
Ry = T/ — T Ty = T/ 7]

—8Aji(e = 8)B; — Ty, (4)

Where T is the anisotropic traveltime from the i receiver
of the i*” event, Tp, is the origin time of the i* event and A;; and
Bj; are the coefficients corresponding to A and B defined above
for the i event and the j receiver. Note that the inversion
requires knowledge of the origin times as this parameter has a
trade-off with depth and relative moveout and will impact the
calculation of the anisotropic parameters. Hence origin times
need to be included in the inversion.

To minimize overall residuals in the least square norm, we
Neec

need to minimize ) . 3.

i 7> which can be rewritten as

Nrec 7 Nrec

DD R /(Neen) = | DD (—Ay8 — Bij(e — )

i=1 j=1 i=1 j=1
+ D)2 ) /(Neen), ()

where D;; = ];f’“'k — T.;*° — Ty, and n and N,, are the number
of events and receivers, respectively. The minimum of resid-
uals in equation (5) can be found by solving the set of linear

equations for events i =1, ..., n:

d = Gm, (6)
where - _ - _
—Aq1, — By —Dyy
_Al/'s_Bll _D1/
s — Ay, — By —Dyy
m = , G= d=
€—34
- nla_Bnl — Unl
L —Auj, =By [ —Dyj

This relation can be solved by a least squares inversion
of d. If we have the origin time and event location the least
squares solution of equation (6) provides an estimate of the
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anisotropic parameters. Thus, we initially estimate the loca-
tion and origin time and they will iteratively converge to a
solution. We show later that this is a correct solution for well
constrained vertical velocity and the starting depth is close to
the correct depth. To begin the iteration, we need an initial
estimate of event locations and event origin times to calculate
initial values of D;;. The initial origin time can be estimated

from a least squares fit to the arrival times

Nrec

T, =Y (BV* = 1) /N, (7)

=1

This derivation of a generalized inversion proposed by Bulant
et al. (2007) was originally formulated for a homogeneous
medium.

Implementation for microseismic data

To invert anisotropic parameters we pick qP-wave arrival
times on receivers on which we can observe distinct arrivals
of direct qP-waves. Our initial velocity model is a layered 1D
isotropic model that can be derived from an active surface
seismic survey or checkshot velocity. We keep the lateral posi-
tion of the event located in the isotropic velocity model fixed.
However, in principle the horizontal position could also be
updated. The depth of the microseismic event can be initially
fixed to the depth of fracturing or some other estimates (e.g.,
depth of location from the isotropic velocity model). In the
case of the perforation or calibration shot the position is fixed
to a known location. Thus we can use equation (7) to obtain
an initial estimate of the origin time of each event with the ini-
tial isotropic model. We then iteratively compute the effective
anisotropic parameters and origin times (or both origin times
and depths) while minimizing the arrival time residuals.

The flow chart in Fig. 2 illustrates a case with known depth
of a microseismic event (e.g., a calibration shot) where we
apply an iterative inversion for origin times and anisotropic
parameters. The initial model has € and § set to 0. By adjust-
ing the origin time of every event with equation (7), we can
iteratively update the anisotropic velocity model and origin
times. We continue adjusting the anisotropic parameters by
equation (6) and origin times by equation (7) until the over-
all residuals calculated by equation (5) stop decreasing or are
below a certain threshold (e.g., several samples).

In the case of the microseismic events (e.g., events induced
by hydraulic fracturing), since we do not know the depth of
the events, we should add an additional grid search for depths
of the microseismic events. However, we found that such an

inversion is less stable (see also Gei et al. 2011) and therefore
we update the depth of only one event at a time instead of
searching for depths of all the events simultaneously, as illus-
trated in the flow chart of Fig. 3. While the previous inversion
with known depth and vertical velocity had only trivial com-
putation cost, the algorithms including depth search and ver-
tical velocity inversion are more expensive to compute, even
though it is still feasible to compute on a PC computer.

The inversion procedures illustrated above are applicable to
different cases. Inversion in Fig. 2 is suitable for the inversion
of calibration shots with known depths (e.g., string shots or
perforation shots). However, in some formations calibration
shots have a smaller signal than microseismic events. In such
cases we use microseismic events to invert for depth in addi-
tion to anisotropy and origin times as illustrated in Fig. 3.

TESTS ON SYNTHETIC DATA SETS

In this section we will investigate the numerical stability of
the inversion on synthetic data sets. We performed tests on
synthetic data sets simulating the case of constrained depth
(e.g., calibration shots) as well as unknown depth (e.g., mi-
croseismic events). We finally also test inversion of average
vertical velocity with constrained depths (e.g., sonic log with
calibration shots). All model inversions started with the same
1D isotropic vertical velocity model shown in Fig. 1(c). This
model was derived from checkshot measurements. The three
tests are:

1) Inversion for € and § iteratively and origin times estimated,
assuming a correct 1D isotropic model and event depths.
2)Inversion for ¢ and § iteratively, origin times and event
depths are estimated, assuming a correct 1D isotropic vertical
velocity.

3) Inversion for € and § iteratively, origin times and scaling
factor for 1D isotropic vertical velocity are estimated, assum-
ing correct event depths.

We use the receiver geometry of the case study discussed
in Fig. 1. Figure 1(a) shows a map view of the array, while
Fig. 1(b) shows the cross-section view of the array, both with
raypaths plotted. All noise-free arrival times are computed
with the effective (constant) anisotropic parameters in the 1D
layered model of vertical velocities shown in Fig. 1(c). Specif-
ically, the velocity model used is the same for all tests with
constant values of € = 0.1 and § = 0.05. The receiver ge-
ometry shown in Fig. 1(a) consists in 101 receivers buried
at an approximate depth of 72 m below the free surface.
We performed the inversion algorithm on different sets of
microseismic events with distributions derived again from the
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Figure 1 (a) Mapped projected locations of 101 stations (triangles) of the array with raypaths for all picked arrival times. A total of 343 raypaths
are shown. (b) 3D view of the raypaths from the east. (c) The initial vertical velocity profile with 17 vertical layers.

Table 1 Locations of the events (local coordinates are also shown in
Fig. 1)

Easting Northing Depth Number of picks
Events [metres] [metres] [metres] in the case study
E11 4019 4310 3482 53
E2.1 5036 5456 3838 59
E22 5015 5456 3862 33
E31 2471 1240 3950 54
E32 2496 1293 3862 31
E33 2502 515 3864 47
E34 2605 597 3879 34
E4.1 4043 4208 3930 32

case study listed in Table 1. In the case study we used events
from four different stimulation programs. The naming con-
vention for these events is EX_Y, where X is the number of
the stimulation program and Y is the number of events in that
program. Stimulation 3 is in the southern part of the array

and the remaining stimulations 1, 2 and 4 are in the central
part of the array. From these events we selected several sets of
events for testing:

(Set1) Single event inversion from the centre of the array
(E1_1).

(Set2) Single event inversion from the south of the array
(E3_1).

(Set 3) Events inversion from three central positions (E1_1,
E2 1,E2.2).

(Set4) Events inversion from three southern positions in the
array (E3_1, E3_2, E3_3).

(Set 5) Events inversion from all events.

(Set6) Three events representing the central parts (E2_1,
E2_2) and the southern part of the array (E3_1).

Since the true model is known, the synthetic tests allow us
to quantify the algorithm’s ability to recover the Thomsen

anisotropic parameters in the particular geometry of our case

© 2013 European Association of Geoscientists & Engineers, Geophysical Prospecting, 61, 919-930
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Table 2 Sensitivity test on synthetic data sets with a variable number
of events of known depths (with and without added noise). Noise
level is the standard deviation of random time perturbation added to
computed traveltimes. Input (true) values are € = 0.1, § = 0.05 and
origin times were set to —0.2 seconds

Origin Time Events Noise Level
€ ) (s) used (ms)
0.1 0.05 -0.2 Set 1 0
0.1 0.05 —0.2 Set 2 0
0.1 0.05 -0.2, 0.2, -0.2 Set 3 0
0.1 0.05 -0.2, -0.2, 0.2 Set 4 0
0.1 0.05 —0.2 all Set 5 0
0.1 0.05 -0.2,-0.2,-0.2 Set 6 0
0.1 0.05 -0.2, -0.2, 0.2 Set 6 4
0.1 0.04 -0.2,-0.2,-0.2 Set 6 8
0.1 0.06 -0.2,-0.2, -0.2 Set 6 16
0.13 0.04 -0.22, —0.21, —0.22 Set 6 32

study and test the sensitivity to different input parameters. We
can compute the obtained anisotropic parameters € and § and
determine the accuracy of the inverted origin times.

Keep iteration

Adjust the origin time by

subtracting the average residual

Sensitivity to event distribution and noise in arrival times

Gei et al. (2011) carried out extensive numerical testing of
surface array design and noise sensitivity on the inversion.
They showed that the uncertainty of the inverted parameters
is sensitive to a particular source-receiver geometry. In this
section we study the proposed 1D generalization on specific
geometries of the case study of this article. We assume that
the microseismic event signal is detected on all receivers. In
the first test we assume we have various calibration shots with
known depths at different parts of the reservoir.

Table 2 shows the inversion results for noise-free data with
five sets of events and results with noise contaminated arrivals
using Set 6. Obviously the noise-free arrival times provide
highly accurate results up to two decimal places, although
differences show up on the fourth decimal places. A larger
number of events constrained the model better by reducing
the differences. Interestingly the single event in the southern
part of the reservoir constrains the VIT model equally well as
the event in the centre of model.

On the set of eight events, Gaussian random noise was
added to traveltimes simulating picking errors. The picking

Input 1D velocity model, N event
locations, picked arrival time

Inverted for
epsilon/delta

Use epsilon/delta for new travel

times with anisotropic
parameters

Calculate the RMS with

While RMS keep decreasing

the anisotropic model

RMS does not decrease

Minimum RMS is reached

Get the optimal epsilon/delta and
origin times for N events

Figure 2 Flow chart of the algorithm used for the inversion of origin time and anisotropic parameters.
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errors may result from high-noise levels or simply local veloc-
ity perturbations. In the case study, the arrival picks of events
originally had an average root mean square (RMS) of time
residuals larger than 30 ms. Thus, we perturbed the arrival
times by Gaussian noise with a standard deviation varying
from 4-32 ms. Generally, we can observe a decreasing pre-
cision of the inverted parameters as the noise levels increase.
However, the errors of the inverted parameters do not seem
to be significantly high. Even with 16 ms of noise level in
arrival times, € and origin times are accurately inverted and
8 is less than 20% different from the input value. This ob-
servation is in good agreement with Gei et al. (2011) who
observed also only 1-2% errors in inverted anisotropic pa-
rameters with noise levels up to 4 ms. In conclusion, inversion
of noise contaminated arrival times does not seem to be sig-
nificantly affected up to the noise level of a standard deviation
of 8 ms.

Sensitivity to source depths

Microseismic events have unknown depths. Even depths of
calibration shots may not be known well due to deviation
survey uncertainty. Hence, to study the sensitivity of the in-
verted parameters to depth, we vary the source depths of the
synthetic microseismic events by 5-20% and evaluate the ef-
fect of the unknown (or biased for perforation shot) depths.
The purpose of the synthetic test is to understand the sen-
sitivity of the obtained anisotropic parameters to depths of
the microseismic events. The incorrect depths of microseis-
mic events result in a strong bias of the inverted anisotropic
parameters ¢ and § (see also Gei et al. 2011). If the assumed
depths of microseismic events are greater than the true depths,
€ and § increase while the origin time shifts to later time (abso-
lute) relative to the true origin time. The shifts are apparently
large but the increased anisotropic parameters flatten more
moveout across the array, thus shifting the origin time to later
times reduces the misfit of travel and arrival times. For a 5%
change in the source depth, € changes by 15% and § changes
by 40%. § is more sensitive to the incorrect depth than e, as
8 plays a more important role in near-to-middle offsets (and
traveltimes are matched to measured arrival times). Luckily,
5% is perhaps the upper estimate for an error in the depth
position of a calibration shot due to a deviation survey in
a long lateral well (see Bulant et al. 2007 for more details).
However, in the case of microseismic events used for velocity
model calibration, a depth error of 5% is quite possible.

In some cases vertical velocity profiles may not be known
with sufficient accuracy. For example, typically sonic logging

over a limited depth interval is available and the velocity in
the depth interval above the sonic log is extrapolated to the
surface. This may result in vertical velocity profile errors,
which may correspondingly result in incorrectly estimated
anisotropic parameters. As the inversion technique is sensitive
only to an average vertical velocity we tested the sensitivity by
using different scaling factors on the vertical velocity profile
(see Fig. 1c) to obtain the vertical input velocity profile for the
inverse problem.

We vary the input vertical velocity profile by increasing
the average vertical velocity to 105-120% of the original
profile. The results show that changing the vertical velocity
strongly affects both the anisotropic parameters and the ori-
gin time. Contrary to depth change, € is more sensitive to
velocity change. For example, a 5% increase in vertical veloc-
ity causes a 30% increase in € and a 25% increase in 8. The
results show large discrepancies of the anisotropic parameters.
We note that the RMS errors with incorrect depth or velocity
are relatively small as observed also by Gei et al. (2011) but
the origin time is significantly shifted. This results from the
fact that in surface locations based on P-wave arrivals the ori-
gin times compensated partly for errors in the model or source
depth. We conclude that the vertical velocity needs to be de-
termined very accurately. If none of the parameters are fixed
accurately, it is not possible to determine independently the
vertical velocity, source depths and anisotropic parameters in

simultaneous inversion.

Additional inversion for source depths or vertical velocity

In this section we try to assess the possibility of inverting si-
multaneously for the Thomsen anisotropic parameters, origin
times and source depths as discussed in the previous section
(see Fig. 3). As shown in the flow chart, the source depths
of events are updated successively and iterations are process-
ing with the anisotropic parameters and origin times inverted
until minimal RMS is reached. The test is carried out for two
events, E1_1 and E2_1, from the central part of the array with
different depths. Table 3 shows the initial depths of the two
synthetic events set to an approximate depth of injection at
3600 m. The source depths are grid searched with grid step of
30 m and for noise-free arrival times the final depths for these
two events are 3840 m and 3470 m, which are close to the ac-
tual depths. The parameters € and § and origin times are well
inverted. However, we found that with a significantly incor-
rect starting depth the algorithm was not able to find correct
depths and did not converge. Thus the choice of event depths,
which are close to their true depths, is crucial for successful

© 2013 European Association of Geoscientists & Engineers, Geophysical Prospecting, 61, 919-930
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Updated
depths for
N events

Keep iteration

- Adjust the origin time

by subtracting the
average residual

While overall RMS keep
decreasing

While overall RMS stop
decreasing

While overall RMS stop keep
decreasing

Initial
depths for N
events

1D velocity model, event offset,
picked arrival time

Input updated depths
from 1:n-1 events
Inverted for
epsilon/delta

Use epsilon/delta for new
traveltimes of N events

Grid search the depth for the
nth event for the smallest RMS
for this event. Add up RMSs of

N events

Get updated depths for N
events, Calculate overall RMS

Get the optimal origin time/depth for N events
Invert for final epsilon and delta

Overall RMS stop decreasing

Figure 3 Flow chart of the algorithm used for the inversion of origin time, source depths and anisotropic parameters.

inversion. Furthermore, we test the algorithm with different
levels of noise added to the synthetic arrival times starting
with no noise, a noise level of 4 ms (standard deviation of
the added noise) and a noise level of 8 ms. Inverting the fi-
nal depths, Thomsen anisotropic parameters and origin times
shows that the picking error does not seem to significantly
destabilize the inversion as these inverted depths are within
one grid point of their true values.

CASE STUDY

We apply the inversion of the Thomsen anisotropic parame-
ters (with depths and origin times) to several hydraulic frac-
turing treatments within a buried array. The array consists in
101 stations and occupies approximately 67 square kilometres
(25 square miles), with a station offset spacing approximately
900 m as illustrated in Fig. 1(a,b). The geophones in each

Table 3 Feasibility of inversion for source depths. Two calibration events were considered at depths 3838 m (E2_1) and 3482 m (E1_1) in
effective VTI anisotropy of € = 0.1 and § = 0.05. Origin time for both events was set to —0.2 seconds

Initial depth Final depth TO RMS noise level
(m) (m) € ) (s) (ms) (ms)
3600, 3600 3780, 3470 0.1 0.05 —0.20, —0.20 0,0 0

3600, 3600 3780, 3500 0.11 0.04 -0.19, —0.19 7,7 4

3600, 3600 3810, 3500 0.12 0.02 -0.20, —0.19 16, 16 8

© 2013 European Association of Geoscientists & Engineers, Geophysical Prospecting, 61, 919-930
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station are buried 60-90 m below the surface and cemented
to increase the coupling with the formation. The approxi-
mate depth of the stimulated shale is 3800 m, resulting in a
maximum offset-to-depth ratio of 2 for events in the south
of the array. The depth resulted in a very low signal-to-noise
ratio for perforation or calibration shots at known positions.
Thus, we applied the inversion to eight high signal-to-noise
microseismic events. The eight events are from four different
stimulations located in the central and southern part of the
array as shown in Fig. 1(a). The coordinates and number of
reliably picked arrivals for each event are shown in Table 1.
We manually picked arrival times of P-waves (qP-waves but
we shall use P-waves nomenclature in the following) on ap-
proximately 50-60 receivers for each event. Some receivers
close to the P-wave nodal plane possessed a signal-to-noise
ratio that is too low to be picked with confidence.

Table 4 shows the € and 8, origin time corrections and RMS
for each event. The isotropic velocity model was derived from
checkshot measurements determined in a nearby well. This
1D isotropic velocity model was not perturbed when invert-
ing for anisotropic parameters as it represents an ideal vertical
velocity measurement in the frequency range relevant to mi-
croseismic data assuming high-quality checkshot arrival picks.
The origin time correction is a time-shift between the origin
time inverted in the starting isotropic velocity model and the
origin time in the final anisotropic velocity model. The in-
version algorithm was run four times with fixed depths: twice
with single events, firstly a central event and secondly a south-
ern event; a group of four events; and a group of eight events.
We wanted to understand if the inverted anisotropic param-
eters are stable for variable groups of events and locations
of microseismic events. As shown in the test on the synthetic
data set, inversion for depth and anisotropic parameters using
a single event is less stable. The two inversions with four and
eight events resulted in more mutually consistent values of in-
verted Thomsen parameters € and § and similar corrections in
the origin times of the same events. Inversion of larger num-
bers of events resulted in very similar (only slightly increased)
RMS values, which indicates that our inversion provides real-
istic values of inverted Thomsen anisotropic parameters. The
RMS values of the residuals are very similar to those obtained
in the tests on synthetic data sets for the test on the source
depth, Thomsen anisotropic parameters and origin time inver-
sion and are between 4-8 RMS ms, which further indicates
reliable inversion results. Finally, the values of the inverted
Thomsen anisotropic parameters seem to be consistent within
the range of the Thomsen parameters obtained from active
seismic in shale reservoirs (range between 0.1-0.2 for ¢ and

Table 4 Inversion results of different groups of microseismic events.
The groups of events are separated by thick horizontal lines, i.e., the
first group consists in E2_1 only, the third group consist in events
E1_1, E2_1, E2_2 and E3_1, etc. The last group contains the inver-
sion results with depth searching. The origin time-shift is the time
difference between the isotropic and anisotropic origin times

RMS TO Shift
Events € ) (s) (s)
E2_1 0.133 0.063 0.0045 -0.170
E3_1 0.171 0.052 0.0052 —0.128
E1_1 0.151 0.044 0.0063 -0.131
E2_1 0.0056 -0.169
E2_2 0.0062 -0.170
E3_1 0.0083 -0.138
E1_1 0.153 0.046 0.0065 -0.129
E2_1 0.006 —0.168
E2_2 0.0066 —0.169
E3_1 0.0077 -0.136
E3_2 0.006 -0.129
E3_3 0.0054 -0.113
E3_4 0.0048 -0.111
E4_1 0.0083 -0.216
E1_1 0.152 0.061 0.006 —0.082
E2_1 0.0046 —0.104
E2_2 0.0042 —0.069
E3_1 0.0054 —0.144
E3_2 0.0059 —0.088
E3_3 0.0042 —0.120
E3_4 0.0048 —0.106
E4_1 0.0082 -0.206

less than 0.1 for §). Therefore we conclude that inversion of
VTI parameters is robust with respect to the numbers of and
locations of inverted events in this data set.

In the last group in Table 4, we consider the inversion algo-
rithm that searches the source depths, Thomsen anisotropic
parameters and origin times of all events. We constrained the
depth search to 300 m from the depth of the treatment well
and reach the final depths of the events not far (less than
200 m away) from their original depths. The result shows less
affected Thomsen anisotropic parameters. All eight events are
assigned with initial depths from the initial isotropic velocity
model. There is a trade-off between the final inverted depths
and the origin time changes (see also Eisner et al. 2010). This
is also observed for the synthetics contaminated with noise in
Table 3. However, the Thomsen parameters € and § do not
seem to be severely affected by this trade-off. Comparing the
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Figure 4 (a) The predicted traveltimes from the isotropic model (yellow) and anisotropic velocity models without (blue) or with (green) depth

searching are plotted with the P-wave arrival times (red) from E1_1, an example event from the central part of the array. Note that there is
a discrepancy between P-wave picks and the isotropic model that could possibly be eliminated by an origin time-shift. (b) Residuals (picked
arrival times minus model traveltimes and origin time) of the isotropic model (yellow) and the anisotropic without (blue) or with (green) depth

searching for all eight events.

Thomsen anisotropic parameters from the last two groups of
Table 4 one can conclude that the differences in the inverted
anisotropic parameters are not significant. Thus, even consid-
ering the uncertainty of source depths, we can still achieve a
robust estimate of the Thomsen anisotropic parameters.
Figure 4(a) shows an example of arrival times versus offsets
for E1_1 through joint inversion of all events from Table 4.
The arrival times are compared with traveltimes in an isotropic
velocity model and the two anisotropic velocity models in
Table 4 (€ = 0.15 and § = 0.05). The isotropic traveltimes are

computed at the final depth (obtained from the above inver-
sion). Note that the isotropic traveltimes fit the arrival times
much better if the origin time is shifted. Also note that there
is a trend of increasing residuals with offsets in the isotropic
model. Hence, we obtained a nearly constant shift or origin
times between the isotropic and anisotropic velocity models.
However, even with the shift the residuals shown in Fig. 4(b)
have a much larger scatter for the isotropic velocity model
than for the anisotropic velocity models. The isotropic veloc-
ity model can also fit the arrival times from approximately the

© 2013 European Association of Geoscientists & Engineers, Geophysical Prospecting, 61, 919-930



Anisotropic velocity model from surface monitoring of microseismic events 929

same depth if the original isotropic velocity model is scaled up
by a factor of 1.22 (this factor was found by a grid search to
migrate perforation shots to approximately the right depth).
Such scaling of the isotropic velocity model compensates for
the anisotropic moveout in small offsets. However, isotropic
velocity models cannot fully mimic anisotropic velocity mod-
els, especially with receivers at large offsets. The scatter in
the time residuals ranges between —0.01 and 0.01 s for both
anisotropic models. This proves that both VTI models can
provide a reasonable match with observed arrival times at all
offsets without any significant bias or trend.

The above joint inversion for eight microseismic events re-
sulted in a reduced RMS misfit (averaged at 5.6 ms) indicat-
ing that we can obtain robust estimates of origin times and
anisotropic parameters. We obtained Thomsen parameter €
of approximately 0.15 and 8 of 0.05. This indicates that the
reservoir model can be characterized with constant effective
Thomsen parameters as the events from the southern part of
the array have similar residuals to the events from the central
part of the array.

DISCUSSION

In this study, we approximate the local structure with a 1D
layered medium. It is appropriate given that the majority of
the presently explored gas shale sedimentary basins are rel-
atively simple gently dipping structures. We show large-time
residuals with offset with isotropic models (Fig. 4b). Although
ambiguity between heterogeneity and anisotropy may exist, in
our case, the anisotropy effect dominates. If the discrepancy is
caused by heterogeneity, the variations of the residuals would
have to laterally increase with offset. Instead, in Fig. 4(b), we
observe no trend or variation change in the time residuals.
Hence the VTI type of anisotropy is the simplest and most
reasonable explanation for observed residuals in the isotropic
model and heterogeneity does not fit well the residuals. The
best-fitting isotropic velocity model explaining the data has
a 122% larger vertical velocity than the measured checkshot
model. Such a major discrepancy is not feasible between a well
calibrated checkshot model with high-quality vertical velocity
and a model for microseismic events. The checkshot model
also does not allow for significantly increased or reduced ve-
locities in the isotropic model that could also reduce the trends
observed in the residuals.

As explained in the introduction, we invert constant ef-
fective anisotropic parameters from the depth of the reser-
voir to the surface. Although these parameters are physically
unrealistic, we are unable to resolve parameters of individ-

ual layers as all sources are at approximately the same depth.
If only one layer is anisotropic the inversion can be easily
adjusted to invert anisotropy only in this layer. Since the mi-
croseismic events are noisy, only larger events can be picked
individually and used to calibrate the velocity model. Our im-
proved velocity model can in turn be used for stacking and
locating the smaller events. As a result, better stacking results
can be expected with the calibrated velocity model, which rep-
resents the whole area under the array. Therefore, this makes
it possible for us to compare the location of small events from
one fracture to another for the same region, without introduc-

ing the bias of local velocities.

CONCLUSION

We have developed a method to invert Thomsen anisotropic
parameters in a 1D layered medium from P-wave arrival times
of microseismic data (either microseismic events or calibration
shots) recorded by a surface array. Our initial velocity model
is an isotropic layered model and the Thomsen anisotropic pa-
rameters are inverted in a non-linear iterative process. Tests
on synthetic data sets show that the method results in cor-
rect Thomsen parameters for events with known depths (e.g.,
calibration shots) and also converges to correct anisotropic
parameters for events with unknown depths if the initial esti-
mates of depths are close to correct and residuals are less than
8% of the total traveltime. The case study results in consis-
tent estimates of anisotropic parameters of € and § and allows
locating eight events from about 67 square kilometres (25
square miles) in a single velocity model with residuals less than
8 ms. To our best knowledge this is the first study to achieve
event locations from multiple hydraulic fracture stimulations
(several kilometres apart) with a single velocity model. The
effective estimations of Thomsen anisotropic parameters pro-
vide an anisotropic velocity model over the region of interest

that can be further used for active seismic imaging.
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