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2.25 Normalized performance error for various values of hysteresis width. $z_{ss}$ is the steady-state value of the system with hysteresis and the adaptive controller, $z_{ol}$ is the error of the open-loop system with same hysteresis, $r$ is the width of the play operator, and $u_{ss}$ is the steady-state control input to the system without hysteresis. Note that for a sinusoid command input, the response is sensitive to the ratio $\frac{r}{u_{ss}} = 2.6$. 46

2.26 For $\frac{r}{u_{ss}} = 2$ in Figure 2.25, we stimulate the steady state control input $u_{ss}$ corresponding to the systems with and without hysteresis. Note that when hysteresis is present, the adaptive controller compensates for the deadzone by producing a larger control amplitude. 46

2.27 Schematics of a typical diesel engine. 47

2.28 Command following for the linearized diesel engine model: Intake manifold pressure $P_i$ in response to step changes in the setpoint. Note that zero steady-state tracking error is achieved for the intake manifold pressure outputs. 51

2.29 Command following for the linearized diesel engine model: EGR rate $E_r$ in response to step changes in the setpoint. Note that zero steady-state tracking error is achieved for EGR rate. 52

2.30 Control inputs VGT percent closed $V (a)$, EGR throttle percent closed $E_t (b)$, and EGR valve percent open $E_v (c)$ corresponding to the closed-loop response shown in Figure 2.28 and Figure 2.29. Note that in this case, the adaptive controller uses large control authority in the EGR throttle percent closed ($E_t \in (-580, 520)$), which exceeds the limits $E_t \in [0, 100]$. 53

2.31 Command following for the linearized diesel engine model: Intake manifold pressure $P_i$ in response to step commands. Note that zero steady-state tracking error is achieved for the intake manifold pressure outputs. In this case, where the control signals are saturated, the transient response is degraded relative to Figure 2.28. 54

2.32 Command following for the linearized diesel engine model: EGR rate $E_r$ in response to steps in the setpoint. Note that zero steady-state tracking error is achieved for EGR rate. In this case, where the control signals are saturated, the transient response is worse than the response in Figure 2.29. 55
Control inputs VGT percent closed $V$ (a), EGR throttle percent closed $E_t$ (b), and EGR valve percent open $E_v$ (c) corresponding to the closed-loop response shown in Figures 2.31 and 2.32. Note that in this case, all of the control signals are within the admissible range, that is, between 0 and 100. Compared with Figure 2.30, the response is degraded due to the limits imposed on the control input $E_t$ and high gains of the controllers. Note that $E_v$ to $P_i$ is of nonminimum-phase.

Disturbance rejection for the linearized diesel engine model: The adaptive control uses knowledge of the first two nonzero Markov parameters to reject a sinusoidal disturbance acting on the linearized engine model. The frequency, phase, and amplitude of the disturbance are assumed to be unknown. The adaptive control is turned on after 5 seconds and drives the performance $z$ (a) to zero. Time history of control inputs VGT percent closed $V$, EGR throttle percent closed $E_t$, and EGR valve percent open $E_v$ are shown in (b), (c), and (d), respectively.

Command following for the nonlinear diesel engine model: (a) shows the intake manifold pressure $P_i$ in response to a step command. (b) shows the EGR rate $E_r$ in response to a step command. Figures 2.35(c), (d), and (e) show the time history of the control inputs $V$, $E_t$, and $E_v$. Note that, since we saturated the RCAC controller, all the control outputs are within the admissible range, that is, between 0 and 100 percent.

Schematic of the electromagnetically controlled oscillator.

Forced equilibrium position $q_{eq}$ corresponding to various values of $i_{eq}$ for $m = 1$ kg, $\ell = 3$ m, and $k = 5$ N/m. The ECO has no equilibria if and only if $i_{eq}^2 > \frac{4}{27} k \ell^3$, one equilibrium at $q_{eq} = \ell/3 = 1$ m if and only if $i_{eq}^2 = \frac{4}{27} k \ell^3$, and two equilibria if and only if $0 < i_{eq}^2 < \frac{4}{27} k \ell^3$. In the last case, $q_{eq1} < \ell/3$ is asymptotically stable, and $q_{eq2} > \ell/3$ is unstable.
2.38 Equilibrium current $i_{eq}$ and spectral abscissa of $A_1$ corresponding to each equilibrium of the ECO for $m = 1$ kg, $\ell = 3$ m, $k = 5$ N/m, and $c = 1, 5, 10$ N-s/m respectively. Note that $i_{eq}$ decreases as the mass moves farther into the stable region toward the left of $\ell/3$; $i_{eq}$ attains its maximum value $i_{eq} = \sqrt{\frac{4}{27}k\ell^3}$ at $q_{eq} = \ell/3 = 1$; and $i_{eq}$ decreases as the mass moves farther into the unstable region to the right of $\ell/3$. Meanwhile, the unstable equilibria become increasingly unstable as the mass moves farther to the right of $\ell/3$. Note that by decreasing the damping ratio $\zeta$, the system becomes more unstable.

2.39 ECO command-following problem.

2.40 ECO command-following problem with the RCAC adaptive controller and auxiliary nonlinearity $N_1$. The offset current $i_{offset}$ is determined by the setpoint feedback rule.

2.41 Offset current $i_{offset}$ corresponding to each mass position $q(k)$ for the ECO for $r(k) = 1.5$ m, $\rho = 1$, $\alpha = 1$, and $\beta = 1$. Note that the offset current is nonzero except for $q(k) = r(k)$. The offset current increases as the distance between current mass position and commanded mass position increases.

2.42 $H_1$ corresponds to each equilibrium of the ECO for $m = 1$ kg, $\ell = 3$ m, $c = 5$ N-s/m, and $k = 5$ N/m.

2.43 Position of the mass with the step command $r(k) = 1(k)$ for $m = 1$ kg, $\ell = 3$ m, $c = 5$ N-s/m, and $k = 5$ N/m. In this simulation, $H_1(1) = H_1(1)$. Since $r(k) = 1(k) = \ell/3$, it follows that $i_{offset} = 0$.

2.44 Time history of the control input $u_c$ corresponding to the closed-loop response shown in Figure 2.43. In this case, $i_{offset} = 0$.

2.45 Position of the mass with the step command $r(k) = 1(k)$ with various estimates $\hat{H_1}(1)$ of $H_1(1)$ for $m = 1$ kg, $\ell = 3$ m, $c = 5$ N-s/m, and $k = 5$ N/m. The controller is able to stabilize the plant and follow the step commands in all cases. However, the accuracy of $\hat{H_1}(1)$ affects the transient response. In this case, $i_{offset} = 0$. 

xv
2.46 Position of the mass with a nondecreasing sequence of step commands for $m = 1$ kg, $\ell = 3$ m, $c = 5$ N-s/m, and $k = 5$ N/m, where $\zeta = 1.1180$. In order to stabilize the mass close to the electromagnet, the command signal is a nondecreasing sequence of step commands, which is shown as the red dash line. Note that all equilibria greater than $q_{eq} = 1$ are open-loop unstable. In this simulation, we choose $\hat{H}_1 = H(1)$.

2.47 Current offset $i_{\text{offset}}$ (a) and control input $u_c$ (b) corresponding to the closed-loop response shown in Figure 2.46.

2.48 Position of the mass with a nondecreasing sequence of step commands for $m = 1$ kg, $\ell = 3$ m, $c = 4$ N-s/m, and $k = 5$ N/m, where $\zeta = 0.8944$. In order to stabilize the mass close to the electromagnet, the command signal is a nondecreasing sequence of step commands, which is shown as the red dash line. Note that we choose $\hat{H}_1 = H(1)$, and all equilibria greater than $q_{eq} = 1$ are open-loop unstable. In this case, which is underdamped, the transient response is worse than the response in Figure 2.46.

2.49 Current offset $i_{\text{offset}}$ (a) and control input $u_c$ (b) corresponding to the closed-loop response shown in Figure 2.48.

2.50 Largest distance that RCAC is able to move the mass for various open-loop damping ratios of the ECO. In all cases, we choose $\hat{H}_1 = H(1)$, that is, the Markov parameter for the ECO linearized at $q = 1$ for the simulation.

2.51 Position of the mass with a nondecreasing sequence of step commands for $m = 1$ kg, $\ell = 3$ m, $c = 5$ N-s/m, and $k = 5$ N/m, where $\zeta = 1.1180$. Note that all equilibria greater than $q_{eq} = 1$ are open-loop unstable. In this simulation, we let $\hat{H}_1 = H(1)$ for $q_{eq} \in (0, 1.7)$ and $\hat{H}_1 = 1.2H(1)$ for $q_{eq} \geq 1.7$. RCAC is able to stabilize the system up to $q_{eq} = 1.815$.

3.1 Example 3.4.1. Step command following for a minimum-phase, asymptotically stable plant with a proportional-integral controller. The controller (3.35) is implemented in feedback with the plant (3.34), where the input to the plant $v = \text{sat}_{a,b}(u)$ is given by (3.5). We consider the unsaturated case, that is, $a = -\infty$ and $b = \infty$, and the saturated case, where $a = -1$ and $b = 1$. For the case without saturation, $y$ follows the command with zero steady-state error. For the case with saturation, $u$ exhibits integrator windup. In particular, the integrator windup results in the overshoot in $y$. 
3.2 Example 3.4.1. Step command following for a minimum-phase, asymptotically stable plant with RCAC. The adaptive controller (3.19) with \( a = -1 \) and \( b = 1 \) in (3.29) is implemented in feedback with \( n_c = 1, \eta = 0.1, P_0 = I, \) and \( B_f = 0.04758. \) Note that, \( a, b, \) and \( B_f \) are the only required model information for the adaptive controller. We initialize RCAC as the PI controller in (3.35). For the case saturation \( a = -1 \) and \( b = 1, \) \( y \) follows \( w \) with zero steady-state error and no overshoot. Note that the controller output \( u \) doesn’t exceed the saturation \( b = 1, \) hence, \( u \) does not exhibit integrator windup.

3.3 Example 3.4.2. Square wave command following for a minimum-phase, asymptotically stable plant with saturation. We consider no saturation as well as 10\%, 20\%, 40\%, and 80\% saturation. Without saturation, \( y \) follows the command \( w \) at each step. With saturation, note that the adaptive controller is not able to follow the command because the saturation makes this impossible. However, the output \( y \) follows \( w \) without the phase lag that is characteristic of integrator windup.

3.4 Example 3.4.3. Triangle-wave command following for a minimum-phase, Lyapunov-stable plant with saturation. We consider no saturation as well as with 10\%, 20\%, 40\%, and 80\% saturation. Without saturation, \( y \) follows the command \( w \). Each time the slope of \( w \) changes sign, the control \( u \) experiences a transient, and the output \( y(k) \) follows the command. With saturation, the adaptive controller is not able to follow the command because the saturation makes this impossible.

3.5 Example 3.4.4. Square-wave command following for a double-integrator plant with saturation. We consider \( v = \text{sat}_{-1,1}(u). \) The adaptive controller (3.19) is implemented in feedback with \( n_c = 3, \eta = 0.01, P_0 = I, \) and \( B_f = [1 \ 0]. \)

3.6 Example 3.4.5. Mass-spring structure with single-direction force actuation.

3.7 Example 3.4.5. Command-following for an undamped mass-spring-damper structure with single-direction force actuation. The adaptive controller (3.19) is implemented with \( n_c = 5, \eta = 0.0001, P_0 = 0.1I, \) and \( B_f = [0.004 \ 0]. \) The goal is to bring the mass to \( q = 0 \) with single-direction force actuation with \( q(0) = 3 \text{ m and } \dot{q}(0) = 5 \text{ m/s}. \)

3.8 Example 3.4.6. The convex control constraint set \( U \) formed by (3.46)-(3.48).
3.9 Example 3.4.6. Command following for a multi-rotor helicopter. The adaptive controller (3.19) with the saturation bounds in (3.50) is implemented in feedback with $n_c = 8$, $\eta = 0$, $P_0 = 0.1I$, $\bar{B}_f = [0.01I_{3x3} \ 0_{3x3}]$, and $\theta(0) = 0$. Note that the outputs of $y_1$, $y_2$, $y_3$ follow the commands $w_1$, $w_2$, and $w_3$ after the transient.

3.10 Example 3.4.6. The adaptive controller (3.19) with known saturation bounds in (3.50) is implemented in feedback with $n_c = 8$, $\eta = 0$, $P_0 = 0.1I$, $\bar{B}_f = [0.01I_{3x3} \ 0_{3x3}]$, and $\theta(0) = 0$. The black dots represent the constraint set in (3.46) and (3.48), and the blue dots represent the unsaturated controller output $u$. The blue crosses outside the boundary of the constraint (black dots region) are due to the transient behavior of RLS update in (3.32) and (3.33).

3.11 Example 3.4.6. At each time step, the distance between the unsaturated commanded control $u(k)$ (blue crosses that are outside the control constraint set $U$ in Figure 3.10) and the saturated control $\text{Sat}(u(k))$.

4.1 Adaptive command-following problem for a Hammerstein plant with input nonlinearity $N$. We assume that measurements of $z(k)$ are available for feedback; however, measurements of $v(k) = N(u(k))$ and $w(k)$ are not available.

4.2 Hammerstein command-following problem with the RCAC adaptive controller and auxiliary nonlinearities $N_{\text{sat}}$, $N_b$, $N_s$, and $N_r$. Note that $N \circ N_r$ is nondecreasing on $I = [3,7]$ and $R_I(N \circ N_r) = R_I(N) = [−1,1]$. Note that $N \circ N_r$ is piecewise nondecreasing but not globally nondecreasing on $I = [1,9]$, and that $R_I(N \circ N_r) = R_I(N) = [0,4]$. Note that $N \circ N_r$ is piecewise nondecreasing but not globally nondecreasing on $I = [−2,0]$, and that $R_I(N \circ N_r) = R_I(N) = [−1,1]$.
Example 4.4.4. In this example, \( R_{[-2,0]}(N \circ N^r) \cap R_{[0,1]}(N \circ N^r) = \emptyset \). (a) Nondecreasing composite nonlinearity \( N \circ N^r \). Note that \((N \circ N^r)(0) = 1 > (N \circ N^r)(1) = 0 \). (b) Auxiliary sorting nonlinearity \( N^s(u_b) = 0.5u_b + 1 \) for \( u_b \in [-2,0) \) and \( N^s(u_b) = 2u_b - 2 \) for \( u_b \in [0,1] \). (c) The composite nonlinearity \( N \circ N^r \circ N^s \).

Example 4.4.5. In this example, range of \( N \circ N^r \) on subintervals of its domain has partially overlapping intervals, where neither \( R_{[-5,0]}(N \circ N^r) \) nor \( R_{[0,5]}(N \circ N^r) \) is contained in the other set. Note that \((N \circ N^r)(0) = 4 > (N \circ N^r)(5) = 1 \). (a) Piecewise nondecreasing composite nonlinearity \( N \circ N^r \) with partially overlapping intervals. (b) Auxiliary sorting nonlinearity \( N^s(u_b) = u_b + 5 \) for \( u_b \in [-5,0) \) and \( N^s(u_b) = u_b - 5 \) for \( u_b \in [0,5] \). (c) The composite nonlinearity \( N \circ N^r \circ N^s \) is piecewise nondecreasing on \([-5,5]\).

Example 4.4.6. In this example, \( R_{[-5,0]}(N \circ N^r) \subset R_{[0,5]}(N \circ N^r) \). In this case, \( N^s \) is not needed. (a) Piecewise nondecreasing composite nonlinearity \( N \circ N^r \), where \( R_{[-5,0]}(N \circ N^r) \subset R_{[0,5]}(N \circ N^r) \) and the auxiliary sorting nonlinearity \( N^s(u_b) = u_b \) for \( u_b \in [-5,5] \). (b) The composite nonlinearity \( N \circ N^r \circ N^s \) is piecewise nondecreasing on \([-5,5]\).

Example 4.4.7. In this example, \( R_{[-5,0]}(N \circ N^r \circ N^s) \cap R_{[0,5]}(N \circ N^r \circ N^s) = \emptyset \). (a) Nondecreasing composite nonlinearity \( N \circ N^r \circ N^s \) and auxiliary blocking nonlinearity \( N_b(u_{sat}) = u_{sat} \). (b) The composite nonlinearity \( N \circ N^r \circ N^s \circ N_b \) is globally nondecreasing on \([-5,5]\).

Example 4.4.8. In this example, range of \( N \circ N^r \circ N^s \) on subintervals of its domain has partially overlapping intervals, where neither \( R_{[-5,0]}(N \circ N^r \circ N^s) \) nor \( R_{[0,5]}(N \circ N^r \circ N^s) \) is contained in the other set. (a) Piecewise nondecreasing composite nonlinearity \( N \circ N^r \circ N^s \) with partially overlapping intervals, where \( R_{[-5,0]}(N \circ N^r \circ N^s) = R_{[0,2]}(N \circ N^r \circ N^s) \) and the auxiliary blocking nonlinearity \( N_b(u_{sat}) = u_{sat} \). (b) The composite nonlinearity \( N \circ N^r \circ N^s \circ N_b \) is globally nondecreasing on \([-5,5]\).

Example 4.4.9. In this example, \( R_{[-5,0]}(N \circ N^r \circ N^s) \subset R_{[0,5]}(N \circ N^r \circ N^s) \). (a) Piecewise nondecreasing composite nonlinearity \( N \circ N^r \circ N^s \), where \( R_{[-5,0]}(N \circ N^r \circ N^s) \subset R_{[0,5]}(N \circ N^r \circ N^s) \) and the auxiliary blocking nonlinearity \( N_b(u_{sat}) = -5 \) for \( u_{sat} \in [-5,0) \) and \( N_b(u_{sat}) = u_{sat} \) for \( u_{sat} \in [0,5] \). (b) The composite nonlinearity \( N \circ N^r \circ N^s \circ N_b \) is globally nondecreasing on \([-5,5]\).
4.12 Example 4.4.10. (a) Input nonlinearity given by (4.22). (b) The auxiliary reflection nonlinearity $N_r$ given by (4.23) for $u_s \in [-5, 5]$, the auxiliary sorting nonlinearity $N_s$ given by (4.24) for $u_b \in [-5, 5]$, and the auxiliary blocking nonlinearity $N_b$ given by (4.25) for $u_{sat} \in [-5, 5]$. (c) Composite nonlinearity $N \circ N_r \circ N_s \circ N_b$. Note that $N \circ N_r \circ N_s \circ N_b$ is piecewise nondecreasing on $[-5, 5]$. (d) Composite nonlinearity $N \circ N_r \circ N_s$. Note that $N \circ N_r \circ N_s$ is globally nondecreasing on $[-5, 5]$ and $R_{[-5,5]}(N \circ N_r \circ N_s \circ N_b) = R_{[-5,5]}(N) = [-2, 19]$.

4.13 Example 4.4.11. (a) Input nonlinearity $N(u)$ given by (4.26). (b) The auxiliary reflection nonlinearity $N_r$ given by (4.27) for $u_s \in [-2, 6]$ and the auxiliary sorting nonlinearity $N_s$ given by (4.28) for $u_b \in [-2, 6]$. (c) Composite nonlinearity $N \circ N_r \circ N_s$. Note that $N \circ N_r \circ N_s$ is piecewise nondecreasing on $[-2, 6]$. (d) Composite nonlinearity $N \circ N_r \circ N_s$. Note that $N \circ N_r \circ N_s \circ N_b$ is globally nondecreasing on $[-2, 6]$. (e) The auxiliary blocking nonlinearity $N_b$ given by (4.29) for $u_{sat} \in [-2, 6]$. (f) Composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is globally nondecreasing on $[-2, 6]$, and $R_I(N \circ N_r \circ N_s \circ N_b) = R_I(N \circ N_r \circ N_b) = R_I(N) = [-1, 0.5]$.

4.14 Example 4.5.1. (a.i) shows the nonlinear input nonlinearity $N(u) = -u^3$ and the auxiliary nonlinearities $N_b$, $N_s$, and $N_r$. (a.ii) shows the nondecreasing input nonlinearity $N \circ N_r \circ N_s$. (a.iii) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing. (b) shows the closed-loop response of the asymptotically stable minimum-phase plant $G$ given by (4.30) with the sinusoidal command $r(k) = 5 \sin(\Omega_1 k)$, where $\Omega_1 = \pi/5$ rad/sample. (b.iii) shows the input nonlinearity $N$ for all $u \in \mathbb{R}$, and (b.iv) shows the time history of $u$. Finally, Figure 4.14(b.v) shows the time history of $\theta$ and (b.vi) shows the frequency response of $G_{c,1000}(z)$, which indicates that $G_{c,1000}(z)$ has high gain at the command frequencies $\Omega_1$ and the harmonic $3\Omega_1$.

4.15 Example 4.5.2. (a) shows the saturation input nonlinearity $N$ given by (4.34). (b) shows the closed-loop response of the asymptotically stable NMP plant $G$ given by (4.33) with the two-tone sinusoidal command $r(k) = 0.5 \sin(\Omega_1 k) + 0.5 \sin(\Omega_2 k)$, $\Omega_1 = \pi/5$ rad/sample, and $\Omega_2 = \pi/2$ rad/sample. (c) shows the frequency response of $G_{c,1000}(z)$, which indicates that $G_{c,1000}(z)$ has high gain at the command frequencies $\Omega_1$ and $\Omega_2$.
Example 4.5.3. (a) shows the deadzone input nonlinearity $\mathcal{N}(u)$ given by (4.35). (b) shows the closed-loop response of the asymptotically stable NMP plant $G$ given by (4.33) with the two-tone sinusoidal command $r(k) = \sin(\Omega_1 k) + 0.5 \sin(\Omega_2 k)$, where $\Omega_1 = \pi/4$ rad/sample and $\Omega_2 = \pi/10$ rad/sample. Figure 4.16(b.i) shows the time history of the performance $z$ with $a = 10$, where the transient behavior is poor. Figure 4.16(b.ii) shows the time history of $z$ with $a = 2$. Note that the transient performance is improved and $z$ reaches steady state in about 300 time steps. Finally, Figure 4.16(b.iii) shows the time history of $z$ with $a = 1$; in this case, RCAC cannot follow the command due to the fact that $a = 1$ is not large enough to provide the control $u_c$ needed to drive $z$ to a small value. (c) shows the time history of $u$ for the case $a = 2$, and (d) shows the frequency response of $G_{c,1200}(z)$ with $a = 2$, which indicates that $G_{c,1200}(z)$ has high gain at the command frequencies $\Omega_1$ and $\Omega_2$.

Example 4.5.4. Closed-loop response of the plant $G$ given by (4.36) with the initial condition $x_0 = [-5.2 \ - 1.1]^T$. The system runs open loop for 100 time steps, and the adaptive controller is turned on at $k = 100$ with the relay input nonlinearity given by (4.37) and $x(100) = [-415.2 \ - 411.1]^T$. For $k \geq 1000$, the command is the step $r(k) = -200$ as shown in (b). (c) shows the time history of the performance $z$, and (d) shows the time history of $u$.

Example 4.5.5. (a.i) shows the input nonlinearity (4.39) and the auxiliary nonlinearities $\mathcal{N}_b$ and $\mathcal{N}_r$. (a.ii) shows the piecewise non-decreasing input nonlinearity $\mathcal{N} \circ \mathcal{N}_r$. (a.iii) shows that the composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_b$ is nondecreasing. (b) shows the closed-loop response of the stable minimum-phase plant $G$ given by (4.38) with the sinusoidal command $r(k) = \sin(\Omega_1 k)$, where $\Omega_1 = \pi/5$ rad/sample. (c) shows the frequency response of $G_{c,1200}(z)$, which indicates that $G_{c,1200}(z)$ has high gain at the command frequency $\Omega_1$ and the harmonic $3\Omega_1$.

Adaptive command-following problem for a Hammerstein plant with an even input nonlinearity $\mathcal{N}$. The command signal $r$ has frequency $\Omega$ and phase angle $\phi$, while the pseudo-command is a sinusoid with frequency $\Omega/2$. The pseudo-command provides the harmonic content needed by RCAC due to the even nonlinearity, which produces harmonics at only DC and $2\Omega$. 
4.20 Example 4.6.1. (a) shows the resulting time history of the command-following performance $z$. In this case, the adaptive controller fails to follow the command in the presence of the quadratic input nonlinearity (4.41). Figure 4.20 (c) shows the frequency response of $G_{c,5000}(z)$, which indicates that $G_{c,5000}(z)$ has high gain at $2\Omega_1 = 2\pi/5$ rad/sample, but not at the command frequency $\Omega_1 = \pi/5$ rad/sample.

4.21 Example 4.6.2. Adaptive command-following problem for a Hammerstein plant with an even input nonlinearity (4.41). The command signal $r(k) = \sin(\Omega_1k + \phi)$, where $\Omega_1 = \pi/5$ rad/sample and $\phi = \pi/6$ rad. The Hammerstein system runs open-loop for 100 time steps, and RCAC with the pseudo-command $r_p(k) = \sin(\Omega_1/2k)$ is turned on at $k = 100$. Figure 4.6.2(a) shows the time history of $z$. Figure 4.6.2 (b) shows the frequency response of $G_{c,3000}(z)$, which indicates that $G_{c,3000}(z)$ has high gain at the command frequency $\Omega_1 = \pi/5$ rad/sample.

4.22 Example 4.6.3. (a.i) shows the quadratic input nonlinearity $N(u) = u^2 - 2$ and the auxiliary nonlinearities $N_b$ and $N_r$. (a.ii) shows the piecewise nondecreasing input nonlinearity $R_{[-4,0]}(N \circ N_r \circ N_s) \subset R_{[0,4]}(N \circ N_r \circ N_s)$, which is not partially overlapping. (a.iii) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing. (b) shows the closed-loop response of the stable minimum-phase plant $G$ given by (4.30) with the sinusoidal command $r(k) = \sin(0.2\pi k)$ and disturbance $w(k) = 0.5\sin(\frac{\pi}{2}k)$. 

4.23 Example 4.6.4. (a) shows that RCAC follows the sinusoidal command for the Hammerstein system. (b) shows the input nonlinearity $N$, (c) and (d) show the auxiliary nonlinearities $N_r$ and $N_b$, (e) shows that the composite nonlinearity $N \circ N_r \circ N_s$ is piecewise increasing, and (f) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing.

4.24 Example 4.7.1. (a.i) shows the input nonlinearity $N(u)$ given by (4.45) and the auxiliary nonlinearities $N_b$ and $N_r$. (a.ii) shows the piecewise nondecreasing input nonlinearity $N \circ N_r \circ N_s$ with partially overlapping intervals. (a.iii) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing. (b) shows the closed-loop response to the sinusoidal command $r(k) = \sin(0.2\pi k)$ of the stable minimum-phase plant $G$ given by (4.44). (b) shows the resulting time history of $z$, and (c) shows the time history of $u$. Finally, (d) shows the frequency response of $G_{c,2000}(z)$, which indicates that $G_{c,2000}(z)$ has high gain at the command frequency $\Omega = \pi/5$ rad/sample.
Example 4.7.2. (a) shows the non-monotonic input nonlinearity $N(u)$ given by (4.22), and (b) shows the auxiliary nonlinearities $N_b$ and $N_r$. (c) shows that the composite nonlinearity $N \circ N_t \circ N_s$ is piece-wise nondecreasing. (d) shows that the composite nonlinearity $N \circ N_t \circ N_s \circ N_b$ is globally nondecreasing. (e) shows the closed-loop response to the sinusoidal command $r(k) = \sin(0.2 \pi k)$ of the stable minimum-phase plant $G$ given by (4.46). (f) shows the resulting time history of $u$, and (h) shows the time history of $\theta$.

5.1 Adaptive command-following problem for a Hammerstein plant with input nonlinearity $N$. We assume that measurements of $z(k)$ are available for feedback; however, measurements of $v(k) = N(u(k))$ and $w(k)$ are not available.

5.2 Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $N(u) = (u-2)^2 - 3$. We consider $N(u) = (u-2)^2$ and the steady-state average performance $z_{ss,avg} = 5.7154 \times 10^{-4}$. Note that RCANC compensates for the unknown bias in $N$.

5.3 Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $N(u) = (u-2)^2 - 3$. We consider $N(u) = u^2$ and note that the intervals of monotonicity of $\tilde{N}$ and $N$ are different. As shown in Fig 5.3, RCANC is not able to follow the command.

5.4 Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $N(u) = (u-2)^2 - 3$. We consider $N(u) = 5(u-2)^2$ and the steady-state average performance $z_{ss,avg} = 9.0578 \times 10^{-4}$. Note that the performance degradation is 58.48%.

5.5 Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $N(u) = (u-2)^2 - 3$. Using $N(u) = |u-2|$, the steady-state average performance $z_{ss,avg} = 0.0241$ and the performance degradation is of two orders of magnitude. In this case, the ersatz nonlinearity $\tilde{N}$ matches the monotonicity but not the shape of $N$.

5.6 Response of reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $N(u) = (u-2)^2 - 3$. We consider $N(u) = (u-2)^2$ with a linear controller structure and the steady-state average performance $|z_{ss,avg}| = 0.0110$.

5.7 Closed-loop steady-state average performance $|z_{ss,avg}|$ with Fourier basis function for NARMAX/O, NARMAX/I and NARMAX/IO structure. $|z_{ss,avg}|$ decreases as we increase the number of basis functions for all three cases. Note that NARMAX/O structure provides the best steady-state average performance $|z_{ss,avg}|$. 
5.8 Closed-loop steady-state average performance $|z_{ss,avg}|$ with RBF for NARMAX/O, NARMAX/I and NARMAX/IO structure. $|z_{ss,avg}|$ decreases as we increase the number of basis functions for all the cases. Note that overall NARMAX/IO structure provides the best steady-state average performance $|z_{ss,avg}|$. 

5.9 Closed-loop steady-state average performance $|z_{ss,avg}|$ with logistic basis function for NARMAX/O, NARMAX/I and NARMAX/IO structure. $|z_{ss,avg}|$ decreases as we increase the number of basis functions for all three cases. Note that NARMAX/O structure provides the best steady-state average performance $|z_{ss,avg}|$. 

5.10 Closed-loop steady-state average performance $|z_{ss,avg}|$ with triangular basis function for NARMAX/O, NARMAX/I and NARMAX/IO structure. $|z_{ss,avg}|$ decreases as we increase the number of basis functions for all the cases. Note that overall NARMAX/O structure provides the best steady-state average performance $|z_{ss,avg}|$. 
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This dissertation extends retrospective cost adaptive control (RCAC) by broadening its applicability to nonlinear systems. Specifically, we consider command following and disturbance rejection for uncertain Hammerstein systems.

All real-world control systems must operate subject to constraints on the allowable control inputs. We use convex optimization to perform the retrospective input optimization, provided the saturation levels are known. The use of convex optimization bounds the magnitude of the retrospectively optimized input and thereby influences the controller update to satisfy the control bounds. We demonstrate this technique on illustrative numerical examples involving single and multiple inputs. In particular, this technique is applied to a multi-rotor helicopter with constraints on the total thrust magnitude and inclination of the rotor plane.

We develop RCAC for uncertain Hammerstein systems with odd, even, or arbitrary nonlinearities by constructing auxiliary nonlinearities to account for the non-monotonic input nonlinearities. The purpose of the auxiliary nonlinearities is to ensure that RCAC is applied to a Hammerstein system with a globally nondecreasing composite input nonlinearity. We assume that the linear plant is either asymptot-
cally stable or minimum-phase, and only one Markov parameter of the linear plant is known. The input nonlinearity is uncertain. The required modeling information for the input nonlinearity includes the intervals of monotonicity as well as values of the nonlinearity that determine overlapping segments of the range of the nonlinearity within each interval of monotonicity. In addition, we prove that the auxiliary nonlinearities preserve the range of the original nonlinear system and the composite input nonlinearity is globally nondecreasing.

Although RCAC is able to tune the linear controller to the command signal and nonlinear characteristics of the plant, the ability of the linear controller to produce accurate command following is limited by the distortion introduced by the nonlinearities. The linear controller structure of RCAC is replaced by a NARMAX (nonlinear ARMAX) controller structure, where the basis functions in the NARMAX controller are chosen by the user, and the controller coefficients appear linearly. To account for the case in which the input nonlinearity is uncertain, we investigate the performance of retrospective cost adaptive NARMAX control (RCNAC) in the case of uncertainty. In particular, we determine the minimal modeling information about the input nonlinearity that RCANC requires; once this information is known, an approximate input nonlinearity, called the ersatz nonlinearity, can be used by RCANC for adaptation.
CHAPTER I

Introduction

1.1 Motivation and Goals

Stabilization, command following, and disturbance rejection for a plant whose dynamics are uncertain and unknown can be challenging and difficult in many applications. For example, the airplane usually flies in the normal flight envelope, where aerodynamic models of the aircraft are available from wind-tunnel data. However, aircraft flight control under failure or damage conditions is demanding due to complex and unknown physics. Under these circumstances, the airplane flies outside the wind-tunnel data envelope, where the highly nonlinear aerodynamic models obtained by extrapolating the wind-tunnel test data are uncertain and inaccurate. Therefore, control applications for safety-critical flight systems require that the controller maintain the performance in the absence of either accurate aerodynamic models or predictable changes in the environment. Additional applications include automotive engine control with process parameter variations caused by production deviations, variations of external conditions, and aging; power systems with failure in the generator, transmission line, or distribution network; high-precision pointing systems with actuator and sensor nonlinearities; process control for food, oil, and wastewater; and biomedical applications to cardiovascular systems, where the cardiac outputs partially depend on the patient’s unpredictable “states” (e.g., level of exercise, emotion, and posture). In
the area of endocrine systems composed of a continuous glucose sensor and an insulin infusion pump, the insulin is used to cancel the glucose rise from eating or to recover from an elevated hyperglycemic state. The design of a controller that can regulate or alter the insulin dosing in response to the time-varying glucose levels can be difficult and challenging. Therefore, from safety considerations, those applications call for a technique that is able to adapt to unknown and unpredictable changes.

Numerous design methods are commonly used in feedback control problems, ranging from classical control to modern control. For example, as shown in Figure 1.1, the controller inputs $u$ are processed to produce plant outputs $y$. The controller design goal is to choose the input $u(t)$ such that the output $y(t)$ satisfies certain performance requirements.

![Figure 1.1: Schematic of the system.](image)

Model-based control techniques rely on the accuracy of the mathematical model of the plant. An exact plant model with same initial conditions and inputs $u$ produces the same outputs $y$ as the plant. However, in many applications, the physics of the systems may not be well understood. Under these circumstances, an exact mathematical model of the plant is not only costly but may be impossible to obtain as well. Furthermore, for some models of biological systems that are highly nonlinear, time-varying, and infinite dimensional, even if the exact plant model is available, this plant model cannot be used directly for control design. The difficulty in obtaining reliable models motivates the need to consider the case where the nonlinear systems are uncertain, and to develop a control technique for nonlinear systems that can adapt to imperfect models and unknown changes.

Linearization and model order reduction techniques [1] are used to obtain simpli-
fied models. For continuous time systems, the linearization can be either based on Taylor expansion of the nonlinear function around operating points or achieved by model fitting methods applied to experimental data. On the other hand, model order reduction techniques replace the original large scale system with a much smaller one, yet neglect the nonlinear effects that are outside the frequency range of interests.

An adaptive controller uses simplified models to tune itself to the actual plant characteristics in order to overcome uncertainty in the model or unexpected changes in the environment. Therefore, this simplified model containing limited model information is crucial for adaptive control. Hence, the motivation for this dissertation is to find the minimal but essential prior modeling information of the plant required by a control law in order to achieve a specified level of performance. Thus, the goals of this dissertation are to find answers to the following two questions:

- **What must be modeled and what is the minimal prior modeling information required by an adaptive control law to achieve desired performance for an uncertain nonlinear system?**

- **The ability of the linear controller to produce accurate command following is limited by the distortion introduced by the nonlinearities in the model. Can we develop a technique to reduce this distortion?**

### 1.2 Technical Approach and Impact

The design of autopilots for high-performance aircraft has motivated an intense research activity in adaptive control in the 1950s. Model reference adaptive control (MRAC) was proposed in [2, 3], where the sensitivity method and the MIT rule were used to design the adaptive laws. In this case, the objective is to force an unknown plant to follow the output of a known reference model. An adaptive pole placement control law was proposed by Kalman in [4]. In addition, adaptive control has attracted
growing interest since the 1960s. State space techniques and stability theory based on
Lyapunov method were introduced in [5, 6, 7, 8, 9, 10, 11, 12, 13, 14]. Adaptive control
with rich literature for the design, analysis, stability, and applications is presented
in [15, 16, 17, 18, 19, 20, 21]. Widely invoked assumptions in adaptive control are
passivity [22] and that plant is minimum-phase or stably invertible [11, 23]; these
assumptions are restrictive for practical applications and approaches to relax them
have been a proposed in the prior literature. With these challenges in mind, this work
focuses on retrospective cost adaptive control (RCAC), which is a direct digital control
approach that is applicable to linear plants that are possibly MIMO, nonminimum
phase (NMP), and unstable as shown in [24, 23, 25, 26, 27, 28, 29, 30]. RCAC relies on
knowledge of Markov parameters and, for NMP open-loop-unstable plants, estimates
of the NMP zeros. This information can be obtained from either analytical modeling
or system identification, see [31].

RCAC was developed for linear systems; the extension of RCAC in this disser-
tation broadens its applicability to nonlinear systems. If the nonlinear system is
uncertain, then adaptive control may be useful for learning the characteristics of the
nonlinearity online. Adaptive inversion control with uncertain input nonlinearities
and linear dynamics is considered in [32, 33, 34]. However, many practical nonlinear-
ities, such as saturation, deadzone, preload, and relay, are not one-to-one and onto,
and thus are not invertible. Therefore, in this dissertation, we make no attempt to
identify or invert the nonlinear plant.

All real-world control systems must operate subject to constraints on the allowable
control inputs. The work presented in this dissertation uses convex optimization to
perform the retrospective input optimization [35], provided the saturation levels are
known. The use of convex optimization bounds the magnitude of the retrospectively
optimized input and thereby influences the controller update to satisfy the control
bounds. We demonstrate this technique on illustrative numerical examples involving
single and multiple inputs.

A nonlinear plant may be uncertain except for its ranges and intervals of its argument on which it is increasing or decreasing. RCAC with auxiliary nonlinearities, which capture the essential features of the uncertain nonlinearities for use by the adaptive control algorithm, is then applied in place of the uncertain nonlinearity to construct a globally nondecreasing nonlinear system. Numerical results provide evidence for the effectiveness of this technique.

Although RCAC is able to tune the linear controller to the command signal and nonlinear characteristics of the plant, the ability of the linear controller to produce accurate command following is limited by the distortion introduced by the nonlinearities. The linear controller structure of RCAC is replaced by a NARMAX (nonlinear ARMAX) controller structure, where the basis functions in NARMAX controller are chosen by the user, and the controller coefficients appear linearly. To account for the case in which the input nonlinearity is uncertain, we investigate the performance of Retrospective Cost Adaptive NARMAX Control (RCANC) in the case of uncertainty. In particular, we determine the minimal modeling information about the input nonlinearity that RCANC requires; once this information is known, an approximate input nonlinearity, called the ersatz nonlinearity, can be used by RCANC for adaptation.

The research to address the effects of uncertain nonlinear systems based on limited modeling information of the plant extends the applicability and reliability of RCAC to many applications. Examples such as aerospace, automotive, power network, and biomedical system (mentioned above) can benefit from this technique.
1.3 Problem Definition

1.3.1 Plant Models

The objective of this dissertation is to extend the applicability of RCAC to nonlinear systems. Nonlinear dynamic systems can be approximated by nonlinear block-structured models. Specifically, plants with input nonlinearities (Hammerstein systems), plants with output nonlinearities (Wiener systems), and plants with both input and output nonlinearities (Hammerstein-Wiener systems), are considered. The nonlinear block-oriented models are shown in Figure 1.2, where $\mathcal{N}(\cdot)$ represents a deadzone, signum function, hysteresis, saturation, or other nonlinearities, and $G$ represents a linear dynamic plant. Throughout the dissertation, we consider Hammerstein systems, in which the control input is transformed by a nonlinearity before being applied to a linear plant.

![Block-structured nonlinear models](image)

(a) Hammerstein systems, (b) Wiener Systems, and (c) Hammerstein-Wiener systems.

Figure 1.2: Block-structured nonlinear models. (a) Hammerstein systems, (b) Wiener Systems, and (c) Hammerstein-Wiener systems.
1.3.2 Input Nonlinearities

In this section, we present four types of input nonlinearities that are ubiquitous in mechanical, hydraulic, and magnetic systems, namely, deadzone, signum function, hysteresis, and saturation.

Deadzone and signum function are static and memoryless. Deadzone describes the system’s insensitivity to small signals. In heating-cooling systems, deadzone nonlinearity prevents simultaneous heating and cooling, and a signum function represents on-off operation. In addition to memoryless nonlinearities, hysteresis and saturation may depend on states or control inputs and are, in fact, dynamic. Smart actuators, such as devices based on piezoelectric and magnetostrictive materials, use electrical energy to realize large strains and forces. These devices enable control technology for a wide range of new applications but are challenging, however, due to the fact that these materials are hysteretic. The play operator or the generalized Prandtl-Ishlinskii model are used to represent hysteresis in the system [36].

1.3.2.1 Deadzone

The deadzone function is given by

\[
y(u) = \begin{cases} 
  f_1(u), & \text{if } u > b_r, \\
  0, & \text{if } -b_l \leq u \leq b_r, \\
  f_2(u), & \text{if } u < -b_l,
\end{cases} \tag{1.1}
\]

where \( b_l, b_r \in \mathbb{R}, f_1 : \mathbb{R} \to \mathbb{R}, \text{ and } f_2 : \mathbb{R} \to \mathbb{R} \). Figure 1.3 shows the output of (1.1) for \( b_r = 1, b_l = 2, f_1(u) = u - 1, \text{ and } f_2(u) = u + 2 \).
1.3.2.2 Signum Function

The signum function is given by

\[ y(u) = \frac{1}{2} [\text{sign}(u - u_r) + \text{sign}(u + u_l)], \]

(1.2)

where \( u_l, u_r \in \mathbb{R} \). Note that \( y \) can assume only the values \(-1, 0, \) and \(1\), which represents on-off operation. Figure 1.4 shows the output of (1.2) for \( u_r = 1 \) and \( u_l = 2 \).

1.3.2.3 Play Operator

Let the input \( u(k) \in \mathbb{R} \) be a piecewise monotone continuous function for \( k \in [0, m] \), and let the initial state of the play operator be \( x(u(0)) = x_0 \). The output of the play
operator for $k \in [1, m]$ is defined as

$$x(u(k)) = \max \left( u(k) - r, \min \left( u(k) + r, x(u(k - 1)) \right) \right),$$

(1.3)

where the threshold $r$ determines the width of the play operator. Figure 1.5 shows the output of the play operator (1.3) for $r = 2, 4, 6$.

1.3.2.4 Prandtl-Ishlinskii Model

The Prandtl-Ishlinskii (PI) model is a rate-independent hysteresis model with nonlocal memory. This model is based on superposition of $N$ play operators with thresholds $r_i$, $i = 1, \ldots, N$. Let the input $u(k)$ be as above, and let the initial state of the $i$-th play operator be $x_i(u(0)) = x_{0i}$. The output of the $i$-th play operator at
step \( k \), for \( k \in [1, m] \) is defined as

\[
x_i(u(k)) = \max \left( \gamma(u(k)) - r_i, \min \left( \gamma(u(k)) + r_i, x_i(u(k - 1)) \right) \right),
\]

where \( \gamma : \mathbb{R} \rightarrow \mathbb{R} \) is a continuous increasing odd envelope function. Choosing the trivial envelope function \( \gamma(v) = v \) gives the most commonly used form of the PI model. The output of the PI model at step \( k \) is defined as

\[
y(k) = q\gamma(u(k)) + \sum_{i=1}^{N} p(r_i)x_i(u(k)),
\]

where \( q \) is a positive constant and \( p(f) \) is a positive density function [36]. An example of the PI model is shown in Figure 1.6 with parameters \( N = 100, r_j = 0.01j \) for \( j = 1, \ldots, N, p(r) = 0.5e^{-0.5r}, q = 0.5, \gamma(v) = 5\tanh(0.05v) \), and \( u(k) = 9.4\sin(\omega t) + 6.9\cos(2.3\omega t) \), \( \omega = 0.001 \). The nonlocal memory of this model is represented by the minor loops, which correspond to input reversals.
Figure 1.6: Output of the PI model (1.4), (1.5) with $N = 100$, $r_j = 0.01j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, $\gamma(v) = 5 \tanh(0.05v)$, and $u(k) = 9.4 \sin(\omega t) + 6.9 \cos(2.3 \omega t)$, $\omega = 0.001$. The minor loops shown in the figure correspond to input reversals and represent nonlocal memory.

1.3.2.5 Saturation

The saturation input nonlinearity is a function $\text{Sat} : \mathbb{R}^{I_u} \to \mathcal{U}$, where $\mathcal{U} \subseteq \mathbb{R}^{I_u}$ is the control constraint set. We assume that the function “Sat” is onto, that is, $\text{Sat}(\mathbb{R}^{I_u}) = \mathcal{U}$. In particular, if $\mathcal{U}$ is rectangular, then

$$\text{Sat}(u) = \begin{bmatrix} \text{sat}_{a_1, b_1}(u_1) \\ \vdots \\ \text{sat}_{a_{lu}, b_{lu}}(u_{lu}) \end{bmatrix}, \quad (1.6)$$
where $u = [u_1 \cdots u_n]^T \in U = [a_1, b_1] \times \cdots \times [a_n, b_n]$ and $\text{sat} : \mathbb{R} \rightarrow [a, b]$ is defined as

$$\text{sat}_{a,b}(u) = \begin{cases} 
  a, & \text{if } u < a, \\
  u, & \text{if } a \leq u \leq b, \\
  b, & \text{if } u > b. 
\end{cases} \tag{1.7}$$

An example of (1.7) is shown in Figure 1.8, where $a = -1$ and $b = 2$. Note that for MIMO systems, if $U$ is rectangular, then Sat is a decentralized saturation function as shown in Figure 1.8, that is, the $i$th output depends only on the $i$th component of the input. Although decentralized saturations are the most common input nonlinearities in control system design, the results presented in Chapter III also apply to a larger class of centralized saturation nonlinearities.

Figure 1.7: Output of (1.7), where $a = -1$ and $b = 2$. 
1.3.2.6 Other Nonlinearities

Many complex types of nonsmooth nonlinearities, can be interpreted as combinations of these four elementary nonlinear characteristics, and nonmonotonic input nonlinearities are discussed in Chapter IV.

1.4 Dissertation Outline

The remainder of this dissertation is organized as follows.

Chapter II Linear Retrospective Cost Adaptive Control Summary

In Chapter II, we apply retrospective cost adaptive control (RCAC) developed in [23, 25] to a linear plant with deadzone and hysteresis nonlinearities. The hysteresis is modeled with the play operator, Prandtl-Ishlinskii model, or modified Prandtl-Ishlinskii model. Initially, the system with hysteresis is controlled with RCAC having knowledge of the exact locations of the nonminimum-phase zeros of the plant. Then, the system is controlled with RCAC when the locations of the nonminimum-phase
zeros are determined through least-squares identification of the linear plant with hysteresis.

Next, we consider command-following and disturbance-rejection problems for a diesel engine model. The engine is a multi-input, multi-output system, where the transfer function of the linearized diesel engine model from EGR valve percent open to the intake manifold pressure is nonminimum phase. We demonstrate that RCAC is effective for both the linearized and nonlinear engine systems provided that two Markov parameters of the linearized engine plant model are known, either analytically or through system identification. For the command-following and disturbance-rejection problems, we consider the case when the disturbance is harmonic but otherwise unknown, and while the command signal is harmonic and known but no advance knowledge of its spectrum is assumed to be available.

Finally, we consider a command-following problem for the uncertain electromagnetically controlled oscillator (ECO). We assume that an estimate of the first Markov parameter of the discretized and linearized plant is known, but RCAC does not require knowledge of the inertia, damping, or stiffness of the plant. In this case, a setpoint feedback path is used to stabilize the unstable ECO at the commanded equilibria.

Chapter III Retrospective Cost Adaptive Control with Convex Saturation Constraints Summary

Chapter III begins the main topic of this dissertation. All real-world control systems must operate subject to constraints on the allowable control inputs. However, the method of the unconstrained adaptive control algorithm presented in Chapter II cannot be extended to the system with a saturation input nonlinearity. To account for the saturation constraint, we use convex optimization to minimize the quadratic retrospective cost function. The use of convex optimization bounds the magnitude of the retrospectively optimized input and thereby influences the controller update
to satisfy the control bounds. This technique is applied to a multi-rotor helicopter with constraints on the total thrust magnitude and inclination of the rotor plane. In particular, we formulate the multi-input constrained retrospective cost function as a second-order cone optimization (SOCP) problem. With this approach, RCAC is shown to adapt to these constraints.

The original contribution of Chapter III is the development of a constrained retrospective-cost-based adaptive controller. We demonstrate this technique on illustrative numerical examples involving single and multiple inputs. In the case of multiple control inputs, it is usually the case for optimal PID controller to assume that individual control inputs are subject to independent saturation. However, in many applications, a saturation constraint may affect multiple control inputs. The proposed control algorithm is able to deal with the problems in which multiple control inputs may be subject to dependent saturation constraints, where the dependency is assumed to be unknown.

**Chapter IV Retrospective Cost Adaptive Control with Auxiliary Nonlinearities Summary**

To further develop retrospective-cost-based adaptive control for uncertain Hammerstein systems, the results of Chapter IV generalize the results of Chapter II and Chapter III to uncertain Hammerstein systems with possibly non-monotonic input nonlinearities. We assume that only one Markov parameter of the linear plant is known and that the input nonlinearity is uncertain. The required modeling information for the input nonlinearity includes the intervals of monotonicity as well as values of the nonlinearity that determine overlapping segments of the range of the nonlinearity within each interval of monotonicity.

A novel feature of the adaptive control algorithms developed in Chapter IV of this dissertation is the use of auxiliary nonlinearities. The purpose of the auxiliary nonlin-
earities is to ensure that RCAC is applied to a Hammerstein system with a globally nondecreasing composite input nonlinearity. In particular, if the input nonlinearity is not nondecreasing, then an auxiliary blocking nonlinearity $N_b$, an auxiliary sorting nonlinearity $N_s$, and an auxiliary reflection nonlinearity $N_r$ are used to create a composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ that is nondecreasing, thus preserving the signs of the Markov parameters of the linearized system. An additional auxiliary saturation nonlinearity $N_{sat}$, which is used to tune the transient response of the closed-loop system, may depend on estimates of the range of the input nonlinearity and the gain of the linear dynamics.

The original contribution of Chapter IV is the construction of auxiliary nonlinearities to modify RCAC to deal with the input nonlinearities, which could be odd, even, or arbitrary, as well as monotonic or non-monotonic. In addition, we have proved that the auxiliary nonlinearities preserve the range of the original nonlinear system and construct a globally nondecreasing composite input nonlinearity.

**Chapter V Retrospective Cost Adaptive NARMAX Control with Ersatz Nonlinearities Summary**

The results of Chapter V present an unconventional approach to nonlinear output feedback control of Hammerstein systems by using adaptive control to directly update the gains of a NARMAX controller. A NARMAX model is a discrete-time ARMAX system in which the past output and inputs appear as arguments of basis functions. These functions are chosen by the user, and the controller coefficients appear linearly. The constraint that the controller coefficients appear linearly implies that the basis functions are fixed a priori and thus cannot be modified as part of the adaptation process. We numerically demonstrated that RCANC can improve the command-following performance for the Hammerstein systems over the linear controller structure for compensating performance distortion caused by the input
The original contribution of Chapter V is the modification of the adaptation mechanism to include a nonlinear adaptation mechanism. This modification ensures that the retrospective optimization accounts for the presence of the input nonlinearity. To account for the case in which the input nonlinearity is uncertain, we investigate the performance of RCNAC control in the case of uncertainty. In particular, we determine the minimal modeling information about the input nonlinearity that RCANC requires; once this information is known, an approximate input nonlinearity, called the ersatz nonlinearity, can be used by RCANC for adaptation.
CHAPTER II

Linear Retrospective Cost Adaptive Control

In this chapter, we apply retrospective cost adaptive control (RCAC) developed in [23, 25] to a linear plant with deadzone and hysteresis nonlinearities. The hysteresis is modeled with the play operator, Prandtl-Ishlinskii model, or modified Prandtl-Ishlinskii model. Initially, the system with hysteresis is controlled with RCAC having knowledge of the exact locations of the nonminimum-phase zeros of the plant. Then, the system is controlled with RCAC when the locations of the nonminimum-phase zeros are determined through least-squares identification of the linear plant with hysteresis. Next, we consider command-following and disturbance-rejection problems for a diesel engine model. The engine is a multi-input, multi-output system, where the transfer function of the linearized diesel engine model from EGR valve percent open to the intake manifold pressure is nonminimum phase. We demonstrate that RCAC is effective for both the linearized and nonlinear engine systems provided that two Markov parameters of the linearized engine plant model are known, either analytically or through system identification. For the command-following and disturbance-rejection problems, we consider the case when the disturbance is harmonic but otherwise unknown, and while the command signal is harmonic and known but no advance knowledge of its spectrum is assumed to be available. Finally, we consider a command-following problem for the uncertain electromagnetically controlled
oscillator (ECO). We assume that an estimate of the first Markov parameter of the
discretized and linearized plant is known, but RCAC does not require knowledge of
the inertia, damping, or stiffness of the plant. In this case, a setpoint feedback path
is used to stabilize the unstable ECO at the commanded equilibria.

The work on hysteresis is in collaboration with Bojana Drincic, and the results
on the diesel engine and uncertain ECO are published in [37, 38].

2.1 Retrospective Cost Adaptive Controller

In this section, we briefly review the retrospective cost adaptive control algorithm
developed in [23, 25]. This adaptive controller is effective in the presence of the
hysteresis. Furthermore, this adaptive controller is effective for command following
where the spectrum of the commands is unknown.

2.1.1 Problem Formulation

Consider the multi-input, multi-output (MIMO) discrete-time system

\[ x(k + 1) = Ax(k) + Bu(k) + D_1 w(k), \]  
\[ y(k) = Cx(k) + D_2 w(k), \]  
\[ z(k) = E_1 x(k) + E_0 w(k), \]

Where \( x(k) \in \mathbb{R}^n, y(k) \in \mathbb{R}^{l_y}, z(k) \in \mathbb{R}^{l_z}, u(k) \in \mathbb{R}^{l_u}, w(k) \in \mathbb{R}^{l_w}, \) and \( k \geq 0. \) Our
goal is to develop an adaptive output feedback controller under which the performance
variable \( z \) is minimized in the presence of the exogenous signal \( w. \) We assume that
\((A, B)\) is stabilizable, \((A, C)\) and \((A, E_1)\) are detectable, and the measurements of \( y \)
and \( z \) are available for feedback. If the command signal is included as a component
of \( y, \) then the adaptive controller has a feedforward architecture.
Consider the ARMAX representation of (2.1) and (2.3),
\[ z(k) = \sum_{i=0}^{n} -\alpha_i z(k - i) + \sum_{i=0}^{n} \beta_i u(k - i) + \sum_{i=0}^{n} \gamma_i w(k - i), \] (2.4)

where \( \alpha_1, \cdots, \alpha_n \in \mathbb{R}, \beta_1, \cdots, \beta_n \in \mathbb{R}^{l_x \times l_u}, \) and \( \gamma_1, \cdots, \gamma_n \in \mathbb{R}^{l_z \times l_w}, \) and the relative degree \( d \) is defined as the smallest non negative integer \( i \) such that the \( i \)th Markov parameter \( H_i \triangleq E_1 A^{i-1} B \in \mathbb{R}^{l_z \times l_u} \) and \( H_d = \beta_d, \) if \( i > 0, \) or \( H_0 \triangleq E_2 \) if \( i = 0. \)

### 2.1.2 Controller Construction

We construct a strictly proper time series controller \( u(k) \) of order \( n_c \) to formulate an adaptive control algorithm for (2.1)–(2.3). The controller \( u(k) \) is given by
\[ u(k) = \sum_{i=1}^{n_c} M_i(k) u(k - i) + \sum_{i=1}^{n_c} N_i(k) y(k - i), \] (2.5)

where, for all \( i = 1, \cdots, n_c, M_i(k) \in \mathbb{R}^{l_u \times l_u} \) and \( N_i(k) \in \mathbb{R}^{l_u \times l_y}. \) The control (2.5) can be expressed as
\[ u(k) = \theta(k) \phi(k), \] (2.6)

where the controller gain matrix
\[ \theta(k) \triangleq \begin{bmatrix} N_1(k) & \cdots & N_{n_c}(k) & M_1(k) & \cdots & M_{n_c}(k) \end{bmatrix} \in \mathbb{R}^{l_u \times n_c(l_u + l_y)}, \] (2.7)
and the regressor vector $\phi(k)$ is given by

$$
\phi(k) \triangleq \begin{bmatrix}
y(k-1) \\
\vdots \\
y(k-n_c) \\
u(k-1) \\
\vdots \\
u(k-n_c)
\end{bmatrix} \in \mathbb{R}^{n_c(l_u+l_y)}.
$$ (2.8)

Next, defining $\hat{\Theta} \triangleq \text{vec}\hat{\theta} \in \mathbb{R}^{n_c(l_u+l_y)}$ and $\Theta(k) \triangleq \text{vec}\theta(k) \in \mathbb{R}^{n_c(l_u+l_y)}$, the retrospective performance vector $\hat{z}(\hat{\Theta}, k)$ is given by

$$
\hat{z}(\hat{\Theta}, k) = z(k) + \nu \sum_{i=d}^{\nu} \Phi_i^T(k)[\hat{\Theta} - \Theta(k - i)]
= z(k) - \sum_{i=d}^{\nu} \Phi_i^T(k)(k - i) + \Psi^T(k)\hat{\Theta},
$$ (2.9)

where, for $i = d, \ldots, \nu$,

$$
\Phi_i(k) \triangleq \phi(k-i) \otimes \bar{\beta}_i^T \in \mathbb{R}^{(n_c l_u(l_y+l_u)) \times l_z},
$$

where $\otimes$ represents the Kronecker product, and $\nu > d, \hat{\Theta} \in \mathbb{R}^{l_u \times (n_c(l_y+l_u))}$ is an optimization variable used to derive the adaptive law, and the selection matrix coefficients $\bar{\beta}_d, \ldots, \bar{\beta}_\nu$ is discussed in [25], and

$$
\Psi(k) \triangleq \sum_{i=d}^{\nu} \Phi_i(k).
$$ (2.10)

Note that $\hat{z}(\hat{\Theta}, k)$ does not need either the information of the open-loop zeros nor the transfer functions from the exogenous signal $w$ to $z$. However, when $w$ represents a command, then $w$ can be viewed as an additional measurement $y$, and thus the
Next, define the cumulative retrospective cost function

\[ J(\hat{\Theta}, k) \triangleq \frac{1}{2} \sum_{i=0}^{k} \lambda^{k-i} \hat{z}^T(\hat{\Theta}, i) R \hat{z}(\hat{\Theta}, i) + \frac{1}{2} (\Theta(k) - \Theta(0))^T Q (\Theta(k) - \Theta(0)), \quad (2.11) \]

where \( \lambda \in (0, 1) \), and \( R \in \mathbb{R}^{l_x \times l_x} \), and \( Q \in \mathbb{R}^{(n_c l_u + l_y + l_u) \times (n_c l_u + l_y + l_u)} \) are positive definite.

\( J(\hat{\Theta}, k) \) is minimized by the adaptive law

\[ \Theta(k+1) = \Theta(k) - P(k) \Psi(k) \times [\lambda R^{-1} + \Psi^T(k)P(k)\Psi(k)]^{-1} \hat{z}_R(k), \quad (2.12) \]

\[ P(k+1) = \frac{1}{\lambda} P(k) - \frac{1}{\lambda} P(k) \Psi(k) \times [\lambda R^{-1} + \Psi^T(k)P(k)\Psi(k)]^{-1} \Psi^T(k)P(k), \quad (2.13) \]

where \( P(0) = Q^{-1}, \Theta(0) \in \mathbb{R}^{n_c l_u(l_y + l_u)} \). Finally, the cumulative retrospective cost adaptive control law is thus given by (2.12), (2.13), and

\[ u(k) = \theta(k)\phi(k) = \text{vec}^{-1}(\Theta(k))\phi(k). \quad (2.14) \]

2.2 Examples of Adaptive Control of Linear Systems with Deadzone Input Nonlinearity

We apply the linear retrospective cost adaptive (RCA) control algorithm developed in [23] to linear systems with deadzone input nonlinearities. Consider the linear plant

\[ G(z) = \frac{(z - 0.5)(z - 0.9)}{(z - 0.7)(z - 0.5 - j0.5)(z - 0.5 + j0.5)} \quad (2.15) \]

with the deadzone input nonlinearity with \( f_1(u) = u, f_2(u) = u \) in (1.1), which is not one-to-one but onto. Note that \( d = 1 \) and \( H_d = 1 \). We consider the sinusoidal command \( r(k) = \sin(\Omega_1 k) \), where \( \Omega_1 = \pi/5 \) rad/sample. We set \( n_c = 10, P_0 = \)
0.01I_{2n_c}, \eta_0 = 0, \text{ and } \tilde{H} = H_1, \text{ and we vary the deadzone thresholds } b_l \text{ and } b_r \text{ in } (1.1). The time history of } z \text{ with } b_l = b_r = 5, 10, \text{ and } 20 \text{ is shown in Figure 2.1, Figure 2.2, and Figure 2.3, respectively. In all three cases, RCAC is able follow the command due to fact that it provides the gains of } u \text{ in } (2.14) \text{ needed to drive } z \text{ to a small value.}

![Graphs showing the time history of z and the control input u](image)

**Figure 2.1:** Closed-loop response of the plant (2.15) with the sinusoidal command \( r(k) = \sin(\Omega_1 k) \), where \( \Omega_1 = \pi/5 \text{ rad/sample} \). Deadzone is modeled by (1.1) with \( f_1(u) = u, f_2(u) = u, \text{ and } b_l = b_r = 5 \).

### 2.3 Examples of Adaptive Control of Linear Systems with Hysteretic Input Nonlinearity

We apply the retrospective cost adaptive (RCA) control algorithm developed in [23]. The definitions and notations of [23] are used in applying this algorithm to nonminimum-phase systems with hysteretic input nonlinearities. RCA control is applied to command following and disturbance rejection where the spectra of the commands and disturbances are unknown and the commands are not measured.
2.3.1 Architecture and Parameters

The system architecture is shown in Figure 2.4, where RCAC is in a feedback loop with a two-input two-output plant. The hysteretic nonlinearity is in the feedback loop and has the control signal as the input. This configuration can be interpreted as an approximation of a hysteretic actuator. We test the system with either a first- or second-order linear plant. The hysteresis is modeled by a play operator or by the Prandtl-Ishlinskii model.

The numerator coefficients $\bar{\beta}_d, \ldots, \bar{\beta}_\nu$ of the linear plant (see [23]) are obtained in two different ways, and the results of these two strategies are compared. Initially we assume that the linear plant is known, and we use the numerator coefficients. Next, we assume that the plant and the hysteretic nonlinearity are both unknown, and we use off-line least-squares identification to find these coefficients. In this case,
Figure 2.3: Closed-loop response of the plant (2.15) with the sinusoidal command \( r(k) = \sin(\Omega_1 k) \), where \( \Omega_1 = \frac{\pi}{5} \) rad/sample. Deadzone is modeled by (1.1) with \( f_1(u) = u, f_2(u) = u, \) and \( b_l = b_r = 20 \).

we obtain a linear approximation of the hysteresis and the linear plant.

Figure 2.4: Schematic of the system architecture.
2.3.2 Simulations With Exact Plant Information

In this section we assume that the plant is exactly known and we use the numerator coefficients of the linear plant as the required modeling data $\tilde{\beta}_d, \ldots, \tilde{\beta}_\nu$. In all of the examples the controller is turned on at time step $k = 100$.

**Example 2.3.1. First-order plant, step command with play operator.** For the minimum-phase stable plant $G_1 = \frac{1}{z^{-0.5}}$, we consider a command-following problem with the step command $w(k) \equiv 10$. Initially, we run the simulation without the hysteresis block and let the response reach steady state. Then we save the gain matrix $\theta$ and insert the hysteresis block into the loop. We model the hysteresis with a play operator of width $r = 1$. We use the saved gain matrix as a feedback gain instead of the adaptive controller to demonstrate the degradation in the performance in presence of hysteresis. Finally, we turn on the adaptive controller with the hysteresis nonlinearity in the loop to demonstrate that the performance is recovered. The closed-loop response is shown in Figure 2.5.

**Example 2.3.2. First-order plant, unit step command with PI model.** We consider the plant and input as in Example 2.3.1, but model the hysteresis by the Prandtl-Ishlinskii model (1.4), (1.5) with $N = 10, r_j = 0.5j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}, q = 0.5, \gamma(v) = 5 \tanh(0.05v)$. The closed-loop response is shown in Figure 2.6.

**Example 2.3.3. First-order plant, sinusoidal command with play operator.** In this example, we use the plant $G_1$ in Example 2.3.1 with the sinusoid command $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample. The hysteresis is modeled by a play operator with width $r = 5$. We first let the system run without the hysteresis. Then we save the controller gains and switch off the adaptive controller. We add the play operator to the system and use the saved gains in a feedback controller. The performance of the system degrades significantly. Finally, we turn the adaptive
Figure 2.5: Closed-loop response to a step command $w(k) \equiv 10$ of the plant $G_1 = \frac{1}{z-0.5}$. (a) shows the response with no hysteresis present. (b) shows the response with hysteresis and without the adaptive controller, using the steady state gains that the adaptive controller converged to in (a). (c) shows the response with the adaptive controller turned on and hysteresis present. $u$ is the input of the hysteresis, and $v$ is the output of the hysteresis.

controller on with the hysteresis present and recover the performance. The closed-loop response is shown in Figure 2.7.

Example 2.3.4. First-order plant, sinusoidal command with PI model. We consider the plant $G_1$ and input from Example 2.3.3, but model the hysteresis in the system by a PI model (1.4), (1.5) with $N = 10$, $r_j = 0.5j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, $\gamma(v) = 5\tanh(0.05v)$. The closed-loop response is shown in Figure 2.8.

Example 2.3.5. Second-order plant with NMP zero, step input with play operator. Consider the 2nd-order nonminimum phase stable plant with low damping $G_{2NMP} = \frac{z^{-1.5}}{(z+0.8)(z-0.9)}$ and consider the step command $w(k) \equiv 10$. We model the hysteresis with
a play operator of width $r = 1$. We follow the same procedure outlined in Example 2.3.1. The closed-loop response is shown in Figure 2.9.

Example 2.3.6. Second-order plant with NMP zero, step command with PI. We use the plant $G_{2NMP}$ and input from Example 2.3.5. The hysteresis is modeled by the PI model with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, $\gamma(v) = 5 \tanh(0.05v)$. The closed loop response of the system is shown in Figure 2.10.

Example 2.3.7. Second-order plant with NMP zero, sinusoidal command with play operator. We use the plant $G_{2NMP}$ with the sinusoidal command $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample. Hysteresis is modeled by the play operator with width $r = 1$. We use the procedure outlined in Example 2.3.3. The closed-loop response is shown in Figure 2.11.

Example 2.3.8. Second-order plant with NMP zero, sinusoidal command with
Figure 2.7: Closed-loop response of the of the plant $G_1 = \frac{1}{z-0.5}$ with the command $w(k) = 10 \sin \omega k$, $\omega = \pi/6 \text{ rad/sample}$. (a) shows response without hysteresis. (b) shows the response with the steady-state adaptive controller gains obtained in (a) and hysteresis present. (c) shows the performance with hysteresis present and the adaptive controller turned on.

Example 2.3.9. Third-order plant with NMP zeros, sinusoidal command with play. In this example we test RCAC with NMP plants of order higher than 2. The plant is $G_{3NMP} = \frac{z^2 - 2.2z + 1.85}{(z-0.3)(z+0.8)(z-0.9)}$, hysteresis is modeled by a play operator with width $r = 1$. The command is as in Example 2.3.8. The closed loop response of the system is shown in Figure 2.13.
2.3.3 Simulations with Off-Line ID

In this section we consider the more realistic case in which the only way to identify the plant would be in cascade with the hysteresis nonlinearity. We present the results of simulations in which the coefficients $\bar{\beta}_d, \ldots, \bar{\beta}_v$ are found through least-squares identification (ID) of the hysteresis and plant. This method yields a linear approximation of the system. The numerator coefficients of the linear approximation are used in the controller algorithm. A white noise signal is applied as the input $u$ to the hysteresis block. The output of the hysteresis block $v$ is used as the input to the plant. The output of the plant $z$ and the input to the hysteresis $u$ are used for the ID. The location of poles and zeros with the second order minimum-phase (MP) plant $G_{2MP} = \frac{z^{-0.5}}{(z-0.2)(z+0.1)}$ is shown in Figures 2.14 (a) and (b), respectively, for three levels of standard deviation of the input noise $u$. The location of poles and zeros with
Figure 2.9: Closed-loop response to the step command $w(k) \equiv 10$ of the stable nonminimum-phase plant $G_{2\text{NMP}} = \frac{z^{-1.5}}{(z+0.8)(z-0.9)}$. (a) shows the response with no hysteresis present. (b) shows the response with hysteresis and with adaptive controller turned off, the steady-state gains from (a) are used in the feedback loop. (c) shows the response with adaptive controller turned on and hysteresis present. $u$ is the input of the hysteresis, and $v$ is the output of the hysteresis.

The second-order NMP plant $G_{2\text{NMP}}$ is shown in Figures 2.14 (c) and (d), respectively, for three levels of standard deviation of the input noise $u$. In all cases, it is assumed that the order of the system is 5 with relative degree 1. The figures show that this ID technique gives a good approximation of the NMP zero in the system even though it may not capture the poles or minimum phase zeros accurately. This is consistent with the results of [39].

In all of the following examples the identification was done with zero-mean white noise input $u$ with standard deviation 3.

**Example 2.3.10. First-order plant, step command with play operator.** We consider the first-order stable plant $G_1$, and model the hysteresis with the play operator
Figure 2.10: Closed-loop response of the plant $G_{2NMP} = \frac{z^{-1.5}}{(z+0.8)(z-0.9)}$ with the unit step command. Hysteresis is modeled by a PI model with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, and $\gamma(v) = 5 \tanh(0.05v)$.

with $r = 1$. The coefficients $\tilde{\beta}_0, \ldots, \tilde{\beta}_\nu$ are obtained through a least-squares identification. We assume that the plant order is $n = 3$ with relative degree $d = 1$. The pole-zero map of the identified plant is shown in Figure 2.15(a). The closed-loop response with adaptive controller is shown in Figure 2.15(b).

**Example 2.3.11.** First-order plant, sinusoidal command with play operator. We consider the plant $G_1$, and $\tilde{\beta}$ coefficients and the hysteresis model from Example 2.3.10, and set the input to a sinusoidal signal $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample. The closed-loop response with adaptive controller is shown in Figure 2.16.

**Example 2.3.12.** First-order plant, sinusoidal command with PI model. We consider the plant, input, and $\tilde{\beta}$ coefficients as in Example 2.3.11, but use the PI model of hysteresis with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$,
Figure 2.11: Closed-loop response of the plant $G_{2NMP} = \frac{z - 1.5}{(z + 0.8)(z - 0.9)}$ with the command $w(k) = 10 \sin \omega k$, $\omega = \pi/6$ rad/sample. The response without hysteresis is shown in (a). (b) shows the response with the steady-state adaptive controller gains in a feedback loop and hysteresis present. Performance with hysteresis present and RCAC is shown in (c).

$q = 0.5$, and $\gamma(v) = 5 \tanh(0.05v)$. The closed-loop response with adaptive controller is shown in Figure 2.17.

Example 2.3.13. Second-order plant with MP zero, step command with play operator. We consider the second order plant $G_{2MP}$, and model the hysteresis with the play operator with $r = 1$. The coefficients $\bar{\beta}_d, \ldots, \bar{\beta}_\nu$ are obtained through a least-squares ID method. We assume that the plant order is $n = 5$ with relative degree $d = 1$. The pole-zero map of the identified plant is shown in Figure 2.18(a). The closed-loop response with adaptive controller is shown in Figure 2.18(b).

Example 2.3.14. Second-order plant with MP zero, sinusoidal command with play operator. We consider the plant $G_{2MP}$, and $\bar{\beta}$ coefficients and hysteresis model from Example 2.3.13, but set the input to a sinusoidal signal $w(k) = 10 \sin \omega k$, where
Figure 2.12: Closed-loop response of the plant $G_{2\text{NMP}} = \frac{z-1.5}{(z+0.8)(z-0.9)}$ with command $w(k) = 10 \sin \omega k$, $\omega = \pi/6$ rad/sample. Hysteresis is modeled by a PI model with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, and $\gamma(v) = 5 \tanh(0.05v)$. This is an example of hysteretic nonlinearity that cannot be compensated by RCAC.

$\omega = \pi/6$ rad/sample. The closed-loop response with adaptive controller is shown in Figure 2.19.

**Example 2.3.15. Second-order plant with NMP zero, step command with play operator.** We consider the step response of the second order stable plant with one nonminimum-phase zero $G_{2\text{NMP}} = \frac{z-1.5}{(z+0.8)(z-0.9)}$, and model the hysteresis with the play operator with $r = 1$. The coefficients $\tilde{\beta}_d, \ldots, \tilde{\beta}_\nu$ are obtained through least-squares ID. For ID, we assume that the plant order is $n = 5$ with relative degree $d = 1$. The pole-zero map of the identified plant is shown in Figure 2.20(a). The closed-loop response with adaptive controller is shown in Figure 2.20(b).

**Example 2.3.16. Second-order plant with NMP zero, step command with PI model.** We consider the plant $G_{2\text{NMP}}$ and input as in Example 2.3.15. We model the
Figure 2.13: Closed-loop response of the of the plant $G_{3\text{NMP}} = \frac{z^2 - 2.2z + 1.85}{(z - 0.3)(z + 0.8)(z - 0.9)}$ with command $w(k) = 10 \sin \omega k$, $\omega = \pi / 6$ rad/sample. Hysteresis is modeled by the play operator with $r = 1$.

Hysteresis with a PI model with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, and $\gamma(v) = 5 \tanh(0.05v)$. We use the least-squares ID to get the $\beta$ coefficients and for ID we assume that the system order is 10 with relative degree 1. The pole zero map of the plant from the ID is shown in Figure 2.21(a). The closed-loop response is shown in Figure 2.21(b).

**Example 2.3.17.** Second-order plant with NMP zero, sinusoidal command with play operator. We consider the plant $G_{2\text{NMP}}$, but model the hysteresis with a play operator with $r = 1$ and set the input to a sinusoidal signal $w(k) = 10 \sin \omega k$, where $\omega = \pi / 6$ rad/sample. The closed-loop response with the fifth order plant is shown in Figure 2.22.

**Example 2.3.18.** Second-order plant with NMP zero, sinusoidal command with PI model. We consider the plant and input from Example 2.3.17. We model the hysteresis with a PI model with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$,
Figure 2.14: Locations of poles and zeros obtained through the identification with three levels of standard deviation of input noise. (a) and (b) show the poles and the zeros, respectively, of the plant $G_{2MP} = \frac{z - 0.5}{(z - 0.2)(z + 0.1)}$. (c) and (d) show the poles and the zeros, respectively, of the plant $G_{2NMP} = \frac{z - 1.5}{(z + 0.8)(z - 0.9)}$. In all cases it is assumed that the order of the system is 5 with relative degree 1.

$p(r) = 0.5e^{-0.5r}$, $q = 0.5$, and $\gamma(v) = 5\tanh(0.05v)$. The closed-loop response with the assumed tenth order plant is shown in Figure 2.23.

Example 2.3.19. Third-order plant with NMP zero, sinusoidal command with play operator. We consider the third order plant $G_{3NMP}$ and input as in Example 2.3.18. We model the hysteresis with the play operator with $r = 1$. The coefficients $\bar{\beta}_d, \ldots, \bar{\beta}_v$ are obtained through a least-squares ID method. For ID, we assume that
Figure 2.15: Closed-loop response of the first order plant $G_1$ with controller coefficients obtained from ID and hysteresis modeled by play operator with $r = 1$. (a) shows the pole-zero map of the identified third order plant. (b) shows the closed loop response. The plant order is assumed to be 3 with relative degree 1.
Figure 2.16: Closed-loop response of the first order plant $G_1$ with controller coefficients obtained from ID with hysteresis modeled by a play operator with $r = 1$. The command input is $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample. For ID, the plant order is assumed to be 3 with relative degree 1.

the plant order is $n = 5$ with relative degree $d = 1$. The pole-zero map of the identified plant is shown in Figure 2.24(a). The closed-loop response with adaptive controller is shown in Figure 2.24(b).

2.3.4 Sensitivity to Hysteresis Width

We consider the minimum-phase first-order stable plant $G_1 = \frac{1}{z - 0.5}$, and use the play operator to represent the input hysteresis. We consider a command-following problem with either the unit step input $w(k) \equiv 1$ or the sinusoid input $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample. We simulate the system and consider the steady-state performance error $z(k)$ for various values of the play width $r$. The steady-state performance error, normalized by the open-loop steady-state error, is shown in Figure 2.25. For a sinusoidal command, the performance is more sensitive
Figure 2.17: Closed-loop response of the first order plant $G_1$ with controller coefficients obtained from ID with PI hysteresis model. The command input is $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample. The plant order is assumed to be 5 with relative degree 1.

to the width of the hysteresis than for the unit step command. When the ratio of $\frac{z_{ss}}{z_{ol}}$ is equal to 1, the performance of the closed-loop system is the same as the open-loop system. The normalized error $\frac{z_{ss}}{z_{ol}}$ is less than 30% for $\frac{r}{u_{ss}} \leq 1$. Note that the control problem becomes more challenging as we increase the width of the play operator, which results in larger steady-state control input $u_{ss}$. In particular, for $\frac{r}{u_{ss}} = 2$, Figure 2.26 compares the steady state control input $u_{ss}$ with and without hysteresis.

2.3.5 Summary

In this section we tested the RCAC possibility of command tracking in nonminimum phase systems with a hysteretic input nonlinearity. RCAC is used in all the scenarios. The hysteresis is modeled with the play operator or the Prandtl-Ishlinskii model. The RCA controller requires the knowledge of the NMP zeros in the system in order to function properly. The system was simulated in two different scenarios.
Figure 2.18: Closed-loop response of the second order plant $G_{2MP}$ with one minimum-phase zero and controller coefficients obtained from ID. (a) shows the pole-zero map of the identified fifth order plant. (b) shows the closed loop response. The plant order is assumed to be 5 with relative degree 1.
First, we assumed that the plant and the location of the NMP zeros were exactly known. Then, the NMP zeros were determined through a least-squares identification of the hysteresis and the plant. In both cases, and for steps and sinusoidal commands, RCAC was able to follow the reference command.

### 2.4 Examples of Adaptive Control of the Air and EGR Flow System in a Diesel Engine

In contrast to spark-ignition engines, diesel engines use compression to initiate ignition and achieve high fuel efficiency. According to [40], diesel engines presently account for more than 50% of all new car sales in Europe. However, diesel engines present various challenges in practice, primarily with regard to emissions [41]. Motivated by this challenge, we consider a control problem for a turbocharged diesel
Figure 2.20: Closed-loop response of the second order plant with nonminimum-phase zero $G_{2NMP} = \frac{z^{-1.5}}{(z+0.8)(z-0.9)}$ with controller coefficients obtained from ID and unit step command. (a) shows the pole-zero map of the identified fifth order plant. (b) shows the performance $z(k)$ and the hysteresis in the system. For ID, the plant order is assumed to be 5 with relative degree 1.
Figure 2.21: Closed-loop response of the second order plant $G_{2NMP}$ to a unit step input with controller coefficients obtained from ID. The hysteresis is modeled with a PI model with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, and $\gamma(v) = 5 \tanh(0.05v)$. (a) shows the pole-zero map of the identified tenth order plant. (b) shows the closed loop response.
Figure 2.22: Closed-loop response of the second order plant $G_{2NMP}$ with one NMP zero and with controller coefficients obtained from ID. The command input is $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample.

Figure 2.23: Closed-loop response of the second order plant $G_{2NMP}$ with one NMP zero and with controller coefficients obtained from ID. The hysteresis is modeled with a PI model with parameters $N = 100$, $r_j = 0.05j$ for $j = 1, \ldots, N$, $p(r) = 0.5e^{-0.5r}$, $q = 0.5$, and $\gamma(v) = 5 \tanh(0.05v)$. The command input is $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample.
Figure 2.24: Closed-loop response of the third order plant with two nonminimum-phase zeros $G_{3NMP} = \frac{z^2 - 2.2z + 1.85}{(z-0.3)(z+0.8)(z-0.9)}$ with controller coefficients obtained from ID. The plant order is assumed to be 5 with relative degree 1. We model the hysteresis with a play operator with $r = 1$ and set the input to a sinusoidal signal $w(k) = 10 \sin \omega k$, where $\omega = \pi/6$ rad/sample. (a) shows the pole-zero map of the identified fifth order plant. (b) shows the performance $z(k)$ and the hysteresis in the system. Comparing to Figure 2.13, the large transient in this figure is due to identification error.

engine (Figure 2.27) with Exhaust Gas Recirculation (EGR) valve, EGR throttle, and Variable Geometry Turbocharger (VGT) actuation. The turbocharger increases
Figure 2.25: Normalized performance error for various values of hysteresis width. $z_{ss}$ is the steady-state value of the system with hysteresis and the adaptive controller, $z_{ol}$ is the error of the open-loop system with same hysteresis, $r$ is the width of the play operator, and $u_{ss}$ is the steady-state control input to the system without hysteresis. Note that for a sinusoid command input, the response is sensitive to the ratio $\frac{r}{u_{ss}} = 2.6$.

Figure 2.26: For $\frac{r}{u_{ss}} = 2$ in Figure 2.25, we stimulate the steady state control input $u_{ss}$ corresponding to the systems with and without hysteresis. Note that when hysteresis is present, the adaptive controller compensates for the deadzone by producing a larger control amplitude.
engine air flow by utilizing the energy of the exhaust gas. The variable-geometry actuator changes the effective flow area of the turbine as well as the angle at which the flow is directed at the turbine blades. The EGR valve and EGR throttle are used to recirculate a fraction of the burnt gas in the exhaust back to the engine cylinders in order to reduce the emission of nitrogen oxides. For background on modeling and control of diesel engines, see [42]. Several prior approaches to controlling diesel engines with EGR and VGT actuation are discussed in the survey article [43].

![Schematics of a typical diesel engine.](image)

The goal of the present example is to develop a controller to track setpoints in the intake manifold pressure (MAP) and EGR rate. The EGR rate is defined as the percent ratio of flow through the EGR valve to the flow through the engine cylinders. The setpoints depend on operating conditions of the engine and driver inputs. The setpoint map is determined during engine calibration in order to reduce fuel consumption and emissions. The control inputs are VGT percent closed, EGR throttle percent closed, and EGR valve percent open. To ensure good vehicle drivability and performance, the control objectives are to achieve fast tracking of the intake manifold pressure setpoint with small overshoot. In addition, zero steady-state error is
desirable for both EGR rate and intake manifold pressure outputs.

To develop a controller that achieves these objectives, we consider a mean-value model with ten states, including pressure, density, and burnt-gas fraction in the intake manifold; pressure, density, and burnt-gas fraction in the exhaust manifold; as well as turbocharger speed, pre-throttle pressure, EGR cooler temperature, and exhaust manifold heat transfer state. While the open-loop dynamics are stable, they are known to be nonlinear. In addition, the linearized model possesses a nonminimum-phase zero in one of the input-output channels [42].

To control the diesel air-flow system, we apply retrospective-cost adaptive control (RCAC) to the linearized model. RCAC is a discrete-time approach to adaptive stabilization, command following, and disturbance rejection for systems that are SISO or MIMO and possibly nonminimum phase [23, 25, 26, 27]. The modeling information that RCAC requires consists of Markov parameters of the plant transfer function from the control input to the performance variables. For SISO systems, a single Markov parameter typically provides sufficient modeling information, even for nonminimum-phase plants [30, 29]. The Markov parameters provide a finite-impulse-response (FIR) approximation of the plant that is used for controller update. In some cases, a more efficient approximation can be constructed based on frequency-domain data; the robustness of RCAC to uncertainty in these data is discussed in [44]. From an identification perspective, RCAC provides guidance on the plant modeling information needed for adaptive control and the required accuracy of that modeling data.

In the present example we apply RCAC to the linearized mean-value model, and we consider a command-following problem involving intake manifold pressure and EGR rate check. Since the plant has two outputs and three inputs, RCAC requires two Markov parameters, which are obtained from the linearized state space model. In practice, these data could be obtained using system identification techniques [31]. To demonstrate the operation of the closed-loop system, we simulate the RCAC
controller with a model linearized at a chosen operating point. We also demonstrated that RCAC is able to follow step commands for the nonlinear diesel engine model, provided two Markov parameters of the linearized engine plant model are known.

### 2.4.1 Application to Turbocharged Diesel Engines

To apply RCAC to a turbocharged diesel engine, we control VGT percent closed $V$, EGR throttle percent closed $E_t$, and EGR valve percent open $E_v$ using measurements of the intake manifold pressure $P_i$ and an estimate of the EGR rate $E_r$. The Markov parameters are based on the state-space matrices of the linearized diesel engine model.

We linearize the nonlinear engine model at engine speed of 1671 RPM. For the linearized diesel engine, the discrete state-space form of the model with a sample time $T_s = 0.01$ sec is given by

$$
\dot{x}(k + 1) = \tilde{A}\tilde{x}(k) + \tilde{B}\tilde{u}(k) + \tilde{D}_1\tilde{w}(k),
$$

$$
\tilde{y}(k) = \tilde{C}\tilde{x}(k) + \tilde{D}\tilde{u}(k),
$$

$$
\tilde{z}(k) = \tilde{r}(k) - \tilde{y}(k),
$$

where $\tilde{x} \triangleq \begin{bmatrix} P_i & P_e & \omega_{tc} & P_p & T_d & \rho & C_m & \rho_e & F_i & F_e \end{bmatrix}^T$, $\tilde{u} \triangleq \begin{bmatrix} V & E_t & E_v \end{bmatrix}^T$, $\tilde{y} \triangleq [P_i \ E_t]$, $\tilde{r}$ is the vector of the commands, and $\tilde{w}$ is the unknown disturbance. The states are intake manifold pressure $P_i$ (kPa), exhaust manifold pressure $P_e$ (kPa), turbo rotational speed $\omega_{tc}$, prethrottle manifold pressure $P_p$ (kPa), EGR cooler temperature $T_d$, intake manifold density $\rho$ (kg/m$^3$), exhaust heat transfer state $C_m$, exhaust manifold density $\rho_e$ (kg/m$^3$), intake manifold burnt gas fraction $F_i$, and exhaust manifold burnt gas fraction $F_e$. The inputs are VGT percent closed $V$, EGR throttle percent closed $E_t$, and EGR valve percent open $E_v$, while the available measurements are $P_i$ and $E_t$. The matrices $\tilde{A} \in \mathbb{R}^{10 \times 10}$, $\tilde{B} \in \mathbb{R}^{3 \times 10}$, $\tilde{C} \in \mathbb{R}^{2 \times 10}$, and $\tilde{D} \in \mathbb{R}^{2 \times 3}$ are given by (2.19)-(2.20). Note that all the eigenvalues of $\tilde{A}$ are within the unit circle,
and thus the linearized diesel engine plant is asymptotically stable. However, the linearized model is nonminimum phase, we choose the regularization \( \eta(k) = z^T(k)z(k) \) [25] and \( R_2 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \) for the input from EGR \( E_v \) to \( E_r \). Finally we do not use a forgetting factor in the adaptive controller, that is, \( \lambda = 1 \). Figure 2.28 and
2.29 show the time history of the intake manifold pressure $P_i$ and EGR rate $E_t$ in response to step commands. The numerical results show the ability of RCAC to make the outputs $P_i$ and $E_t$ follow the commands, while Figure 2.30 shows the time history of the control inputs $V$, $E_t$, and $E_v$ from RCAC. Note that zero steady-state tracking errors are achieved for both the intake manifold pressure and EGR rate outputs with satisfactory transient behavior. However, as shown in Figure 2.30(b), the adaptive controller uses large control signals in the EGR throttle percent closed ($E_t \in (-580, 520)$), that exceeds the actuator range of travel ($E_t \in [0, 100]$). We note that the controller does not use the EGR valve extensively, which is reasonable given that at this operating point the pressure drop across the EGR valve is small and throttle authority is essential for following the commands.

![Graph showing command following for intake manifold pressure](image)

**Figure 2.28:** *Command following for the linearized diesel engine model:* Intake manifold pressure $P_i$ in response to step changes in the setpoint. Note that zero steady-state tracking error is achieved for the intake manifold pressure outputs.

Next, we implement the adaptive controller with saturated outputs. To do this, we
set three different saturation levels based on the trim conditions of the control inputs $V$, $E_t$, and $E_v$. In particular, we choose $\eta(k) = z^T(k)z(k), n_c = 12, P(0) = 10^{-4}I_{5mc}$, $R_2$ as above, and initialize the control gains to zero. Figures 2.31 and 2.32 show that the output of the linearized model follows the step commands; however, the transient response is degraded due to the limits imposed on the control inputs. Figure 2.33 shows the time history of the control inputs $V$, $E_t$, and $E_v$. Note that, in this case, all the control signals are within the admissible range, that is, between 0 and 100 percent.

Next, we consider a disturbance rejection problem, where the control objective is to drive $z$ to zero in the presence of the sinusoidal disturbance $w(k) = 0.01 \sin(0.25\pi k)$, whose frequency, phase, and amplitude are unknown to the controller. We assume that the first two nonzero Markov parameters are known, but no other information about the system is assumed to be known. Figure 2.34 shows that RCAC rejects the
Figure 2.30: Control inputs VGT percent closed $V$ (a), EGR throttle percent closed $E_t$ (b), and EGR valve percent open $E_v$ (c) corresponding to the closed-loop response shown in Figure 2.28 and Figure 2.29. Note that in this case, the adaptive controller uses large control authority in the EGR throttle percent closed ($E_t \in (-580, 520)$), which exceeds the limits $E_t \in [0, 100]$.

disturbance and drives $z$ to zero.

Finally, we include preliminary results where we apply RCAC to the nonlinear diesel engine system. The first two nonzero Markov parameters $H_1 = \tilde{C}\tilde{B}$ and $H_2 = \tilde{C}\tilde{A}\tilde{B}$ of the linearized diesel engine (2.19)-(2.20) are used as the only model information for the nonlinear engine plant for the controller. We implement the RCAC controller with saturated outputs, and we set three different saturation levels based on
Figure 2.31: Command following for the linearized diesel engine model: Intake manifold pressure $P_i$ in response to step commands. Note that zero steady-state tracking error is achieved for the intake manifold pressure outputs. In this case, where the control signals are saturated, the transient response is degraded relative to Figure 2.28.

the trim conditions of the control inputs $V, E_t, \text{and} E_v$. Measurements of only $z(k)$ are available for feedback. In particular, we choose $\eta(k) = 0.01, n_c = 12, P(0) = 10^{-3}I_{5n_c}, R_2$ as above, and initialize the control gains to zero. Figures 2.35(a) and 2.35(b) show that the output of the nonlinear diesel model follow the step commands. Figures 2.35(c), (d), and (e) show the time history of the control inputs $V, E_t, \text{and} E_v$. Note that, since we saturate the RCAC control, all of the control outputs are within the admissible range, that is, between 0 and 100 percent.

2.4.2 Summary

In this example, we considered command-following and disturbance-rejection problems for a diesel engine. RCAC was used with limited modeling information, namely, the first two nonzero Markov parameters of the linearized plant. The problem is chal-
Figure 2.32: Command following for the linearized diesel engine model: EGR rate $E_r$ in response to steps in the setpoint. Note that zero steady-state tracking error is achieved for EGR rate. In this case, where the control signals are saturated, the transient response is worse than the response in Figure 2.29.

Challenging as the engine exhibits nonminimum phase characteristics. First, we assumed there is no bound on the control inputs. Then, we considered the more realistic case where we saturate the control outputs using physical bounds. In both cases, RCAC was able to follow the reference commands. Finally, we demonstrated disturbance rejection for disturbances with unknown spectra. Future research will focus on robustness of RCAC to uncertainty in the Markov parameters as well as completing the development of RCAC for the full operating range of the diesel engine based on the nonlinear model.
Figure 2.33: Control inputs VGT percent closed $V$ (a), EGR throttle percent closed $E_t$ (b), and EGR valve percent open $E_v$ (c) corresponding to the closed-loop response shown in Figures 2.31 and 2.32. Note that in this case, all of the control signals are within the admissible range, that is, between 0 and 100. Compared with Figure 2.30, the response is degraded due to the limits imposed on the control input $E_t$ and high gains of the controllers. Note that $E_v$ to $P_1$ is of nonminimum-phase.

2.5 Examples of Setpoint Control of the Uncertain Electromagnetically Controlled Oscillator

Inverse square laws are ubiquitous in physics, for example, in gravitational, electromagnetic, and electrostatic fields. Electromagnetic and electrostatic fields are widely used as a means of actuation. When applied over a fixed gap, electromagnetic actuation is easy to manage; this is the basis of rotary motors. When applied over a variable
Figure 2.34: Disturbance rejection for the linearized diesel engine model: The adaptive control uses knowledge of the first two nonzero Markov parameters to reject a sinusoidal disturbance acting on the linearized engine model. The frequency, phase, and amplitude of the disturbance are assumed to be unknown. The adaptive control is turned on after 5 seconds and drives the performance $z$ (a) to zero. Time history of control inputs VGT percent closed $V$, EGR throttle percent closed $E_t$, and EGR valve percent open $E_v$ are shown in (b), (c), and (d), respectively.

gap, however, electromagnetic actuation can be challenging to work with. The electromagnetically levitated ball is a staple of control labs [45]. However, the restoring force in this case is uniform gravity and thus is independent of displacement. If, however, the restoring force is provided by a stiffness, then the restoring force depends
Figure 2.35: Command following for the nonlinear diesel engine model: (a) shows the intake manifold pressure $P_i$ in response to a step command. (b) shows the EGR rate $E_r$ in response to a step command. Figures 2.35(c), (d), and (e) show the time history of the control inputs $V$, $E_t$, and $E_v$. Note that, since we saturated the RCAC controller, all the control outputs are within the admissible range, that is, between 0 and 100 percent.

on the displacement, and this dependence leads to extremely challenging dynamics. We call this system the *electromagnetically controlled oscillator* (ECO).

Control of the ECO is considered in [46, 47, 48, 49, 50, 51] with applications to
linear motors in [52]. As shown in [50], the presence of the stiffness leads to unstable equilibria; in fact, for a linear spring, all equilibria beyond one-third of the initial gap are unstable, and these equilibria become increasingly unstable as the gap increases. In addition, as shown in Figure 2.38, for each equilibrium current, the ECO has two equilibria; consequently, the domain of attraction and transient response of the adaptive controller can lead to convergence to the “wrong” equilibrium. Another complicating factor is the fact that the applied force is proportional to the square of the current, which introduces a quadratic input nonlinearity [53]. A consequence of this quadratic nonlinearity is the fact that the electromagnetic force is able to pull but not push (assuming a nonmagnetic target mass) and thus the actuation is one-sided. The same observations apply to electrostatic actuation, which is used in MEMS devices [54, 55] and flexible antennas [56, 57].

The goal of the present example is to develop a control law for the ECO that is applicable to the case in which the mass, damping, and stiffness parameters are uncertain and, in addition, does not use detailed knowledge of the quadratic dependence on current and the inverse-quadratic dependence on the distance between the mass and the electromagnet. This goal is motivated by the realistic situation in which estimates of these parameters are uncertain due to measurement, identification, and calibration errors. Consequently, we do not attempt to invert the input nonlinearities as in [50].

The approach that we take in the present example is based on retrospective cost adaptive control (RCAC). RCAC is a direct digital control approach that requires minimal modeling information about the plant. RCAC was developed for linear systems, but is extended in [58, 59] to the case of Hammerstein systems with uncertain memoryless input nonlinearities. For the ECO we modify the approach of [58] to account for the fact that, for each equilibrium current, the ECO has two equilibria. Consequently, the domain of attraction and transient response of the adaptive
controller can lead to convergence to the “wrong” equilibrium. To counteract this possibility, we introduce a setpoint feedback path to assist RCAC in reaching the desired equilibrium as the position command increases and thus the mass is moved farther into the unstable region.

### 2.5.1 Equations of Motion and Equilibria of the ECO

Consider the ECO shown in Figure 2.36, where $m$ is the mass, $i$ is the manipulated input current to the electromagnet, $c > 0$ is the damping constant, and $k > 0$ is the spring constant. The displacement $q = 0$ corresponds to the position of the mass where the spring is relaxed, and $\ell$ is the gap between the electromagnet and the relaxed position of the mass. The dynamics of the oscillator are given by

$$m\ddot{q} + c\dot{q} + kq = \varepsilon i^2 \left(\ell - q\right)^2,$$

(2.21)

which can be written as

$$\begin{bmatrix} \dot{q} \\ \ddot{q} \end{bmatrix} = A_c \begin{bmatrix} q \\ \dot{q} \end{bmatrix} + B_c \frac{\varepsilon i^2}{(\ell - q)^2},$$

(2.22)

where

$$A_c \triangleq \begin{bmatrix} 0 & 1 \\ -\frac{k}{m} & -\frac{c}{m} \end{bmatrix}, \quad B_c \triangleq \begin{bmatrix} 0 \\ \frac{1}{m} \end{bmatrix}.$$  

(2.23)

The parameter $\varepsilon$ is a force constant needed to render (2.21) dimensionally correct. For simplicity, we assume $\varepsilon = 1 \text{ N-m}^2/\text{A}^2$.

Next, let $q_{eq} \in (0, \ell)$ denote the desired equilibrium of the ECO. The corresponding
Figure 2.36: Schematic of the electromagnetically controlled oscillator.

The equilibrium current $i_{eq}$ satisfies

$$kq_{eq} = \frac{i_{eq}^2}{(\ell - q_{eq})^2}. \quad (2.24)$$

Conversely, given a constant current $i_{eq}$, (2.21) may have zero, one, or two equilibria depending on whether (2.24) has either zero, one, or two solutions.

**Proposition 2.5.1.** The following statements hold:

1. If $i_{eq}^2 > \frac{4}{27}k\ell^3$, then (2.21) has no equilibria.

2. If $i_{eq}^2 = \frac{4}{27}k\ell^3$, then (2.21) has a unique equilibrium, which is given by $q_{eq} = \ell/3$.

3. If $0 < i_{eq}^2 < \frac{4}{27}k\ell^3$, then (2.21) has two equilibria, namely, $q_{eq1} = \frac{2}{3}\ell(1 - \cos \frac{\alpha}{3})$ and $q_{eq2} = \frac{2}{3}\ell \left[ 1 + \cos \left( \frac{\alpha}{3} + \frac{\pi}{3} \right) \right]$, where $\alpha \triangleq \cos^{-1} \left( \frac{27i_{eq}^2}{2k\ell^3} - 1 \right)$.

**Proof.** Let $f_1(q_{eq}) \triangleq kq_{eq}$ and $f_2(q_{eq}) \triangleq \frac{i_{eq}^2}{(\ell - q_{eq})^2}$. Then it follows that $f'_1(q_{eq}) = k$ and $f'_2(q_{eq}) = \frac{2kq_{eq}}{\ell - q_{eq}} \in (0, \infty)$. Furthermore, $f'_1(q_{eq}) = f'_2(q_{eq}) = k$ if and only if $q_{eq} = \ell/3$. Therefore, $f_1(q_{eq})$ has no intersection with $f_2(q_{eq})$ if and only if $f_1(\ell/3) < f_2(\ell/3)$, one intersection point if and only if $f_1(\ell/3) = f_2(\ell/3)$, and two intersection points if and only if $f_1(\ell/3) > f_2(\ell/3)$. \qed
Proposition 2.5.2. Assume that \( 0 < \frac{i_{eq}^2}{27k\ell^3} < 1 \). Then, \( q_{eq_1} < \ell/3 \) and \( q_{eq_2} > \ell/3 \).

**Proof.** Since \(-1 < \left(\frac{27i_{eq}^2}{2k\ell^3} - 1\right) < 1\). It follows that \( 0 < \alpha < \pi \). Hence \( \frac{\alpha}{3} \in (0, \frac{\pi}{3}) \) and thus \( \frac{\alpha}{3} + \frac{\pi}{3} \in (\frac{\pi}{3}, \frac{2\pi}{3}) \). Furthermore, \( \cos \frac{\alpha}{3} \in (\frac{1}{2}, 1) \) and \( \cos \left(\frac{\alpha}{3} + \frac{\pi}{3}\right) \in (-\frac{1}{2}, \frac{1}{2}) \). Therefore \( q_{eq_1} = \frac{2}{3}\ell(1 - \cos \frac{\alpha}{3}) \in (0, \ell/3) \) and \( q_{eq_2} = \frac{2}{3}\ell \left[ 1 + \cos \left(\frac{\alpha}{3} + \frac{\pi}{3}\right)\right] \in (\ell/3, \ell) \).

Proposition 2.5.1 and Proposition 2.5.2 are illustrated in Figure 2.37.

![Figure 2.37: Forced equilibrium position \( q_{eq} \) corresponding to various values of \( i_{eq} \) for \( m = 1 \) kg, \( \ell = 3 \) m, and \( k = 5 \) N/m. The ECO has no equilibria if and only if \( i_{eq}^2 > \frac{4}{27k\ell^3} \), one equilibrium at \( q_{eq} = \ell/3 = 1 \) m if and only if \( i_{eq}^2 = \frac{4}{27k\ell^3} \), and two equilibria if and only if \( 0 < i_{eq}^2 < \frac{4}{27k\ell^3} \). In the last case, \( q_{eq_1} < \ell/3 \) is asymptotically stable, and \( q_{eq_2} > \ell/3 \) is unstable.](image-url)
2.5.2 Linearization, Local Stability Analysis, and Discretization of the ECO

In this section, we linearize (2.21) around an equilibrium \( q_{eq} \), analyze the local stability, and discretize the linearized plant.

Linearizing (2.21) around \( q = q_{eq} \) yields

\[
\begin{bmatrix}
\dot{\xi} \\
\ddot{\xi}
\end{bmatrix} = A_l \begin{bmatrix}
\xi \\
\dot{\xi}
\end{bmatrix} + B_l \delta i,
\]

(2.25)

where

\[
A_l \triangleq \begin{bmatrix}
0 & 1 \\
-k & \frac{2i_{eq}^2}{m(\ell - q_{eq})^2} - c/m
\end{bmatrix},
B_l \triangleq \begin{bmatrix}
0 \\
\frac{2i_{eq}}{m(\ell - q_{eq})^2}
\end{bmatrix}.
\]

Next, we define

\[
\omega_n \triangleq \sqrt{\frac{k}{m}}, \quad \zeta \triangleq \frac{c}{2\sqrt{mk}},
\]

(2.26)

where \( \omega_n > 0 \) denotes the undamped natural frequency of vibration and \( \zeta > 0 \) denotes the damping ratio. Now \( A_l \) and \( B_l \) can be written as

\[
A_l = \begin{bmatrix}
0 & 1 \\
-\ell - 3q_{eq} \omega_n^2 & -2\zeta \omega_n
\end{bmatrix}, \quad B_l = \begin{bmatrix}
0 \\
\frac{2q_{eq}\omega_n^2}{i_{eq}}
\end{bmatrix}.
\]

(2.27)

The linearized system (2.25) with \( \delta i = 0 \) is asymptotically stable if and only if

\[-\ell - 3q_{eq} \omega_n^2 < 0, \text{ that is,}\]

\[q_{eq} < \ell/3.\]

(2.28)

Figure 2.38 shows the equilibrium current \( i_{eq} \) and the spectral abscissa of \( A_l \) for each
equilibrium of the ECO. Note that $i_{eq}$ decreases as the mass moves farther into the stable region toward the left of $\ell/3$; $i_{eq}$ attains its maximum value $i_{eq} = \sqrt{\frac{4}{27}k\ell^3}$ at $q_{eq} = \ell/3 = 1$ m; and $i_{eq}$ decreases as the mass moves farther into the unstable region to the right of $\ell/3$. Meanwhile, note that the unstable equilibria become increasingly unstable as the mass moves farther to the right of $\ell/3$.

Figure 2.38: Equilibrium current $i_{eq}$ and spectral abscissa of $\lambda_1$ corresponding to each equilibrium of the ECO for $m = 1$ kg, $\ell = 3$ m, $k = 5$ N/m, and $c = 1, 5, 10$ N-s/m respectively. Note that $i_{eq}$ decreases as the mass moves farther into the stable region toward the left of $\ell/3$; $i_{eq}$ attains its maximum value $i_{eq} = \sqrt{\frac{4}{27}k\ell^3}$ at $q_{eq} = \ell/3 = 1$; and $i_{eq}$ decreases as the mass moves farther into the unstable region to the right of $\ell/3$. Meanwhile, the unstable equilibria become increasingly unstable as the mass moves farther to the right of $\ell/3$. Note that by decreasing the damping ratio $\zeta$, the system becomes more unstable.

Next, assuming a zero-order-hold input operator with a sample time of $T_s$, we obtain the discretized dynamics

$$x(k + 1) = Ax(k) + Bu(k), \quad (2.29)$$

where $u(k) \overset{\Delta}{=} \delta i(k)$. Defining $\gamma \overset{\Delta}{=} \frac{\omega_n}{2} \left| \zeta^2 - \frac{\ell - 3q_{eq}}{\ell - q_{eq}} \right|^{1/2}$, $A$ and $B$ are given by (2.10) and (2.11).
\[ A = e^{A_{T_s}} = \begin{cases} e^{-\zeta \omega_n T_s} \begin{bmatrix} \cos \gamma T_s + \zeta \omega_n \sin \gamma T_s & \frac{1}{\gamma} \sin \gamma T_s \\ -\frac{\ell - 3 q_{eq}}{\ell - q_{eq}} \omega_n^2 \sin \gamma T_s & \cos \gamma T_s - \zeta \omega_n \sin \gamma T_s \end{bmatrix}, & \zeta^2 < \frac{\ell - 3 q_{eq}}{\ell - q_{eq}}, \\ e^{-\zeta \omega_n T_s} \begin{bmatrix} T_s + \zeta \omega_n T_s & b T_s \\ -\frac{\ell - 3 q_{eq}}{\ell - q_{eq}} \omega_n^2 T_s & T_s - \zeta \omega_n T_s \end{bmatrix}, & \zeta^2 = \frac{\ell - 3 q_{eq}}{\ell - q_{eq}} \\ e^{-\zeta \omega_n T_s} \begin{bmatrix} \cosh \gamma T_s + \zeta \omega_n \sinh \gamma T_s & \frac{1}{\gamma} \sinh \gamma T_s \\ -\frac{\ell - 3 q_{eq}}{\ell - q_{eq}} \omega_n^2 \sinh \gamma T_s & \cosh \gamma T_s - \zeta \omega_n \sinh \gamma T_s \end{bmatrix}, & \zeta^2 > \frac{\ell - 3 q_{eq}}{\ell - q_{eq}}, \end{cases} \]

\[ B = \left( \int_0^{T_s} e^{A_{T_s}} \, d\tau \right) B_1 = \begin{cases} A_{T_s}^{-1}(A - I)B_1, & q_{eq} \neq \ell/3, \\ \frac{m}{c} \begin{bmatrix} 0 & m \\ 0 & -1 \end{bmatrix} (A - I)B_1 + \begin{bmatrix} \sqrt{3 k/\ell c T_s} \\ 0 \end{bmatrix}, & q_{eq} = \ell/3. \end{cases} \] (2.11)

### 2.5.3 Command-Following Problem for the ECO

We now consider the ECO command-following problem shown in Figure 2.39. We apply a feedforward/feedback controller to have the output \( y \) follow the command signal \( r \). The goal is to develop an adaptive feedforward/feedback controller that minimizes the command-following error \( z \) in the presence of the command signal \( r \) with minimal modeling information about the dynamics of the ECO. For the feedforward path, the controller uses a measurement of the command \( r \). For the feedback path, we apply RCAC to the ECO assuming that the state \( q \) is available for feedback.

To account for the nonlinearity of the ECO, the feedforward/feedback controller is constructed as follows. As shown in Figure 2.40, the RCAC controller uses one auxiliary nonlinearity. The auxiliary nonlinearity \( \mathcal{N}_1 \) modifies the RCAC controller output \( u_c \) to obtain the regressor input \( u_r \). The offset current \( i_{\text{offset}} \) is determined by the setpoint feedback rule described below.
Define the saturation function $\text{sat}_a$ by

$$
\text{sat}_a(x) = \begin{cases} 
-a, & x < -a, \\
 x, & -a \leq x \leq a, \\
 a, & x > a,
\end{cases}
$$

(2.12)

where $a > 0$ is the saturation level.
2.5.3.1 Offset Current $i_{\text{offset}}$

Let $r$ be a nondecreasing sequence of step commands, that is, $r(k_1) \leq r(k_2)$ for all $k_1 < k_2$. Then $i_{\text{offset}}(k)$ is given by

$$i_{\text{offset}}(k) = \begin{cases} 
0, & \text{if } 0 < r(k) \leq \ell/3, \\
\rho e^{-|q(k)-r(k)|^\beta}, & \text{if } \ell/3 < r(k) < \ell,
\end{cases} \quad (2.13)$$

where $\rho \geq 0$, $\alpha > 0$, $\beta > 0$, and $q(k)$ is the position of the mass at time step $k$.

As an example, consider $\rho = 1, \alpha = 1, \beta = 1$, and $r(k) = \ell/2$, where $\ell = 3$ m. Figure 2.41 shows the offset current $i_{\text{offset}}$ corresponding to each mass position $q(k)$. Note that the offset current is nonzero except for $q(k) = r(k)$. The offset current increases as the distance between current mass position and commanded mass position increases.

![Figure 2.41: Offset current $i_{\text{offset}}$ corresponding to each mass position $q(k)$ for the ECO for $r(k) = 1.5$ m, $\rho = 1, \alpha = 1$, and $\beta = 1$. Note that the offset current is nonzero except for $q(k) = r(k)$. The offset current increases as the distance between current mass position and commanded mass position increases.](image)

2.5.4 Simulation Results

We now use RCAC with the auxiliary nonlinearity $N_1$ and the offset current $i_{\text{offset}}$ to control the position of the mass. In particular, we consider the command-following
problem with the step command \( r = q_{eq} \geq \ell/3 \).

The adaptive controller requires an estimate of the first nonzero Markov parameter of the linearized plant (2.29). This Markov parameter is used to implement the retrospective optimization (5.18). RCAC generates the control signal \( u_c \), which is added to the offset current \( i_{offset} \).

For simulation we consider \( m = 1 \) kg, \( k = 5 \) N/m, \( c = 5 \) N-s/m, and \( \ell = 3 \) m with a sample time \( T_s = 0.01 \) sec. Hence \( \omega_n = 2.2361 \) rad/s and \( \zeta = 1.1180 \). First, numerical simulations are performed for the constant command input \( q_{eq} = \ell/3 = 1.0 \) m. The first nonzero Markov parameter of (2.25) is \( H_1(q_{eq}) \triangleq CB \), where \( B \) is defined in (2.11) and \( C \triangleq \begin{bmatrix} 1 & 0 \end{bmatrix} \). We choose \( H_1(q_{eq}) = H_1(1) = 1.0996 \times 10^{-4} \) m/A. Figure 3.51 shows the dependence of \( H_1 \) on the equilibria of the ECO. We initialize the control gains to zero, that is, \( \theta(0) = 0 \), and we choose the controller order \( n_c = 8 \) and the covariance matrix \( P(0) = 10^{-9}I_{3n_c} \). Furthermore, since the linearized model is minimum phase, we choose the regularization \( \eta = 0 \). Finally, we set \( \rho = 0 \) so that \( i_{offset} = 0 \), and we do not use a forgetting factor in the adaptive controller, that is, \( \lambda = 1 \). Figure 2.43 shows that the controller stabilizes the plant and follows the command input. Figure 2.44 shows the time history of the control input \( u_c \). It follows from Proposition 2.5.1 that the steady-state value of the current \( i = u_c \) is the maximum current such that (2.21) has an equilibrium.

Figure 2.42: \( H_1 \) corresponds to each equilibrium of the ECO for \( m = 1 \) kg, \( \ell = 3 \) m, \( c = 5 \) N-s/m, and \( k = 5 \) N/m.
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Figure 2.43: Position of the mass with the step command \( r(k) = 1(k) \) for \( m = 1 \) kg, \( \ell = 3 \) m, \( c = 5 \) N-s/m, and \( k = 5 \) N/m. In this simulation, \( \hat{H}_1(1) = H_1(1) \). Since \( r(k) = 1(k) = \ell/3 \), it follows that \( i_{\text{offset}} = 0 \).

Figure 2.44: Time history of the control input \( u_c \) corresponding to the closed-loop response shown in Figure 2.43. In this case, \( i_{\text{offset}} = 0 \).

Next, we do not assume that \( H_1(1) \) is known exactly. Figure 2.45 shows the position of the mass with various estimates \( \hat{H}_1(1) \) of \( H_1(1) \). The RCAC controller is able to stabilize the plant and follow the step command with erroneous estimates of \( H_1(1) \). However, the best overall performance for both the transient response and the convergence time is obtained for \( \hat{H}_1(1) = H_1(1) \).

Now, we implement the adaptive controller with a nondecreasing sequence of setpoint commands as shown in Figure 2.46. To do this, we set \( i_{\text{offset}} \) based on (2.41) when \( r(k) > \ell/3 \). In particular, we choose \( \rho = 1, \alpha = 1, \beta = 1, \hat{H}_1(1) = H_1(1) \),
Figure 2.45: Position of the mass with the step command $r(k) = 1(k)$ with various estimates $\hat{H}_1(1)$ of $H_1(1)$ for $m = 1$ kg, $\ell = 3$ m, $c = 5$ N-s/m, and $k = 5$ N/m. The controller is able to stabilize the plant and follow the step commands in all cases. However, the accuracy of $\hat{H}_1(1)$ affects the transient response. In this case, $i_{\text{offset}} = 0$.

$n_c = 8$, and initialize the control gains to zero. Figure 2.46 shows that the control algorithm is able to stabilize the system up to $q_{\text{eq}} = 1.79$. Figure 2.47(a) shows the time history of the current offset $i_{\text{offset}}$, and Figure 2.47(b) shows the time history of the control input $u_c$ from the RCAC.

Finally, we reduce the damping coefficient so that $c = 4$ N-s/m, and thus the ECO is underdamped with $\zeta = 0.8944$. Following the same procedure, and using the same parameters for initializing RCAC, Figure 2.48 shows that RCAC is able to stabilize the underdamped system up to $q_{\text{eq}} = 1.79$. Figure 2.49(a) shows the time history of the current offset $i_{\text{offset}}$, and Figure 2.49(b) shows the time history of the control input $u_c$ from RCAC. Note that, in this case, the transient response for the open-loop underdamped ECO system is worse than the response in the open-loop overdamped case. Figure 2.50 shows the largest distance the mass can be moved by
Figure 2.46: Position of the mass with a nondecreasing sequence of step commands for \( m = 1 \) kg, \( \ell = 3 \) m, \( c = 5 \) N·s/m, and \( k = 5 \) N/m, where \( \zeta = 1.1180 \). In order to stabilize the mass close to the electromagnet, the command signal is a nondecreasing sequence of step commands, which is shown as the red dash line. Note that all equilibria greater than \( q_{eq} = 1 \) are open-loop unstable. In this simulation, we choose \( \hat{H}_1 = H(1) \).

Finally, to demonstrate the potential benefits of scheduling the Markov parameters as a function of \( q_{eq} \), we consider the same example shown in Figure 2.46. Since the Markov parameter increases as the mass moves farther into the unstable region (in Figure 3.51), we thus let \( \hat{H}_1 = H(1) \) for \( q_{eq} \in (0, 1.7) \) and \( \hat{H}_1 = 1.2H(1) \) for \( q_{eq} \geq 1.7 \). Figure 2.51 shows that RCAC is able to stabilize the system up to \( q_{eq} = 1.815 \).

2.5.5 Summary

In this example, we considered a command-following problem for the electromagnetically controller oscillator (ECO). RCAC was used with limited modeling infor-
Figure 2.47: Current offset $i_{\text{offset}}$ (a) and control input $u_c$ (b) corresponding to the closed-loop response shown in Figure 2.46.

mation, namely, an estimate of the first nonzero Markov parameter of the linearized system. To handle the effect of the nonlinearities and the unstable region of the ECO, RCAC was augmented by an auxiliary nonlinearity. An equilibrium feedback path was also used to assist RCAC in reaching the desired unstable equilibrium. Future research will focus on the effect of noise and sample rate as well as the potential benefits of scheduling the Markov parameters as a function of $q_{eq}$. 
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Figure 2.48: Position of the mass with a nondecreasing sequence of step commands for $m = 1$ kg, $\ell = 3$ m, $c = 4$ N-s/m, and $k = 5$ N/m, where $\zeta = 0.8944$. In order to stabilize the mass close to the electromagnet, the command signal is a nondecreasing sequence of step commands, which is shown as the red dash line. Note that we choose $\hat{H}_1 = H(1)$, and all equilibria greater than $q_{eq} = 1$ are open-loop unstable. In this case, which is underdamped, the transient response is worse than the response in Figure 2.46.
Figure 2.49: Current offset $i_{\text{offset}}$ (a) and control input $u_c$ (b) corresponding to the closed-loop response shown in Figure 2.48.

Figure 2.50: Largest distance that RCAC is able to move the mass for various open-loop damping ratios of the ECO. In all cases, we choose $\hat{H}_1 = H(1)$, that is, the Markov parameter for the ECO linearized at $q = 1$ for the simulation.
Figure 2.51: Position of the mass with a nondecreasing sequence of step commands for $m = 1$ kg, $\ell = 3$ m, $c = 5$ N-s/m, and $k = 5$ N/m, where $\zeta = 1.1180$. Note that all equilibria greater than $q_{eq} = 1$ are open-loop unstable. In this simulation, we let $\hat{H}_1 = H(1)$ for $q_{eq} \in (0, 1.7)$ and $\hat{H}_1 = 1.2H(1)$ for $q_{eq} \geq 1.7$. RCAC is able to stabilize the system up to $q_{eq} = 1.815$. 
In this chapter, we apply retrospective cost adaptive control (RCAC) to command following in the presence of multivariable convex input saturation constraints. To account for the saturation constraint, we use convex optimization to minimize the quadratic retrospective cost function. The use of convex optimization bounds the magnitude of the retrospectively optimized input and thereby influences the controller update to satisfy the control bounds. This technique is applied to a multi-rotor helicopter with constraints on the total thrust magnitude and inclination of the rotor plane. The results of this chapter are published in [60].

3.1 Introduction

All real-world control systems must operate subject to constraints on the allowable control inputs. These constraints typically have the form of a saturation input non-linearity [61]. Within classical control, the effects of saturation are addressed through anti-windup strategies [62, 63]. Within the context of modern multivariable control, techniques for dealing with saturation are addressed in [64, 65, 66, 67]. Saturation within the context of adaptive control is addressed in [68, 69, 70].
In the case of multiple control inputs, it is usually the case that individual control inputs are subject to independent saturation [71]. However, in many applications, a saturation constraint may affect multiple control inputs. This is the case, for example, if the control inputs are produced by common hardware, such as a single power supply, amplifier, or actuator.

In the present chapter we consider adaptive control for problems in which multiple control inputs may be subject to dependent saturation constraints. In particular, we are motivated by the problem of safely controlling the trajectory of a multi-rotor helicopter by constraining the total thrust magnitude and inclination in order to restrict the vehicle acceleration.

To address this problem, we revisit the problem of retrospective cost adaptive control (RCAC) under constraints [70]. RCAC can be used for adaptive command following and disturbance rejection for possibly nonminimum-phase systems under minimal modeling information [23, 25, 28, 26]. Unlike [71], the present chapter uses convex optimization to perform the retrospective input optimization [35]. The use of convex optimization bounds the magnitude of the retrospectively optimized input and thereby influences the controller update to satisfy the control bounds. We demonstrate this technique on illustrative numerical examples involving single and multiple inputs. We then apply this approach to trajectory control for a multi-rotor helicopter. We use the convex programming code [72] for the numerical optimization. The same technique was used within the context of RCAC in [73] to address the problem of unknown nonminimum-phase zeros.

The contents of the chapter are as follows. In Section 3.2, we describe the command-following problem with input saturation nonlinearities. In Section 3.3, we summarize the RCAC algorithm. Numerical simulation results are presented in Section 3.4, and conclusions are given in Section 3.5.
3.2 Problem Formulation

Consider the MIMO discrete-time Hammerstein system

\[ x(k + 1) = Ax(k) + BS\text{Sat}(u(k)) + D_1w(k), \quad (3.1) \]
\[ y(k) = Cx(k) + D_2w(k), \quad (3.2) \]
\[ z(k) = E_1x(k) + E_0w(k), \quad (3.3) \]

where, for all \( k \geq 0 \), \( x(k) \in \mathbb{R}^n \), \( y(k) \in \mathbb{R}^l_y \), \( z(k) \in \mathbb{R}^l_z \), \( w(k) \in \mathbb{R}^l_w \), and \( u(k) \in \mathbb{R}^{l_u} \). The signal \( u(k) \) is the commanded control input. However, due to saturation, the actual control input is given by \( v(k) = \text{Sat}(u(k)) \), where the saturation input nonlinearity is \( \text{Sat} : \mathbb{R}^{l_u} \rightarrow \mathcal{U} \), and \( \mathcal{U} \subseteq \mathbb{R}^{l_u} \) is the convex control constraint set. We assume that the function “Sat” is onto, that is, \( \text{Sat}(\mathbb{R}^{l_u}) = \mathcal{U} \). In particular, if \( \mathcal{U} \) is rectangular, then

\[
\text{Sat}(u) = \begin{bmatrix}
\text{sat}_{a_1,b_1}(u_1) \\
\vdots \\
\text{sat}_{a_{l_u},b_{l_u}}(u_{l_u})
\end{bmatrix},
\quad (3.4)
\]

where \( u = [u_1 \cdots u_{l_u}]^T \in \mathcal{U} = [a_1, b_1] \times \cdots \times [a_{l_u}, b_{l_u}] \) and \( \text{sat} : \mathbb{R} \to [a, b] \) is defined as

\[
\text{sat}_{a,b}(u) = \begin{cases}
a, & \text{if } u < a, \\
u, & \text{if } a \leq u \leq b, \\
b, & \text{if } u > b.
\end{cases}
\quad (3.5)
\]

The goal is to develop an adaptive output feedback controller that minimizes the command-following error \( z \) with minimal modeling information about the plant dynamics. Note that \( w \) can represent either a command signal to be followed, an
external disturbance to be rejected, or both. For example, if $D_1 = 0$ and $E_0 \neq 0$, then the objective is to have the output $E_1 x$ follow the command signal $-E_0 w$. On the other hand, if $D_1 \neq 0$ and $E_0 = 0$, then the objective is to reject the disturbance $w$ from the performance variable $E_1 x$. The combined command-following and disturbance-rejection problem is considered when $D_1 = D_{11}$, $E_0 = 0$, and $w(k) = \begin{bmatrix} w_1^T(k) \\ w_2^T(k) \end{bmatrix}^T$, where the objective is to have $E_1 x$ follow $-E_0 w_2$ while rejecting the disturbance $w_1$. Finally, if $D_1$ and $E_0$ are zero matrices, then the objective is output stabilization, that is, convergence of $z$ to zero.

### 3.3 Retrospective Cost Adaptive Control

In this section, we describe the constrained retrospective cost optimization algorithm.

#### 3.3.1 ARMAX Modeling

Consider the ARMAX representation of (3.1)–(3.3) given by

$$z(k) = \sum_{i=1}^{n} -\alpha_i z(k - i) + \sum_{i=d}^{n} \beta_i \text{Sat}(u(k - i)) + \sum_{i=0}^{n} \gamma_i w(k - i),$$  \hspace{1cm} (3.6)

where $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$, $\beta_1, \ldots, \beta_n \in \mathbb{R}^{l_z \times l_u}$, $\gamma_0, \ldots, \gamma_n \in \mathbb{R}^{l_z \times l_w}$, and $d$ is the relative degree. Next, let $v(k) \overset{\Delta}{=} \text{Sat}(u(k))$, and define the transfer function

$$G_{zv} \overset{\Delta}{=} E_1(zI - A)^{-1}B = \sum_{i=d}^{\infty} z^{-i} H_i = H_d \frac{\alpha(z)}{\beta(z)},$$ \hspace{1cm} (3.7)

where, for each positive integer $i$, the Markov parameter $H_i$ of $G_{zv}$ is defined by

$$H_i \overset{\Delta}{=} E_1 A^{i-1} B \in \mathbb{R}^{l_z \times l_u}.$$ \hspace{1cm} (3.8)
Note that, if $d = 1$, then $H_1 = \beta_1$, whereas, if $d \geq 2$, then
\[
\beta_1 = \cdots = \beta_{d-1} = H_1 = \cdots = H_{d-1} = 0 \tag{3.9}
\]
and $H_d = \beta_d$. The polynomials $\alpha(z)$ and $\beta(z)$ have the form
\[
\alpha(z) = z^{n-1} + \alpha_1 z^{n-1} + \cdots + \alpha_{n-1} z + \alpha_n, \tag{3.10}
\]
\[
\beta(z) = z^{n-d} + \beta_{d+1} z^{n-d-1} + \cdots + \beta_{n-1} z + \beta_n. \tag{3.11}
\]

Next, define the extended performance $Z(k) \in \mathbb{R}^{pl_z}$ and extended plant input $V(k) \in \mathbb{R}^{q_{clu}}$ by
\[
\begin{align*}
Z(k) & \triangleq \begin{bmatrix} z(k) \\
\vdots \\
\v(k-p+1) \end{bmatrix}, & V(k) & \triangleq \begin{bmatrix} v(k-1) \\
\vdots \\
\v(k-q_c) \end{bmatrix} = \begin{bmatrix} \text{Sat}(u(k-1)) \\
\vdots \\
\text{Sat}(u(k-q_c)) \end{bmatrix}, \tag{3.12}
\end{align*}
\]
where the data window size $p$ is a positive integer, and $q_c \triangleq n + p - 1$. Therefore (5.6) can be expressed as
\[
Z(k) = W_{zw} \phi_{zw}(k) + B_f V(k), \tag{3.13}
\]
where
\[
W_{zw} \triangleq \begin{bmatrix}
-\alpha_1I_{lz} & \cdots & -\alpha_nI_{lz} & 0_{lz \times lz} & \cdots & 0_{lz \times lz} & \gamma_0 & \cdots & \gamma_n & 0_{lz \times lw} & \cdots & 0_{lz \times lw} \\
0_{lz \times lz} & \cdots & 0_{lz \times lz} & -\alpha_1I_{lz} & \cdots & \cdots & 0_{lz \times lw} & \cdots & \gamma_0 & \cdots & \gamma_n & 0_{lz \times lw} & \cdots & 0_{lz \times lw} \\
\vdots & \vdots & \vdots & \vdots & \ddots & \cdots & \vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0_{lz \times lz} & \cdots & 0_{lz \times lz} & -\alpha_1I_{lz} & \cdots & \cdots & 0_{lz \times lw} & \cdots & \gamma_0 & \cdots & \gamma_n & 0_{lz \times lw} & \cdots & 0_{lz \times lw} \\
0_{lz \times lz} & \cdots & 0_{lz \times lz} & \cdots & \ddots & \cdots & \vdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \cdots & \vdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{bmatrix}, \tag{3.14}
\]
in $\mathbb{R}^{pl_z \times (q_{clz} + (q_c+1)l_w)}$. 

\[ B_f \triangleq \begin{bmatrix}
\beta_1 & \cdots & \beta_n & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} \\
0_{l_z \times l_u} & \ddots & \ddots & \vdots & & \vdots \\
\vdots & &\ddots & \ddots & \ddots & \vdots \\
0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} & \beta_1 & \cdots & \beta_n 
\end{bmatrix} \in \mathbb{R}^{pl_z \times qc_l u}, \quad (3.15) \]

and

\[ \phi_{zw}(k) \triangleq \begin{bmatrix}
z(k - 1) \\
\vdots \\
z(k - p - n + 1) \\
w(k) \\
\vdots \\
w(k - p - n + 1)
\end{bmatrix} \in \mathbb{R}^{qc_{dz} + (qc+1)_{lw}}. \quad (3.16) \]

Note that \( W_{zw} \) includes modeling information about the poles of \( G_{zv} \) and the exogenous signals, while \( B_f \) includes modeling information about the zeros of \( G_{zv} \).

For the open-loop system (3.6), we make the following assumptions:

(A.1) The relative degree \( d \) is known.

(A.2) The first nonzero Markov parameter \( H_d \) is known.

(A.3) There exists an integer \( \bar{n} \) such that \( n < \bar{n} \) and \( \bar{n} \) is known.

(A.4) If \( \zeta \in \mathbb{C}, |\zeta| > 1, \) and \( \beta(\zeta) = 0, \) then the spectral radius of \( A \) is less than 1.

(A.5) The performance variable \( z(k) \) is measured and available for feedback.

(A.6) The function Sat is monotonically nondecreasing in each component in \( u \) with the remaining components of \( u \) fixed.
The exogenous signal $w(k)$ is generated by

$$x_w(k + 1) = A_w x_w(k), \quad (3.17)$$

$$w(k) = C_w x_w(k), \quad (3.18)$$

where $x_w \in \mathbb{R}^{l_w}$ and all of the eigenvalues of $A_w$ are on the unit circle and do not coincide with the transmission zeros of $G_{zy}$.

There exists an integer $\bar{n}_w$ such that $n_w < \bar{n}_w$ and $\bar{n}_w$ is known.

The exogenous signal $w(k)$ is not measured.

$\alpha(z), \beta(z), n$, and $x(0)$ are unknown.

The assumption (A.6) is motivated by [58, 59].

### 3.3.2 Controller Construction

The commanded control $u(k)$ is given by the exactly proper time-series controller

$$u(k) = \sum_{i=1}^{n_c} M_i(k) u(k - i) + \sum_{j=0}^{n_c} N_j(k) z(k - j), \quad (3.19)$$

where, for all $i = 1, \ldots, n_c$, $M_i(k) \in \mathbb{R}^{l_u \times l_u}$, and, for all $j = 0, \ldots, n_c$, $N_j(k) \in \mathbb{R}^{l_u \times l_z}$. We express (3.19) as

$$u(k) = \theta(k) \phi(k - 1), \quad (3.20)$$

where

$$\theta(k) \triangleq \begin{bmatrix} M_1(k) & \cdots & M_{n_c}(k) & N_0(k) & \cdots & N_{n_c}(k) \end{bmatrix} \in \mathbb{R}^{l_u \times (n_c l_u + (n_c + 1) l_z)} \quad (3.21)$$
\[ \phi(k - 1) \triangleq \begin{bmatrix} u(k - 1) \\ \vdots \\ u(k - n_c) \\ z(k) \\ \vdots \\ z(k - n_c) \end{bmatrix} \in \mathbb{R}^{n_c l_u + (n_c + 1) l_z}. \quad (3.22) \]

### 3.3.3 Retrospective Performance

Define the retrospective performance \( \hat{Z}(k) \in \mathbb{R}^{pl_z} \) by

\[
\hat{Z}(k) \triangleq W_{zw} \phi_{zw}(k) + B_f V(k) + \bar{B}_f [\hat{U}(k) - U(k)],
\quad (3.23)
\]

where

\[
\bar{B}_f \triangleq \begin{bmatrix}
0_{l_z \times (d-1) l_u} & \bar{H}_d & \cdots & \bar{H}_m & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} \\
0_{l_z \times (d-1) l_u} & 0_{l_z \times l_u} & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0_{l_z \times (d-1) l_u} & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} & \bar{H}_d & \cdots & \bar{H}_m & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u}
\end{bmatrix} \in \mathbb{R}^{pl_z \times q_c l_u},
\quad (3.24)
\]

is the retrospective input matrix with the model information of \( G_{zw} \). Specifically, \( \bar{H}_1, \ldots, \bar{H}_m \) in (3.24) are estimates of the Markov parameters of \( G_{zw} \). Next, define the extended commanded control \( U(k) \in \mathbb{R}^{q_c l_u} \) and the retrospectively optimized extended
control vector \( \hat{U}(k) \in \mathbb{R}^{l_u} \) by

\[
U(k) \triangleq \begin{bmatrix}
    u(k-1) \\
    \vdots \\
    u(k-q_c)
\end{bmatrix}, \quad \hat{U}(k) \triangleq \begin{bmatrix}
    \hat{u}_k(k-1) \\
    \vdots \\
    \hat{u}_k(k-q_c)
\end{bmatrix},
\]

(3.25)

where \( \hat{u}_k(k-i) \in \mathbb{R}^{l_u} \) is a recomputed control. Subtracting (3.13) from (3.23) yields

\[
\hat{Z}(k) = Z(k) + \bar{B}_f[\hat{U}(k) - U(k)].
\]

(3.26)

Note that the retrospective performance \( \hat{Z}(k) \) does not depend on \( W_{zw} \) or the exogenous signal \( w \). For disturbance rejection, we do not assume that the disturbance is known; for command-following, the command \( w \) need not be measured. The model information matrix \( \bar{B}_f \) is discussed in Section 3.3.5.

3.3.4 Retrospective Cost and RLS Controller Update Law

3.3.4.1 Retrospective Cost

We define the retrospective cost function

\[
J(\hat{U}(k), k) \triangleq \hat{Z}(k)^T R(k) \hat{Z}(k) + \eta(k) \hat{U}(k)^T \hat{U}(k),
\]

(3.27)

where, for all \( k > 0 \), \( \eta(k) \geq 0 \) is a scalar and \( R(k) \in \mathbb{R}^{p_z \times p_z} \) is a positive-definite performance weighting. The goal is to determine retrospectively optimized controls \( \hat{U}(k) \) that would have provided better performance than the controls \( U(k) \) that were applied to the plant. The retrospectively optimized controls \( \hat{U}(k) \) are subsequently used to update the controller. Using (3.26), (3.27) can be rewritten as

\[
J(\hat{U}(k), k) = \hat{U}(k)^T A(k) \hat{U}(k) + B(k) \hat{U}(k) + C(k),
\]

(3.28)
where

\[\mathcal{A}(k) \triangleq \bar{B}_f^T R(k) \bar{B}_f + \eta(k) I_{q_f},\]
\[\mathcal{B}(k) \triangleq 2 \bar{B}_f^T R(k) [Z(k) - \bar{B}_f U(k)],\]
\[\mathcal{C}(k) \triangleq Z(k)^T R(k) Z(k) - 2 Z(k)^T R(k) \bar{B}_f U(k) + U(k)^T \bar{B}_f^T R(k) \bar{B}_f U(k).\]

Note that if either \(\bar{B}_f\) has full rank or \(\eta(k) > 0\), then \(\mathcal{A}(k)\) is positive definite.

Next, we consider the problem of minimizing (3.27) subject to

\[\hat{U}(k) \in \mathcal{U} \times \cdots \times \mathcal{U}.\]

The following result follows from the Weierstrass theorem.

**Lemma 3.3.1.** If \(\mathcal{U}\) is compact, then (3.27) has at least one minimizer. If, in addition, \(\mathcal{U}\) is convex, then (3.27) has a unique minimizer. In particular, if \(\mathcal{U} = \mathbb{R}^{l_u}\), then the unique global minimizer of \(J(\hat{U}(k), k)\) is

\[\hat{U}(k) = -\frac{1}{2} A^{-1}(k) B(k).\]  

### 3.3.4.2 Cumulative Cost and RLS Update

Define the **cumulative cost function**

\[J_{\text{cum}}(\theta, k) \triangleq \sum_{i=d+1}^{k} \lambda^{k-i} \| \phi^T (i - d - 1) \theta (i - 1) - \hat{u}_k (i - d) \|^2 + \lambda^k [\theta(k) - \theta(0)]^T P_0^{-1} [\theta(k) - \theta(0)],\]

where \(\| \cdot \|\) is the Euclidean norm, \(P_0 \in \mathbb{R}^{[n_{c_i} l_u + (n_c + 1) l_z] \times [n_{c_i} l_u + (n_c + 1) l_z]}\) is positive definite, and \(\lambda \in (0, 1]\) is the forgetting factor. The next result follows from standard recursive least-squares (RLS) theory [74, 75].
Lemma 3.3.2. For each $k \geq d$, the unique global minimizer of the cumulative retrospective cost function (3.31) is given by

$$\theta(k) = \theta(k - 1) + \frac{P(k - 1)\phi(k - d)\varepsilon(k - 1)}{\lambda + \phi^T(k - d)P(k - 1)\phi(k - d)}, \quad (3.32)$$

where

$$P(k) = \frac{1}{\lambda} \left[ P(k - 1) - \frac{P(k - 1)\phi(k - d)\phi^T(k - d)P(k - 1)}{\lambda + \phi^T(k - d)P(k - 1)\phi(k - d)} \right], \quad (3.33)$$

$P(0) = P_0$, and $\varepsilon(k - 1) \overset{\triangle}{=} \phi^T(k - d - 1)\theta(k - 1) - \hat{u}(k - d)$.

3.3.5 Model Information $\bar{B}_f$

For SISO, minimum-phase, asymptotically stable linear plants, using the first nonzero Markov parameter in $\bar{B}_f$ yields asymptotic convergence of $z$ to zero [25, 30]. In this case, let $m = d$ and $\bar{H}_d = H_d$ in (3.24). Furthermore, if the open-loop linear plant is nonminimum-phase and the absolute values of all nonminimum-phase zeros are greater than the plant’s spectral radius, then a sufficient number of Markov parameters can be used to approximate the nonminimum-phase zeros [25]. Alternatively, a phase-matching condition with $\eta > 0$ is given in [44, 76] to construct $\bar{B}_f$. For MIMO Lyapunov-stable linear plants, an extension of the phase-matching-based method is given in [77]. For unstable, nonminimum-phase plants, knowledge of the locations of the nonminimum-phase zeros is needed to construct $\bar{B}_f$. For details, see [25, 78].

In this chapter, we consider only the case where the zeros of $G_{ze}$ are either minimum-phase or on the unit circle. Therefore, we set $p = 1$ and let

$$\bar{B}_f = \begin{bmatrix} 0_{1_z \times (d-1)l_u} & H_d & 0_{1_z \times (n-d)l_u} \end{bmatrix} \in \mathbb{R}^{l_z \times nl_u}.$$
3.4 Numerical Examples

In this section, we present numerical examples to illustrate the response of RCAC for plants with input saturation based on constrained retrospective optimization under saturation. The numerical examples are constructed such that the objective is to minimize the performance $z = y - w$, with $\phi(k)$ given by (3.22). In all simulations, we choose $\lambda = 1$, and we initialize $\theta(0)$ to zero.

Example 3.4.1. **Step command following for a minimum-phase, asymptotically stable plant with saturation.** Consider the asymptotically stable, minimum-phase plant transfer function from $v$ to $y$, given by

$$G_{zv}(z) = \frac{0.04758}{z - 0.9048}. \quad (3.34)$$

Our goal is to have the plant output $y$ follow the step command $w(k) = 0.4$. First, consider the fixed-gain PI controller $u = G_{PI}(z)z$, where

$$G_{PI}(z) \triangleq 8 + \frac{0.8}{z - 1} = \frac{8z - 7.2}{z - 1}. \quad (3.35)$$

The controller (3.35) is implemented in feedback with the plant (3.34), where the input to the plant $v = \text{sat}_{a,b}(u)$ is given by (3.5). We consider the unsaturated case, that is, $a = -\infty$ and $b = \infty$, and the saturated case, where $a = -1$ and $b = 1$. Figure 3.1 shows the time history of $w$, $y$, $u$, and $v$ for the case without amplitude saturation as well as the case where $a = -1$ and $b = 1$. For the case without saturation, $y$ follows the command with zero steady-state error. For the case with saturation, $u$ exhibits integrator windup. In particular, the integrator windup results in the overshoot in $y$.

Next, consider the adaptive controller (3.19) with $a = -1$ and $b = 1$ in (3.29) is implemented in feedback with $n_c = 1$, $\eta = 0.1$, $P_0 = I$, and $\tilde{B}_f = \begin{bmatrix} 0_{1 \times d-1} & H_d \end{bmatrix} = 0.04758$. Note that, $a$, $b$, and $\tilde{B}_f$ are the only required model information for the adap-
tive controller. We initialize RCAC as the PI controller in (3.35). Specifically, we let
\[ \theta(0) = \begin{bmatrix} 8 & -7.2 & -1 \end{bmatrix}. \] Figure 3.2 shows that \( y \) follows \( w \) with zero steady-state error and no overshoot. Note that the controller output \( u \) doesn’t exceed the saturation \( b = 1 \), hence, \( u \) does not exhibit integrator windup. This compares favorably with the fixed gain proportional-integral controller used in Figure 3.1.

\[ \begin{array}{ll}
\text{Controller output } u \text{ without saturation} & \\
\text{Controller output } u \text{ with saturation} & \\
\text{Plant Input } v & \\
\end{array} \]

(a)

\[ \begin{array}{ll}
\text{Command } w & \\
\text{Output } y \text{ without saturation} & \\
\text{Output } y \text{ with saturation} & \\
\end{array} \]

(b)

Figure 3.1: Example 3.4.1. *Step command following for a minimum-phase, asymptotically stable plant with a proportional-integral controller.* The controller (3.35) is implemented in feedback with the plant (3.34), where the input to the plant \( v = \text{sat}_{a,b}(u) \) is given by (3.5). We consider the unsaturated case, that is, \( a = -\infty \) and \( b = \infty \), and the saturated case, where \( a = -1 \) and \( b = 1 \). For the case without saturation, \( y \) follows the command with zero steady-state error. For the case with saturation, \( u \) exhibits integrator windup. In particular, the integrator windup results in the overshoot in \( y \).

**Example 3.4.2.** *Square-wave command following for a minimum-phase, asymptotically stable plant with a proportional-integral controller.*
Figure 3.2: Example 3.4.1. Step command following for a minimum-phase, asymptotically stable plant with RCAC. The adaptive controller (3.19) with $a = -1$ and $b = 1$ in (3.29) is implemented in feedback with $n_c = 1$, $\eta = 0.1$, $P_0 = I$, and $\bar{B}_f = 0.04758$. Note that, $a$, $b$, and $\bar{B}_f$ are the only required model information for the adaptive controller. We initialize RCAC as the PI controller in (3.35). For the case saturation $a = -1$ and $b = 1$, $y$ follows $w$ with zero steady-state error and no overshoot. Note that the controller output $u$ doesn’t exceed the saturation $b = 1$, hence, $u$ does not exhibit integrator windup.

totically stable plant with saturation. Consider the asymptotically stable, minimum-phase plant

$$G_{zv}(z) = \frac{(z - 0.5)(z - 0.9)}{(z - 0.7)(z - 0.5 - j0.5)(z - 0.5 + j0.5)}.$$  

(3.36)

The goal is to have the plant output $y$ follow a square-wave command $w(k)$. The control saturation $v = \text{Sat}(u) = \text{sat}_{a,b}(u)$ is given by (3.5). We consider the unsaturated case, that is, $a = -\infty$ and $b = \infty$, together with four levels of saturation. For the plant (3.36), the saturation bounds $u_{\text{max}} = 3$ and $u_{\text{min}} = -3$ are sufficient to drive the performance $z$ to zero. Next, we define the saturation levels, $b_{10\%} = 0.9u_{\text{max}}$, $b_{20\%} = 0.8u_{\text{max}}$, $b_{40\%} = 0.6u_{\text{max}}$, $b_{80\%} = 0.2u_{\text{ss},\text{max}}$, $a_{10\%} = 0.9u_{\text{min}}$, $a_{20\%} = 0.8u_{\text{min}}$, 
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$a_{40\%} = 0.6u_{\text{min}}$, and $a_{80\%} = 0.2u_{\text{min}}$. In all four cases, the adaptive controller (3.19) with saturation is implemented in feedback with $n_c = 3$, $\eta = 0$, $P_0 = 10^{-2}I$, and $\bar{B}_f = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix}$. Note that $a$, $b$, and $\bar{B}_f$ are the only model information required by the adaptive controller.

Figure 3.3 shows the time history of $w$, $y$, $u$, and $v$ without saturation as well as with 10%, 20%, 40%, and 80% saturation. For the case without saturation, $y$ follows the command $w$ after each step. For the case with saturation, note that the adaptive controller is not able to follow the command because the saturation makes this impossible. However, the output $y$ follows $w$ without phase lag that is characteristic of integrator windup.

Example 3.4.3. Triangle-wave command following for a minimum-phase, Lyapunov-stable plant with saturation. Consider the Lyapunov-stable, minimum-phase plant

$$G_{zv}(z) = \frac{1}{z-1}.$$  \hspace{1cm} (3.37)

The goal is to have the plant output $y$ follow a triangle-wave command. Following the procedure in Example 3.4.2, we choose $n_c = 3$, $\eta = 0$, $P_0 = 10^{-2}$, and $\bar{B}_f = 1$.

Figure 3.4 shows the time history of $w$, $y$, $u$, and $v$ for the case without saturation as well as with 10%, 20%, 40%, and 80% saturation. Without saturation, $y$ follows the command $w$. Each time the slope of $w$ changes sign, the control $u$ experiences a transient. For the case with saturation, the adaptive controller is not able to follow the command because the saturation makes this impossible.

Example 3.4.4. Square-wave command following for a nonminimum-phase, unstable plant with saturation. Consider the unstable (double integrator) plant

$$G_{zv}(z) = \frac{z + 1}{(z - 1)^2}.$$  \hspace{1cm} (3.38)
Figure 3.3: Example 3.4.2. *Square wave command following for a minimum-phase, asymptotically stable plant with saturation.* We consider no saturation as well as 10%, 20%, 40%, and 80% saturation. Without saturation, \( y \) follows the command \( w \) at each step. With saturation, note that the adaptive controller is not able to follow the command because the saturation makes this impossible. However, the output \( y \) follows \( w \) without the phase lag that is characteristic of integrator windup.

The command is a square wave. We consider the saturation control \( v = \text{Sat}(u) = \text{sat}_{a,b}(u) \) with \( a = -1 \) and \( b = 1 \). The adaptive controller (3.19) with known saturation bounds in (3.29) is implemented in feedback with \( n_c = 3, \eta = 0.01, P_0 = I \), and
Figure 3.4: Example 3.4.3. *Triangle-wave command following for a minimum-phase, Lyapunov-stable plant with saturation.* We consider no saturation as well as with 10%, 20%, 40%, and 80% saturation. Without saturation, $y$ follows the command $w$. Each time the slope of $w$ changes sign, the control $u$ experiences a transient, and the output $y(k)$ follows the command. With saturation, the adaptive controller is not able to follow the command because the saturation makes this impossible.

$\bar{B}_f = \begin{bmatrix} 1 & 0 \end{bmatrix}$. Figure 3.5 shows the time history of $w$, $y$, $u$, and $v$. Note that the response converges after the transient in the first period.

**Example 3.4.5.** *Command-following for an undamped mass-spring structure with*
Figure 3.5: Example 3.4.4. Square-wave command following for a double-integrator plant with saturation. We consider $v = \text{sat}_{-1,1}(u)$. The adaptive controller (3.19) is implemented in feedback with $n_c = 3$, $\eta = 0.01$, $P_0 = I$, and $\bar{B}_f = [1 \ 0]$.

**single-direction force actuation.** Consider the mass-spring-damper structure shown in Figure 3.6 modeled by (3.39)

$$m\ddot{q} + kq = v,$$  \hspace{1cm} (3.39)

where $m = 1$ kg and $k = 30$ N/m are the mass and stiffness, $q$ and $\dot{q}$ are the position and velocity, respectively, of the mass, and $q(0) = 3$ m, $\dot{q}(0) = 5$ m/s. $w$ is the command signal, and $v$ is the saturated control given by

$$v = \text{Sat}(u) = \text{sat}_{0,50}(u)$$ \hspace{1cm} (3.40)
The discrete-time transfer function is given by

\[ G(z) = \frac{0.004(z + 1)}{z^2 - 1.707z + 1}. \] (3.41)

The goal is to have the plant output \( y \) follow the step command \( w(k) = 0 \). We consider (3.5) with \( v = \text{sat}_{0,50}(u) \). Note that this problem is related to the classical problem of controllability using positive controls considered in [79, 80, 81]. However, Brammer's theorem given in [79, 80] assumes that \( B = I \), which is not the case in this example.

The adaptive controller (3.19) with known saturation bounds is implemented in feedback with \( n_c = 5, \eta = 0.0001, P_0 = 0.1I, \) and \( \bar{B}_f = \begin{bmatrix} 0.004 & 0 \end{bmatrix} \).

The goal is to bring the mass to \( q = 0 \) with single-direction force actuation. Figure 3.7 shows the response with \( q(0) = 3 \) m and \( \dot{q}(0) = 5 \) m/s. Note that, by constraining the retrospectively optimized control \( \hat{u}(k) \), the commanded control \( u(k) \) is nonnegative for all \( k > 25 \). \( \blacksquare \)

![Figure 3.6: Example 3.4.5. Mass-spring structure with single-direction force actuation.](image)

**Example 3.4.6.** *Command following for a multi-rotor helicopter.* The transla-
Figure 3.7: Example 3.4.5. Command-following for an undamped mass-spring-damper structure with single-direction force actuation. The adaptive controller (3.19) is implemented with $n_c = 5$, $\eta = 0.0001$, $P_0 = 0.1I$, and $\bar{B}_f = [0.004 \ 0]$. The goal is to bring the mass to $q = 0$ with single-direction force actuation with $q(0) = 3$ m and $\dot{q}(0) = 5$ m/s.

The dynamical motion of a multi-rotor helicopter is described by

$$\ddot{q} = \frac{1}{m} u + \begin{bmatrix} 0 \\ 0 \\ -g \end{bmatrix}, \quad (3.42)$$

where $q = \begin{bmatrix} q_1 & q_2 & q_3 \end{bmatrix}^T \in \mathbb{R}^3$ denotes the position of the vehicle center of mass resolved in the Earth frame, where $q_1$ and $q_2$ denote horizontal displacements, while $q_3$ denotes the vertical displacement. The initial conditions are $q(0) = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T$. 
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and \( \dot{q}(0) = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}^T \). \( u = \begin{bmatrix} u_1 & u_2 & u_3 \end{bmatrix}^T \in \mathbb{R}^3 \) is the control force, \( g = 9.8 \) m/s\(^2\) is the gravitational acceleration, and \( m = 0.5 \) kg is the mass of the vehicle.

Define the inclination angle \( \varphi \) of \( u \) to be

\[
\varphi \triangleq \cos^{-1} \frac{u_3}{\|u\|},
\]

(3.43)

where \( \|u\| \) denotes the Euclidean norm of \( u \). Let

\[
w(t) = \begin{bmatrix}
2 \cos(0.1t) \\
2 \sin(0.1)t \\
0.3t + 1
\end{bmatrix} \in \mathbb{R}^3
\]

(3.44)
denote the position command, and define the tracking error \( z \in \mathbb{R}^3 \) by

\[
z \triangleq q - w.
\]

(3.45)

Let the positive real numbers \( \varphi_{\text{max}} = 20 \) deg and \( u_{\text{max}} = 6 \) N denote the maximum allowable values of \( \varphi \) and \( \|u\| \), respectively. The control problem is thus to construct a feedback control law for \( u \) that minimizes \( \|z\| \) subject to

\[
\sqrt{u_1^2 + u_2^2} \leq \sin \varphi_{\text{max}},
\]

(3.46)

\[
u_3 \geq 0,
\]

(3.47)

and

\[
\|u\| \leq u_{\text{max}},
\]

(3.48)
where (3.46)-(3.48) form the convex control constraint set $\mathcal{U}$ shown in Figure 3.8. The problem of minimizing the retrospective cost function on $\mathcal{U}$ can thus be rewritten as the following second-order cone programming (SOCP) problem:

$$\min J(\hat{U}(k), k)$$

subject to

$$\|P\hat{U}(k)\|_2 \leq Q\hat{U}(k) \quad \text{and} \quad \|\hat{U}(k)\|_2 \leq 6,$$

where $P \triangleq \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}$ and $Q \triangleq \tan(\varphi_{\max}) \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T$. The nonlinear programming method SOCP in the CVX toolbox [72] is used to solve the optimization problem (3.49) and (3.50).

Figure 3.8: Example 3.4.6. The convex control constraint set $\mathcal{U}$ formed by (3.46)-(3.48).
Next, a state space representation of the multi-rotor helicopter is given by

\[
\begin{bmatrix}
\dot{q} \\
\dot{\dot{q}}
\end{bmatrix} =
\begin{bmatrix}
0_{3\times3} & I_{3\times3} \\
0_{3\times3} & 0_{3\times3}
\end{bmatrix}
\begin{bmatrix}
\dot{q} \\
\dot{\dot{q}}
\end{bmatrix} +
\begin{bmatrix}
0_{3\times3} \\
\frac{1}{m} I_{3\times3}
\end{bmatrix}
v +
\begin{bmatrix}
0_{3\times1} \\
0 \\
-g
\end{bmatrix},
\]

(3.51)

\[y =
\begin{bmatrix}
I_{3\times3} & 0_{3\times3}
\end{bmatrix}
\begin{bmatrix}
\dot{q} \\
\dot{\dot{q}}
\end{bmatrix},
\]

(3.52)

\[z = y - w,
\]

(3.53)

where \( v = \text{Sat}(u) \in U \) is the saturated control input given by

\[
v =
\begin{bmatrix}
v_1 \\
v_2 \\
v_3
\end{bmatrix} = \text{Sat}(u) =
\begin{bmatrix}
\text{Sat}_1(u_1, u_2, u_3) \\
\text{Sat}_2(u_1, u_2, u_3) \\
\text{Sat}_3(u_3)
\end{bmatrix},
\]

(3.54)

where

\[
\text{Sat}_1(u_1, u_2, u_3) \triangleq \begin{cases} 
  u_1 & \text{if } u_1 \leq \text{Sat}_3(u_3) \tan \varphi_{\text{max}} \cos \vartheta, \\
  \text{Sat}_3(u_3) \tan \varphi_{\text{max}} \cos \vartheta & \text{otherwise}, 
\end{cases}
\]

(3.55)

\[
\text{Sat}_2(u_1, u_2, u_3) \triangleq \begin{cases} 
  u_2 & \text{if } u_2 \leq \text{Sat}_3(u_3) \tan \varphi_{\text{max}} \sin \vartheta, \\
  \text{Sat}_3(u_3) \tan \varphi_{\text{max}} \sin \vartheta & \text{otherwise}, 
\end{cases}
\]

(3.56)

\[
\text{Sat}_3(u_3) \triangleq \text{sat}_{0,6}(u_3),
\]

(3.57)
and

\[ \vartheta \triangleq \text{atan2}(u_2, u_1) = 2 \arctan \frac{u_2}{\sqrt{u_1^2 + u_2^2 + u_1}}. \tag{3.58} \]

Note that the function Sat in (3.54) satisfies (A.6). Next, we discretize (3.51)-(3.53) using zero-order-hold. The adaptive controller (3.19) with knowledge of the saturation (3.50) is implemented in feedback with \( n_c = 8, \eta = 0, P_0 = 0.1I, d = 1, H_1 = I_{3\times 3}, \) and we let \( \bar{B}_f = \begin{bmatrix} 0.01I_{3\times 3} & 0_{3\times 3} \end{bmatrix}. \)

Figure 3.9 shows the time history of \( y_1, y_2, \) and \( y_3 \) of the helicopter. The transient especially along \( y_3 \) direction is due to the fact that (3.51)-(3.53) is unstable, the discretized equivalent of (3.51)-(3.53) has nonminimum-phase zeros at \(-1\), and the gravitational acceleration \( g \) is unmodeled. Furthermore, we initialize the adaptive controller at \( \theta(0) = 0 \). Note that the commanded control signal \( u \) does not exhibit integrator windup and remains bounded as shown in Figure 3.10, where the black dots represent the control constraint set \( \mathcal{U} \), and the blue crosses represent the commanded control \( u \). Note that the blue crosses outside the control constraint set \( \mathcal{U} \) (black dots region) are caused by the transient behavior of RLS update in (3.32) and (3.33). Figure 3.11 shows the distance between the unsaturated commanded control \( u(k) \) (blue crosses that are outside the control constraint set \( \mathcal{U} \) in Figure 3.10) and the saturated control \( v(k) \) at each time step.

**3.5 Conclusions**

Adaptive control based on constrained retrospective cost optimization was applied to command following for Hammerstein systems with multivariable convex input saturation. We numerically demonstrated that convex optimization applied to the retrospective cost can improve the tracking performance when following square-wave and triangle-wave commands in the presence of saturation. We also applied
Figure 3.9: Example 3.4.6. Command following for a multi-rotor helicopter. The adaptive controller (3.19) with the saturation bounds in (3.50) is implemented in feedback with $n_c = 8$, $\eta = 0$, $P_0 = 0.1I$, $\bar{B}_f = [0.01I_{3\times3} \quad 0_{3\times3}]$, and $\theta(0) = 0$. Note that the outputs of $y_1$, $y_2$, $y_3$ follow the commands $w_1$, $w_2$, and $w_3$ after the transient.

This technique to a multi-rotor helicopter command-following problem by formulating the multi-input constrained retrospective cost function as a second-order cone optimization (SOCP) problem. With this approach, RCAC is shown to adapt to these constraints. Future research will include a stability analysis of RCAC under input
Figure 3.10: Example 3.4.6. The adaptive controller (3.19) with known saturation bounds in (3.50) is implemented in feedback with $n_c = 8$, $\eta = 0$, $P_0 = 0.1I$, $\bar{B}_f = [0.01I_{3\times3} \ 0_{3\times3}]$, and $\theta(0) = 0$. The black dots represent the constraint set in (3.46) and (3.48), and the blue dots represent the unsaturated controller output $u$. The blue crosses outside the boundary of the constraint (black dots region) are due to the transient behavior of RLS update in (3.32) and (3.33).
Figure 3.11: Example 3.4.6. At each time step, the distance between the unsaturated commanded control $u(k)$ (blue crosses that are outside the control constraint set $\mathcal{U}$ in Figure 3.10) and the saturated control $\text{Sat}(u(k))$. 
In this chapter, we augment retrospective cost adaptive control (RCAC) with auxiliary nonlinearities to address a command-following problem for uncertain Hammerstein systems with possibly non-monotonic input nonlinearities. We assume that only one Markov parameter of the linear plant is known and that the input nonlinearity is uncertain. Auxiliary nonlinearities are used within RCAC to create a globally non-decreasing composite input nonlinearity. The required modeling information for the input nonlinearity includes the intervals of monotonicity as well as values of the nonlinearity that determine overlapping segments of the range of the nonlinearity within each interval of monotonicity. The results of this chapter are published in [58, 59, 82].

4.1 Introduction

A *Hammerstein system* consists of linear dynamics preceded by an input nonlinearity as considered in [83, 84, 85]. This nonlinearity may represent the properties of an actuator, such as saturation to reflect magnitude restrictions on the control input, deadzone to represent actuator stiction, or a signum function to represent on-off op-
eration. The ability to invert the input nonlinearity is often precluded in practice by the fact that the nonlinearity may be neither one-to-one nor onto, and it may also be uncertain.

If the input nonlinearity is uncertain, then adaptive control may be useful for learning the characteristics of the nonlinearity online and compensating for the distortion that it introduces. Adaptive inversion control of Hammerstein systems with uncertain input nonlinearities and linear dynamics is considered in [32, 33, 34]. In contrast, in the present chapter we make no attempt to identify or invert the input nonlinearity. In particular, we apply retrospective cost adaptive control (RCAC) along with auxiliary nonlinearities that account for the presence of the input nonlinearity.

RCAC is applicable to linear plants that are possibly MIMO, nonminimum phase (NMP), and unstable as shown in [24, 23, 25, 26, 27, 28, 29, 30]. RCAC relies on knowledge of Markov parameters and, for NMP open-loop-unstable plants, estimates of the NMP zeros. This information can be obtained from either analytical modeling or system identification, see [31]. As shown in [30], the Markov parameters provide an approach to matching the phase of the plant at the frequencies present in the command and disturbances. Alternative phase-matching techniques are given in [76].

The purpose of the auxiliary nonlinearities is to ensure that RCAC is applied to a Hammerstein system with a globally nondecreasing composite input nonlinearity. In particular, if the input nonlinearity is not nondecreasing, then an auxiliary blocking nonlinearity \( N_b \), an auxiliary sorting nonlinearity \( N_s \), and an auxiliary reflection nonlinearity \( N_r \) are used to create a composite nonlinearity \( N \circ N_r \circ N_s \circ N_b \) that is nondecreasing, thus preserving the signs of the Markov parameters of the linearized system. An additional auxiliary saturation nonlinearity \( N_{sat} \), which is used to tune the transient response of the closed-loop system, may depend on estimates of the range of the input nonlinearity and the gain of the linear dynamics.
In [32, 33, 34], the input nonlinearities are assumed to be piecewise linear. The present chapter does not impose this restriction. A preliminary version of some of the results in this chapter is given in [58].

The contents of the chapter are as follows. In Section 4.2, we describe the Hammerstein command-following problem. In Section 4.3, we summarize the RCAC algorithm. In Section 4.4, we apply an extension of RCAC using auxiliary nonlinearities to the Hammerstein command-following problem with non-monotonic input nonlinearities. Next, we present examples to illustrate the construction of the auxiliary nonlinearities. Numerical simulation results are presented in Section 4.5, 4.6, and 4.7. In section 4.5, we consider the case where the input nonlinearities are odd. In section 4.6, we propose two approaches for the case where input nonlinearities are even. In section 4.7, we present examples for the case where the input nonlinearities are neither odd or even. Conclusions are given in Section 4.8.

4.2 Hammerstein Command-following Problem

Consider the SISO discrete-time Hammerstein system

\[ x(k+1) = Ax(k) + BN(u(k)) + D_1w(k), \]  
\[ y(k) = Cx(k), \]

(4.1) (4.2)

where \( x(k) \in \mathbb{R}^n \), \( u(k) \in \mathbb{R} \), \( w(k) \in \mathbb{R}^d \), \( N : \mathbb{R} \rightarrow \mathbb{R} \), and \( k \geq 0 \). To avoid unnecessary complications, we assume that \( N \) is piecewise right continuous. We consider the Hammerstein command-following problem with the performance variable

\[ z(k) = y(k) - r(k), \]

(4.3)
where \( z(k) \in \mathbb{R} \) is the performance variable and \( r(k) \in \mathbb{R} \) is the command. The goal is to develop an adaptive output feedback controller that minimizes the command-following error \( z \) using minimal modeling information about the dynamics, disturbance \( w \), and input nonlinearity \( \mathcal{N} \). We assume that measurements of \( z(k) \) are available for feedback; however, measurements of \( v(k) = \mathcal{N}(u(k)) \) are not available. A block diagram for (4.1)-(4.3) is shown in Figure 4.1.

![Figure 4.1: Adaptive command-following problem for a Hammerstein plant with input nonlinearity \( \mathcal{N} \). We assume that measurements of \( z(k) \) are available for feedback; however, measurements of \( v(k) = \mathcal{N}(u(k)) \) and \( w(k) \) are not available.](image)

### 4.3 Controller Construction

To formulate an adaptive control algorithm for (4.1)-(4.3), we use a strictly proper time-series controller with auxiliary nonlinearities \( \mathcal{N}_{\text{sat}}, \mathcal{N}_{b}, \mathcal{N}_{s}, \) and \( \mathcal{N}_{f} \) to account for the presence of the input nonlinearity \( \mathcal{N} \) in Figure 4.2. The construction of \( \mathcal{N}_{\text{sat}}, \mathcal{N}_{b}, \mathcal{N}_{s}, \) and \( \mathcal{N}_{f} \) is described in Section 4.4. The RCAC controller of order \( n_c \) is given by

\[
 u_c(k) = \sum_{i=1}^{n_c} M_i(k)u_c(k-i) + \sum_{i=1}^{n_c} N_i(k)z(k-i), \tag{4.4}
\]
where, for all $i = 1, \ldots, n_c$, $M_i(k) \in \mathbb{R}$, and $N_i(k) \in \mathbb{R}$. The control (4.4) can be expressed as

$$u_c(k) = \theta(k)\phi(k - 1),$$

where

$$\theta(k) \triangleq \begin{bmatrix} M_1(k) & \cdots & M_{n_c}(k) & N_1(k) & \cdots & N_{n_c}(k) \end{bmatrix} \in \mathbb{R}^l_u \times 2n_c$$

is the controller gain matrix, and the regressor vector $\phi(k)$ is given by

$$\phi(k - 1) \triangleq [u_c(k - 1) \cdots u_c(k - n_c) \ z(k - 1) \cdots z(k - n_c)]^T \in \mathbb{R}^{2n_c}.$$ 

The transfer function matrix $G_{c,k}(q)$ from $z$ to $u_c$ at time step $k$ can be represented by

$$G_{c,k}(q) \triangleq \frac{N_1(k)q^{n_c-1} + N_2(k)q^{n_c-2} + \cdots + N_{n_c}(k)}{q^{n_c} - (M_1(k)q^{n_c-1} + \cdots + M_{n_c-1}(k)q + M_{n_c}(k))},$$

where the forward shift operator $q$ accounts for both the free and forced response of the system.

Figure 4.2: Hammerstein command-following problem with the RCAC adaptive controller and auxiliary nonlinearities $N_{\text{sat}}, N_{\text{b}}, N_{\text{f}},$ and $N_{\text{r}}$. 
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Next, for $i \geq 1$, define the Markov parameter

$$H_i \triangleq CA^{i-1}B.$$  

For example, $H_1 = CB$ and $H_2 = CAB$. Let $\ell$ be a positive integer. Then, for all $k \geq \ell$, (4.1) can be written as

$$x(k) = A^\ell x(k - \ell) + \sum_{i=1}^{\ell} A^{i-1}BN_b(N_s(N_r(N_{sat}(u_c(k - i)))))) + \sum_{i=1}^{\ell} A^{i-1}D_1w(k - i),$$

and thus

$$z(k) = CA^\ell x(k - \ell) + \sum_{i=1}^{\ell} CA^{i-1}D_1w(k - i) - r(k) + \bar{H}\bar{U}(k - 1),$$

where

$$\bar{H} \triangleq \begin{bmatrix} H_1 & \cdots & H_\ell \end{bmatrix} \in \mathbb{R}^{1 \times \ell}$$

and

$$\bar{U}(k - 1) \triangleq \begin{bmatrix} N_b(N_s(N_r(N_{sat}(u_c(k - 1)))))) \\ \vdots \\ N_b(N_s(N_r(N_{sat}(u_c(k - \ell))))) \end{bmatrix}.$$  

Next, we rearrange the columns of $\bar{H}$ and the components of $\bar{U}(k - 1)$ and partition the resulting matrix and vector so that

$$\bar{H}\bar{U}(k - 1) = \mathcal{H}'U'(k - 1) + \mathcal{H}U(k - 1),$$

where $\mathcal{H}' \in \mathbb{R}^{1 \times (\ell - l_U)}$, $\mathcal{H} \in \mathbb{R}^{1 \times l_U}$, $U'(k - 1) \in \mathbb{R}^{\ell - l_U}$, and $U(k - 1) \in \mathbb{R}^{l_U}$. Then, we
can rewrite (4.6) as

\[ z(k) = S(k) + HU(k - 1), \quad (4.8) \]

where

\[ S(k) \triangleq CA^t x(k - \ell) + \sum_{i=1}^{\ell} CA^{i-1} D_1 w(k - i) - r(k) + H'U'(k - 1). \quad (4.9) \]

Next, for \( j = 1, \ldots, s \), we rewrite (4.8) with a delay of \( k_j \) time steps, where \( 0 \leq k_1 \leq k_2 \leq \cdots \leq k_s \), in the form

\[ z_j(k - k_j) = S_j(k - k_j) + H_j U_j(k - k_j - 1), \quad (4.10) \]

where (4.9) becomes

\[ S_j(k - k_j) \triangleq CA^t x(k - k_j - \ell) + \sum_{i=1}^{\ell} CA^{i-1} D_1 w(k - k_j - i) - r(k - k_j) + H'_j U'_j(k - k_j - 1) \]

and (4.7) becomes

\[ HU(k - k_j - 1) = H'_j U'_j(k - k_j - 1) + H_j U_j(k - k_j - 1), \]

where \( H'_j \in \mathbb{R}^{1 \times (\ell - l_U_j)} \), \( H_j \in \mathbb{R}^{1 \times l_U_j} \), \( U'_j(k - k_j - 1) \in \mathbb{R}^{\ell - l_U_j} \), and \( U_j(k - k_j - 1) \in \mathbb{R}^{l_U_j} \).

Now, by stacking \( z(k - k_1), \ldots, z(k - k_s) \), we define the extended performance

\[ Z(k) \triangleq \begin{bmatrix} z_1(k - k_1) \\ \vdots \\ z_s(k - k_s) \end{bmatrix} \in \mathbb{R}^s. \quad (4.11) \]
Therefore,

$$Z(k) = \tilde{S}(k) + \tilde{H}\tilde{U}(k-1), \quad (4.12)$$

where

$$\tilde{S}(k) \triangleq \begin{bmatrix} S_1(k-k_1) \\ \vdots \\ S_s(k-k_s) \end{bmatrix} \in \mathbb{R}^s,$$

$$\tilde{U}(k-1)$$ has the form

$$\tilde{U}(k-1) \triangleq \begin{bmatrix} \mathcal{N}(\mathcal{N}_b(\mathcal{N}_s(\mathcal{N}_r(u_c(k-q_1)))))) \\ \vdots \\ \mathcal{N}(\mathcal{N}_b(\mathcal{N}_s(\mathcal{N}_r(u_c(k-q_l)))))) \end{bmatrix} \in \mathbb{R}^{l_U},$$

where, for $i = 1, \ldots, l_U$, $k_1 \leq q_i \leq k_s + \ell$, and $\tilde{H} \in \mathbb{R}^{s \times l_U}$ is constructed according to the structure of $\tilde{U}(k-1)$. The vector $\tilde{U}(k-1)$ is formed by stacking $U_1(k-k_1-1), \ldots, U_s(k-k_s-1)$ and removing copies of repeated components.

Next, for $j = 1, \ldots, s$, we define the retrospective performance

$$\hat{z}_j(k-k_j) \triangleq S_j(k-k_j) + \mathcal{H}_j\hat{U}_j(k-k_j-1), \quad (4.13)$$

where the past controls $U_j(k-k_j-1)$ in (4.10) are replaced by the retrospective controls $\hat{U}_j(k-k_j-1)$. In analogy with (4.11), the extended retrospective performance
for (4.13) is defined as

\[
\hat{Z}(k) \triangleq \begin{bmatrix}
\hat{z}_1(k - k_1) \\
\vdots \\
\hat{z}_s(k - k_s)
\end{bmatrix} \in \mathbb{R}^s
\]

and thus is given by

\[
\hat{Z}(k) = \tilde{S}(k) + \tilde{H}\hat{U}(k - 1),
\]

where the components of \( \hat{U}(k-1) \in \mathbb{R}^{l_U} \) are the components of \( \hat{U}_1(k-k_1-1), \ldots, \hat{U}_s(k-k_s-1) \) ordered in the same way as the components of \( \hat{U}(k-1) \). Subtracting (4.12) from (4.14) yields

\[
\hat{Z}(k) = Z(k) - \tilde{H}\hat{U}(k - 1) + \tilde{H}\hat{U}(k - 1).
\]

Finally, we define the retrospective cost function

\[
J(\hat{U}(k - 1), k) \triangleq \hat{Z}^T(k)R(k)\hat{Z}(k),
\]

where \( R(k) \in \mathbb{R}^{s \times s} \) is a positive-definite performance weighting. The goal is to determine retrospectively optimized controls \( \hat{U}(k - 1) \) that would have provided better performance than the controls \( U(k) \) that were applied to the system. The retrospectively optimized control values \( \hat{U}(k - 1) \) are subsequently used to update the controller.

Next, to ensure that (4.16) has a global minimizer, we consider the regularized cost

\[
\tilde{J}(\hat{U}(k - 1), k) \triangleq \hat{Z}^T(k)R(k)\hat{Z}(k) + \eta(k)\hat{U}^T(k - 1)\hat{U}(k - 1),
\]
where \( \eta(k) \geq 0 \). Substituting (4.15) into (4.17) yields

\[
\bar{J}(\hat{U}(k-1), k) = \hat{U}(k-1)^T A(k) \hat{U}(k-1) + B(k) \hat{U}(k-1) + C(k),
\]

where

\[
A(k) \overset{\Delta}{=} \hat{H}^T R(k) \hat{H} + \eta(k) I_{\theta},
\]
\[
B(k) \overset{\Delta}{=} 2 \hat{H}^T R(k) [Z(k) - \hat{H} \hat{U}(k-1)],
\]
\[
C(k) \overset{\Delta}{=} Z^T(k) R(k) Z(k) - 2 Z^T(k) R(k) \hat{H} \hat{U}(k-1) + \hat{U}^T(k-1) \hat{H}^T R(k) \hat{H} \hat{U}(k-1).
\]

If either \( \hat{H} \) has full column rank or \( \eta(k) > 0 \), then \( A(k) \) is positive definite. In this case, \( \bar{J}(\hat{U}(k-1), k) \) has the unique global minimizer

\[
\hat{U}(k-1) = -\frac{1}{2} A^{-1}(k) B(k).
\] (4.18)

Next, let \( d \) be a positive integer such that \( \hat{U}(k-1) \) contains \( \hat{u}(k-d) \), and define the cumulative cost function

\[
J_R(\theta, k) \overset{\Delta}{=} \sum_{i=d+1}^{\theta(k)} \lambda^{k-i} \| \theta(k) \phi(i-d-1) - \hat{u}(i-d) \|^2 + \lambda^k \theta(k) - \theta_0 ) P_\theta^{-1} (\theta(k) - \theta_0)^T,
\]

(4.19)

where \( \| \cdot \| \) is the Euclidean norm, and \( \lambda \in (0, 1] \) is the forgetting factor. Minimizing (4.19) yields

\[
\theta(k) = \theta(k-1) + \beta(k) [\phi^T(k-d) P(k-1) \phi(k-d-1) + \lambda]^{-1} P(k-1) \phi(k-d-1)
\]
\[
\cdot [\theta(k-1) \phi(k-d-1) - \hat{u}(k-d)]
\]
where $\beta(k)$ is either zero or one. The error covariance is updated by

$$
P(k) = \beta(k)\lambda^{-1}P(k-1) + [1 - \beta(k)]P(k-1) - \beta(k)\lambda^{-1}P(k-1)\phi(k-d-1)
$$

$$
\cdot [\phi^T(k-d-1)P(k-1)\phi(k-d) + \lambda]^{-1}\cdot \phi^T(k-d-1)P(k-1).
$$

We initialize the error covariance matrix as $P(0) = \alpha I_{2n_{nc}}$, where $\alpha > 0$. Note that when $\beta(k) = 0$, $\theta(k) = \theta(k-1)$ and $P(k) = P(k-1)$. Therefore, setting $\beta(k) = 0$ switches off the controller adaptation, and thus freezes the control gains. When $\beta(k) = 1$, the controller is allowed to adapt. The parameter $\beta(k)$ is used only for numerical examples to illustrate the effect of adaptation.

### 4.4 Auxiliary Nonlinearities

In this section, we construct the auxiliary nonlinearities $N_{\text{sat}}, N_{b}, N_{s},$ and $N_{r}$ in Figure 4.2 along with the required model information. $N_{\text{sat}}$ modifies $u_c$ to obtain the regressor input $u_{\text{sat}}$, while $N_{b}, N_{s},$ and $N_{r}$ modify $u_{\text{sat}}$ to produce the Hammerstein plant input $u$. The auxiliary nonlinearities $N_{b}, N_{s},$ and $N_{r}$ are chosen such that the composite input nonlinearity $N \circ N_{r} \circ N_{s} \circ N_{b}$ is globally nondecreasing. To avoid unnecessary complications, we assume that $N \circ N_{r} \circ N_{s} \circ N_{b}$ is redefined at points of discontinuity to render it piecewise right continuous.

For the Hammerstein command-following problem, we assume that $G$ is uncertain except for an estimate of a single nonzero Markov parameter. The input nonlinearity $N$ is also uncertain, as described below.
4.4.1 Auxiliary Saturation Nonlinearity $\mathcal{N}_{\text{sat}}$

The auxiliary saturation nonlinearity $\mathcal{N}_{\text{sat}}$ is defined to be the saturation function $\text{sat}_{p,q}$ given by

$$
\mathcal{N}_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c) = \begin{cases} 
  p, & \text{if } u_c < p, \\
  u_c, & \text{if } p \leq u_c \leq q, \\
  q, & \text{if } u_c > q,
\end{cases}
$$

(4.20)

where the real numbers $p$ and $q$ are the lower and upper saturation levels, respectively. For minimum-phase plants, the auxiliary nonlinearity $\mathcal{N}_{\text{sat}}$ is not needed, and thus, in this case, the saturation levels $p$ and $q$ are chosen to be large negative and positive numbers, respectively. For NMP plants, the saturation levels are used to tune the transient behavior. In addition, the saturation levels are chosen to provide a sufficiently large range of the control input to follow the command $r$. These values depend on the range of the input nonlinearity $\mathcal{N}$ as well as the gain of the linear system $G$ at frequencies in the spectra of $r$ and $w$.

4.4.2 Auxiliary Reflection Nonlinearity $\mathcal{N}_r$

If the input nonlinearity $\mathcal{N}$ is not monotonic, then the auxiliary reflection nonlinearity $\mathcal{N}_r$ is used to create a composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r$ that is piecewise nondecreasing. To construct $\mathcal{N}_r$, we assume that the intervals of monotonicity of the input nonlinearity $\mathcal{N}$ are known, as described below.

In Section 4.4.3 and 4.4.4 below we restrict $\mathcal{N}_s$ and $\mathcal{N}_b$ so that $\mathcal{N}_s : [p, q] \to [p, q]$ and $\mathcal{N}_b : [p, q] \to [p, q]$. With this construction, we need to consider only $u_s \in [p, q]$. Therefore, let $I_1, I_2, \ldots$ be the smallest number of intervals of monotonicity of $\mathcal{N}$ that are a partition of the interval $[p, q]$. If $\mathcal{N}$ is nondecreasing on $I_i$, then $\mathcal{N}_r(u_s) \triangleq u_s$ for all $u_s \in I_i$. Alternatively, if $\mathcal{N}$ is nonincreasing on $I_i = [p_i, q_i]$, then $\mathcal{N}_r(u_s) \triangleq$
\[ p_i + q_i - u_s \in I_i \text{ for all } u_s \in I_i. \] Finally, if \( \mathcal{N} \) is constant on \( I_i \), then either choice can be used. Thus, \( \mathcal{N}_i \) is a piecewise-linear function that reflects \( \mathcal{N} \) about \( u_s = \frac{p_i + q_i}{2} \) within each interval of monotonicity so that \( \mathcal{N} \circ \mathcal{N}_i \) is nondecreasing on \( I_i \), and thus \( \mathcal{N} \circ \mathcal{N}_i \) is piecewise nondecreasing on \( I \). Let \( \mathcal{R}_I(f) \) denote the range of the function \( f \) with arguments in \( I \).

**Proposition 4.4.1.** Assume that \( \mathcal{N}_i \) is constructed by the above rule. Then the following statements hold:

1. \( \mathcal{N} \circ \mathcal{N}_i \) is piecewise nondecreasing on \([p, q]\).

2. \( \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_i) = \mathcal{R}_I(\mathcal{N}) \).

*Proof.* Let \( I_i = (p_i, q_i) \). We first assume that \( \mathcal{N} \) is nondecreasing on \( I_i \). Since \( \mathcal{N}_i(u_s) = u_s \) for all \( u_s \in I_i \), it follows that \( \mathcal{N} \circ \mathcal{N}_i(u_s) = \mathcal{N}(u_s) \) for all \( u_s \in I_i \). Hence \( \mathcal{N} \circ \mathcal{N}_i \) is nondecreasing on \( I_i \) and thus piecewise nondecreasing.

Alternatively, assume that \( \mathcal{N} \) is nonincreasing on \( I_i \). Let \( u_{s,1}, u_{s,2} \in I_i \), where \( u_{s,1} \leq u_{s,2} \). Then, \( u_2 \triangleq p_i + q_i - u_{s,2} \leq u_1 \triangleq p_i + q_i - u_{s,1} \). Therefore, since \( \mathcal{N} \) is nonincreasing on \( I_i \), it follows that \( \mathcal{N}(\mathcal{N}_i(u_{s,1})) = \mathcal{N}(u_1) \leq \mathcal{N}(u_2) = \mathcal{N}(\mathcal{N}_i(u_{s,2})) \). Thus, \( \mathcal{N} \circ \mathcal{N}_i \) is nondecreasing on \( I_i \).

To prove \( ii) \), assume that \( \mathcal{N} \) is nondecreasing on \( I_i \). Since \( \mathcal{N}_i(u_s) = u_s \) for all \( u_s \in I_i \), it follows that \( \mathcal{N}_i(I_i) = I_i \), that is, \( \mathcal{N}_i : I_i \rightarrow I_i \) is onto. Alternatively, assume that \( \mathcal{N} \) is nonincreasing on \( I_i \) so that \( \mathcal{N}_i(u_s) = p_i + q_i - u_s \). Note that \( \mathcal{N}_i(p_i) = q_i \), \( \mathcal{N}_i(q_i) = p_i \), and \( \mathcal{N}_i \) is continuous and decreasing on \( I_i \). Therefore, \( \mathcal{N}_i(I_i) = I_i \), and thus \( \mathcal{N}_i : I_i \rightarrow I_i \) is onto. Hence, \( \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_i) = \mathcal{R}_I(\mathcal{N}) \).

**Example 4.4.1.** Consider the nonincreasing input nonlinearity \( \mathcal{N}(u) = -\text{sat}_{-1,1}(u-5) \) shown in Figure 4.3(a). Let \( \mathcal{N}_i(u_s) = -u_s + 10 \) for all \( u_s \in [3, 7] \) according to Proposition 4.4.1. Figure 4.3(c) shows that the composite nonlinearity \( \mathcal{N} \circ \mathcal{N}_i \) is nondecreasing on \( I \triangleq [-2, 2] \). Note that \( \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_i) = \mathcal{R}_I(\mathcal{N}) = [-1, 1] \).
Example 4.4.2. Consider the non-monotonic input nonlinearity $N(u) = |u - 5|$ shown in Figure 4.4(a). Let $N_r(u_s) = -u_s + 6$ for all $u_s \in [1, 5]$ and $N_r(u_s) = u_s$ otherwise according to Proposition 4.4.1. Figure 4.4(c) shows that the composite nonlinearity $N \circ N_r$ is piecewise nondecreasing but not globally nondecreasing on $I \triangleq [1, 9]$, and that $R_I(N \circ N_r) = R_I(N) = [0, 4]$.

Example 4.4.3. Consider the non-monotonic input nonlinearity

$$N(u) = \begin{cases} -\frac{1}{2}u, & \text{if } u \leq 0, \\ u - 1, & \text{if } u > 0, \end{cases}$$

shown in Figure 4.5(a). Let $N_r(u_s) = -u_s - 2$ for all $u_s \in [-2, 0)$ and $N_r(u_s) = u_s$ otherwise according to Proposition 4.4.1. Figure 4.5(c) shows that the composite nonlinearity $N \circ N_r$ is piecewise nondecreasing but not globally nondecreasing on
Figure 4.4: Example 4.4.2 (a) Non-monotonic input nonlinearity \( \mathcal{N}(u) = -|u - 5| \).
(b) Auxiliary reflection nonlinearity \( \mathcal{N}_r(u_s) = -u_s + 6 \) for \( u_s \in [1, 5) \)
and \( \mathcal{N}_r(u_s) = u_s \) otherwise. (c) Composite nonlinearity \( \mathcal{N} \circ \mathcal{N}_r \). Note
that \( \mathcal{N} \circ \mathcal{N}_r \) is piecewise nondecreasing but not globally nondecreasing on
\( I \overset{\triangle}{=} [1, 9] \), and that \( \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_r) = \mathcal{R}_I(\mathcal{N}) = [0, 4] \).

\( I \overset{\triangle}{=} [-2, 1] \), and that \( \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_r) = \mathcal{R}_I(\mathcal{N}) = [-1, 1] \).

### 4.4.3 Auxiliary Sorting Nonlinearity \( \mathcal{N}_s \)

As illustrated by Example 4.4.2 and Example 4.4.3, \( \mathcal{N} \circ \mathcal{N}_r \) is piecewise nondecreasing but not globally nondecreasing. In order to construct a composite input nonlinearity that is globally nondecreasing, we introduce the auxiliary sorting nonlinearity \( \mathcal{N}_s \) and auxiliary blocking nonlinearity \( \mathcal{N}_b \). The auxiliary sorting nonlinearity \( \mathcal{N}_s \) sorts portions of the piecewise nondecreasing nonlinearity \( \mathcal{N} \circ \mathcal{N}_r \) to create a com-
posite nonlinearity \( \mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \) so that the composite nonlinearity \( \mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \circ \mathcal{N}_b \) is
globally nondecreasing. \( \mathcal{N}_b \) is discussed in Section 4.4.4. To construct \( \mathcal{N}_s \), we assume
that the range of \( \mathcal{N} \circ \mathcal{N}_r \) within each interval of monotonicity is known. No further
modeling information about \( \mathcal{N} \) is needed.
Figure 4.5: Example 4.4.3 (a) Non-monotonic input nonlinearity (4.21). (b) Auxiliary reflection nonlinearity $N_r(u_s) = -u_s - 2$ for $u_s \in [-2, 0)$ and $N_r(u_s) = u_s$ otherwise. (c) Composite nonlinearity $N \circ N_r$. Note that $N \circ N_r$ is piecewise nondecreasing but not globally nondecreasing on $I \triangleq [-2, 0]$, and that $R_I(N \circ N_r) = R_I(N) = [-1, 1]$.

Let $N_s$ be the piecewise right-continuous affine function defined as follows. Let $I_1 = [p_1, q_1), I_2 = [p_2, q_2), \ldots$ be the smallest number of intervals of monotonicity of $N$ that are a partition of the interval $[p, q]$. If $R_{I_i}(N \circ N_i) \subset R_{I_j}(N \circ N_i)$ for all $i \neq j$ and $(N \circ N_i)(q_i) \leq (N \circ N_i)(q_j)$, where $q_i < q_j$, then $N_s(u_b) \triangleq u_b$ for all $u_b \in I_i \cup I_j = [p_i, q_i) \cup [p_j, q_j)$, and thus $N_s$ is not needed. Alternatively, if $R_{I_i}(N \circ N_i) \not\subset R_{I_j}(N \circ N_i)$ for all $i \neq j$ and $(N \circ N_i)(q_i) > (N \circ N_i)(q_j)$, where $q_i < q_j$, then $N_s(u_b) \triangleq \frac{1}{q_j - q_i} [(q_j - p_j)u_b + p_j q_i - p_i q_j] \in I_j$ for all $u_b \in I_i$ and $N_s(u_b) \triangleq \frac{1}{q_i - p_i} [(q_i - p_i)u_b + p_i q_j - p_j q_i] \in I_i$ for all $u_b \in I_j$.

**Proposition 4.4.2.** Assume that $N_s$ is constructed by the above rule. Then the following statements hold:

1. $N \circ N_i \circ N_s$ is piecewise nondecreasing on $[p, q]$. 
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2. $\mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s) = \mathcal{R}_I(\mathcal{N})$.

Proof. Let $I_i = (p_i, q_i)$ and $I_j = (p_j, q_j)$. We first assume that $\mathcal{R}_{I_i}(\mathcal{N} \circ \mathcal{N}_r) \subset \mathcal{R}_{I_j}(\mathcal{N} \circ \mathcal{N}_r)$ for all $i \neq j$ or $\mathcal{N} \circ \mathcal{N}_r(q_i) \leq \mathcal{N} \circ \mathcal{N}_r(q_j)$, where $q_i < q_j$. Since $\mathcal{N}_s(u_b) = u_b$ for all $u_b \in I_i \cup I_j$, it follows from Proposition 4.4.1 $i$) that $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$ is piecewise nondecreasing on $[p, q]$.

Alternatively, assume that $\mathcal{R}_{I_i}(\mathcal{N} \circ \mathcal{N}_r) \not\subset \mathcal{R}_{I_j}(\mathcal{N} \circ \mathcal{N}_r)$ for all $i \neq j$ and $(\mathcal{N} \circ \mathcal{N}_r^{-1})(q_i) > (\mathcal{N} \circ \mathcal{N}_r)(q_j)$, where $q_i < q_j$. It follows from $\mathcal{N}_s(u_b) \triangleq \frac{1}{q_i - p_i} [(q_j - p_j)u_b + p_j q_i - p_i q_j] \in I_j$ for all $u_b \in I_i$ and $\mathcal{N}_s(u_b) \triangleq \frac{1}{q_i - p_i} [(q_i - p_i)u_b + p_i q_j - p_j q_i] \in I_i$ for all $u_b \in I_j$ that $\mathcal{N}_s: I_i \to I_j$ and $\mathcal{N}_s: I_j \to I_i$. Next, Let $u_{b,1}, u_{b,2} \in I_i$, where $u_{b,1} \leq u_{b,2}$. Then,

$$u_{s,1} \triangleq \frac{1}{q_i - p_i} [(q_j - p_j)u_{b,1} + p_j q_i - p_i q_j] \in I_j \leq u_{s,2} \triangleq \frac{1}{q_i - p_i} [(q_j - p_j)u_{b,2} + p_j q_i - p_i q_j] \in I_j.$$ 

Therefore, since $\mathcal{N} \circ \mathcal{N}_r$ is nondecreasing on $I_j$, it follows that $(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s)(u_{b,1}) = (\mathcal{N} \circ \mathcal{N}_r)(u_{s,1}) \leq (\mathcal{N} \circ \mathcal{N}_r)(u_{s,2}) = (\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s)(u_{b,2})$. Thus, $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$ is nondecreasing on $I_i$. Similarly, the same argument shows that $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$ is nondecreasing on $I_j$.

To prove $ii$), assume that $\mathcal{R}_{I_i}(\mathcal{N} \circ \mathcal{N}_r) \subset \mathcal{R}_{I_j}(\mathcal{N} \circ \mathcal{N}_r)$ for all $i \neq j$ or $(\mathcal{N} \circ \mathcal{N}_r)(q_i) \leq (\mathcal{N} \circ \mathcal{N}_r)(q_j)$, where $q_i < q_j$. Since $\mathcal{N}_s(u_b) = u_b$ for all $u_b \in I_i \cup I_j$, it follows that $\mathcal{N}_s: I_i \to I_i$ is onto. Alternatively, assume that $\mathcal{R}_{I_i}(\mathcal{N} \circ \mathcal{N}_r) \not\subset \mathcal{R}_{I_j}(\mathcal{N} \circ \mathcal{N}_r)$ for all $i \neq j$ and $\mathcal{N} \circ \mathcal{N}_r(q_i) < \mathcal{N} \circ \mathcal{N}_r(q_j)$, where $q_i < q_j$. It follows from $\mathcal{N}_s(u_b) \triangleq \frac{1}{q_i - p_i} [(q_j - p_j)u_b + p_j q_i - p_i q_j] \in I_j$ for all $u_b \in I_i$ and $\mathcal{N}_s(u_b) \triangleq \frac{1}{q_i - p_i} [(q_i - p_i)u_b + p_i q_j - p_j q_i] \in I_i$ for all $u_b \in I_j$ that $\mathcal{N}_s: I_i \to I_j$ and $\mathcal{N}_s: I_j \to I_i$. Therefore, $\mathcal{N}_s: I_i \to I_j$ and $\mathcal{N}_s: I_j \to I_i$. Hence, $\mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s) = \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_r) = \mathcal{R}_I(\mathcal{N})$. 

\[\square\]

**Example 4.4.4.** Consider the case where $\mathcal{R}_{[-2,0]}(\mathcal{N} \circ \mathcal{N}_r) \cap \mathcal{R}_{[0,1]}(\mathcal{N} \circ \mathcal{N}_r) = \emptyset$ as shown in Figure 4.6(a). We assume that values of $(\mathcal{N} \circ \mathcal{N}_r)(0)$ and $(\mathcal{N} \circ \mathcal{N}_r)(1)$ are known. In particular, $(\mathcal{N} \circ \mathcal{N}_r)(0) = 1 > (\mathcal{N} \circ \mathcal{N}_r)(1) = 0$. We thus choose $\mathcal{N}_s(u_b) = 0.5u_b + 1$ for $u_b \in [-2,0]$ and $\mathcal{N}_s(u_b) = 2u_b - 2$ for $u_b \in [0,1]$ as shown
in Figure 4.6(b). Note that $N \circ N_r$ is piecewise nondecreasing on $[-2, 1]$. Figure 4.6(c) shows that the composite nonlinearity $N \circ N_r \circ N_s$ is piecewise nondecreasing on $[-2, 1]$.

![Figure 4.6: Example 4.4.4. In this example, $R_{[-2,0]}(N \circ N_r) \cap R_{[0,1]}(N \circ N_r) = \emptyset$. (a) Nondecreasing composite nonlinearity $N \circ N_r$. Note that $(N \circ N_r)(0) = 1 > (N \circ N_r)(1) = 0$. (b) Auxiliary sorting nonlinearity $N_s(u_b) = 0.5u_b + 1$ for $u_b \in [-2, 0)$ and $N_s(u_b) = 2u_b - 2$ for $u_b \in [0, 1]$. (c) The composite nonlinearity $N \circ N_r \circ N_s$.](image)

**Example 4.4.5.** Consider the case where the range of $N \circ N_r$ on subintervals of its domain has partially overlapping intervals as shown in Figure 4.7(a), where neither $R_{[-5,0]}(N \circ N_r)$ nor $R_{[0,5]}(N \circ N_r)$ is contained in the other set. We assume that values of $(N \circ N_r)(0)$ and $(N \circ N_r)(5)$ are known. In particular, $(N \circ N_r)(0) = 4 > (N \circ N_r)(5) = 1$, we thus choose $N_s(u_b) = u_b + 5$ for $u_b \in [-5, 0)$ and $N_s(u_b) = u_b - 5$ for $u_b \in [0, 5]$ as shown in Figure 4.7(b). Note that $N \circ N_r \circ N_s$ is piecewise nondecreasing on $[-5, 5]$, and Figure 4.7(c) shows that the composite nonlinearity $N \circ N_r \circ N_s$ is piecewise nondecreasing on $[-5, 5]$.

**Example 4.4.6.** Consider the case where $R_{[-5,0]}(N \circ N_r) \subset R_{[0,5]}(N \circ N_r)$ as
Figure 4.7: Example 4.4.5. In this example, range of \( \mathcal{N} \circ \mathcal{N}_r \) on subintervals of its domain has partially overlapping intervals, where neither \( \mathcal{R}_{[-5,0]}(\mathcal{N} \circ \mathcal{N}_r) \) nor \( \mathcal{R}_{[0,5]}(\mathcal{N} \circ \mathcal{N}_r) \) is contained in the other set. Note that \( (\mathcal{N} \circ \mathcal{N}_r)(0) = 4 > (\mathcal{N} \circ \mathcal{N}_r)(5) = 1 \). (a) Piecewise nondecreasing composite nonlinearity \( \mathcal{N} \circ \mathcal{N}_r \) with partially overlapping intervals. (b) Auxiliary sorting nonlinearity \( \mathcal{N}_s(u_b) = u_b + 5 \) for \( u_b \in [-5,0) \) and \( \mathcal{N}_s(u_b) = u_b - 5 \) for \( u_b \in [0,5] \). (c) The composite nonlinearity \( \mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \) is piecewise nondecreasing on \([-5,5]\).

shown in Figure 4.8(a), and thus \( \mathcal{N}_s \) is not needed. We choose \( \mathcal{N}_s(u_b) = u_b \), and Figure 4.8(b) shows that \( \mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \) is piecewise nondecreasing on \([-5,5]\).

### 4.4.4 Auxiliary Blocking Nonlinearity \( \mathcal{N}_b \)

As shown in Proposition 4.4.2 and illustrated by Example 4.4.5, \( \mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \) is piecewise nondecreasing. In order to construct a composite input nonlinearity that is globally nondecreasing, we introduce the auxiliary blocking nonlinearity \( \mathcal{N}_b \).

To construct \( \mathcal{N}_b \), we assume that the range of \( \mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \) within each interval of monotonicity is known. If, in addition, these ranges are partially overlapping, then selected intermediate values of \( \mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \) must also be known. No further modeling
Figure 4.8: Example 4.4.6. In this example, $\mathcal{R}_{[-5,0]}(N \circ N_r) \subset \mathcal{R}_{[0,5]}(N \circ N_r)$. In this case, $N_s$ is not needed. (a) Piecewise nondecreasing composite nonlinearity $N \circ N_r$, where $\mathcal{R}_{[-5,0]}(N \circ N_r) \subset \mathcal{R}_{[0,5]}(N \circ N_r)$ and the auxiliary sorting nonlinearity $N_s(u_b) = u_b$ for $u_b \in [-5,5]$. (b) The composite nonlinearity $N \circ N_r \circ N_s$ is piecewise nondecreasing on $[-5,5]$.

information about $N$ is needed.

Let $N_b$ be the piecewise right-continuous affine function defined as follows. Let $I_1, I_2, \ldots$ be the smallest number of intervals of monotonicity of $N$ that are also a partition of the interval $[p, q]$. If $\mathcal{R}_{I_i}(N \circ N_r \circ N_s) \cap \mathcal{R}_{I_j}(N \circ N_r \circ N_s) = \emptyset$ for all $i \neq j$, then we choose $N_b(u_{sat}) \triangleq u_{sat}$ for all $u_{sat} \in I_j \cup I_j$. Alternatively, if $\mathcal{R}_{I_i}(N \circ N_r \circ N_s) \cap \mathcal{R}_{I_j}(N \circ N_r \circ N_s) \neq \emptyset$ and $\mathcal{R}_{I_i}(N \circ N_r \circ N_s) \subseteq \mathcal{R}_{I_j}(N \circ N_r \circ N_s)$, we block the overlapping segments as shown by the following examples.

**Example 4.4.7.** Consider the case where $\mathcal{R}_{[-5,0]}(N \circ N_r \circ N_s) \cap \mathcal{R}_{[0,5]}(N \circ N_r \circ N_s) = \emptyset$ as shown in Figure 4.9(a). In this case, $N_b$ is not needed, we thus choose $N_b(u_{sat}) = u_{sat}$. Note that $N \circ N_r \circ N_s$ is piecewise nondecreasing on $[-5,5]$. Figure 4.9(b) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is globally nondecreasing on $[-5,5]$.

**Example 4.4.8.** Consider the case where range of $N \circ N_r \circ N_s$ on subintervals of its domain has partially overlapping intervals, where neither $\mathcal{R}_{[-5,0]}(N \circ N_r \circ N_s)$ nor $\mathcal{R}_{[0,5]}(N \circ N_r \circ N_s)$ is contained in the other set. In particular, as shown in
Example 4.4.7. In this example, \( R_{[-5,0]}(N \circ N_r \circ N_s) \cap R_{[0,5]}(N \circ N_r \circ N_s) = \emptyset \). (a) Nondecreasing composite nonlinearity \( N \circ N_r \circ N_s \) and auxiliary blocking nonlinearity \( N_b(u_{\text{sat}}) = u_{\text{sat}} \). (b) The composite nonlinearity \( N \circ N_r \circ N_s \circ N_b \) is globally nondecreasing on \([-5, 5]\).

Figure 4.10(a), \( R_{[-2,0]}(N \circ N_r \circ N_s) = R_{[0,2]}(N \circ N_r \circ N_s) \). In this case, we assume that intermediate values of \( N \circ N_r \circ N_s \) are known. In particular, knowledge of \( (N \circ N_r \circ N_s)_{[-5,0]}(0) = 1 \) is sufficient to construct \( N_b \). We choose \( N_b(u_{\text{sat}}) = -2 \) for \( u_{\text{sat}} \in [-2,0) \) and \( N_b(u_{\text{sat}}) = u_{\text{sat}} \) otherwise. Note that \( N \circ N_r \circ N_s \) is piecewise nondecreasing on \([-5, 5]\), and Figure 4.10(b) shows that the composite nonlinearity \( N \circ N_r \circ N_s \circ N_b \) is globally nondecreasing on \([-5, 5]\).

Example 4.4.9. Consider the case \( R_{[-5,0]}(N \circ N_r \circ N_s) \subset R_{[0,5]}(N \circ N_r \circ N_s) \) as shown in Figure 4.11(a). In particular, \( R_{[-5,0]}(N \circ N_r \circ N_s) = [-2, 3] \) and \( R_{[0,5]}(N \circ N_r \circ N_s) = [-5, 5] \). We let \( N_b(u_{\text{sat}}) = -5 \) for all \( u_{\text{sat}} \in [-5,0) \) and \( N_b(u_{\text{sat}}) = u_{\text{sat}} \) for all \( u_{\text{sat}} \in [0,5] \). Note that \( N \circ N_r \circ N_s \) is piecewise nondecreasing on \([-5, 5]\) and Figure 4.11(b) shows that the composite nonlinearity \( N \circ N_r \circ N_s \circ N_b \) is globally nondecreasing on \([-5, 5]\).

Proposition 4.4.3. Assume that \( N_b \) is constructed by the above rule. Then the following statements hold:

1. \( N \circ N_r \circ N_s \circ N_b \) is globally nondecreasing on \( I \triangleq [p, q] \).

2. \( R_I(N \circ N_r \circ N_s \circ N_b) = R_I(N) \).
Figure 4.10: Example 4.4.8. In this example, range of $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$ on subintervals of its domain has partially overlapping intervals, where neither $\mathcal{R}_{[-5,0]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s)$ nor $\mathcal{R}_{[0,5]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s)$ is contained in the other set. (a) Piecewise nondecreasing composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$ with partially overlapping intervals, where $\mathcal{R}_{[-2,0]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s) = \mathcal{R}_{[0,2]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s)$ and the auxiliary blocking nonlinearity $\mathcal{N}_b(u_{sat}) = u_{sat}$. (b) The composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \circ \mathcal{N}_b$ is globally nondecreasing on $[-5, 5]$.

Figure 4.11: Example 4.4.9. In this example, $\mathcal{R}_{[-5,0]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s) \subset \mathcal{R}_{[0,5]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s)$. (a) Piecewise nondecreasing composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$, where $\mathcal{R}_{[-5,0]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s) \subset \mathcal{R}_{[0,5]}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s)$ and the auxiliary blocking nonlinearity $\mathcal{N}_b(u_{sat}) = -5$ for $u_{sat} \in [-5, 0)$ and $\mathcal{N}_b(u_{sat}) = u_{sat}$ for $u_{sat} \in [0, 5]$. (b) The composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \circ \mathcal{N}_b$ is globally nondecreasing on $[-5, 5]$.

Proof. First, consider the case $\mathcal{R}_{I_i}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s) \cap \mathcal{R}_{I_j}(\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s) = \emptyset$ for all $i \neq j$. It follows from i) of Proposition 4.4.2 and $\mathcal{N}_b(u_{sat}) = u_{sat}$ that $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \circ \mathcal{N}_b$ is...
nondecreasing on $I$. Next, consider the case $\mathcal{R}_I(N \circ N_r \circ N_s) \cap \mathcal{R}_I(N \circ N_r \circ N_s) \neq \emptyset$, $(N \circ N_r \circ N_s \circ N_b)(u_{\text{sat}})$ is constant for all $u_{\text{sat}} \in \mathcal{R}_I(N \circ N_r \circ N_s) \cap \mathcal{R}_I(N \circ N_r \circ N_s)$. Therefore, $N \circ N_r \circ N_s \circ N_b$ is nondecreasing.

To prove $\text{ii}$), let $I_1, I_2, \ldots$ be the smallest number of intervals of monotonicity of $N$ that are a partition of the interval $[p, q]$. Since $\mathcal{R}_I(N \circ N_r \circ N_s) = \bigcup_{k=1}^{\infty} \mathcal{R}_{I_k}(N \circ N_r \circ N_s)$. Note that $N_b(u_{\text{sat}}) = u_{\text{sat}}$ for all intervals $I_i$ and $I_j$ such that $\mathcal{R}_{I_i}(N \circ N_r \circ N_s) \cap \mathcal{R}_{I_j}(N \circ N_r \circ N_s) = \emptyset$. For the intervals where $\mathcal{R}_{I_i}(N \circ N_r \circ N_s) \cap \mathcal{R}_{I_j}(N \circ N_r \circ N_s) \neq \emptyset$. Let $N_b(u_{\text{sat}}) = \mu$, where $\mu \in \mathcal{R}_{I_i}(N \circ N_r \circ N_s) \cap \mathcal{R}_{I_j}(N \circ N_r \circ N_s)$. Therefore, $\mathcal{R}_{I}(N \circ N_r \circ N_s \circ N_b) = \mathcal{R}_{I}(N \circ N_r \circ N_s)$.

It thus follows from Proposition 4.4.2 that $\mathcal{R}_{I}(N \circ N_r \circ N_s \circ N_b) = \mathcal{R}_{I}(N \circ N_r \circ N_s) = \mathcal{R}_{I}(N)$. \hfill $\square$

### 4.4.5 Examples Illustrating the Construction of $N_b$, $N_s$, and $N_r$

**Example 4.4.10.** Consider the non-monotonic input nonlinearity

\[
N(u) = \begin{cases} 
10, & \text{if } u < 2, \\
-3u + 4, & \text{if } -2 \leq u < 2, \\
u^2 - 6, & \text{if } u \geq 2,
\end{cases} \quad (4.22)
\]

which is shown in Figure 4.12(a). Let $N_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)$, where $p = -5$ and $q = 5$. According to Propositions 4.4.1, 4.4.2, and 4.4.3, let

\[
N_r(u_s) = \begin{cases} 
-u_s, & \text{if } -2 \leq u_s < 2, \\
u_s, & \text{if } u_s \in [-5, -2) \cup (2, 5),
\end{cases} \quad (4.23)
\]

\[
N_s(u_b) = u_b, \quad \text{if } u_b \in [-5, 5], \quad (4.24)
\]
and

\[ N_b(u_{\text{sat}}) = \begin{cases} -2, & \text{if } -5 \leq u_{\text{sat}} < 2, \\ u_{\text{sat}}, & \text{if } 2 \leq u_{\text{sat}} \leq 5. \end{cases} \] (4.25)

Figure 4.12(b) shows the auxiliary nonlinearities \( N_h, N_s, \) and \( N_r \). Figures 4.12(c) and 4.12(d) show that the composite nonlinearity \( N \circ N_r \circ N_s \) is piecewise nondecreasing on \( I \triangleq [-5, 5] \) and the composite nonlinearity \( N \circ N_r \circ N_s \circ N_b \) is globally nondecreasing on \( I \). Note that \( R_I(N \circ N_r \circ N_s \circ N_b) = R_I(N) = [-2, 19] \).

Figure 4.12: Example 4.4.10. (a) Input nonlinearity given by (4.22). (b) The auxiliary reflection nonlinearity \( N_r \) given by (4.23) for \( u_s \in [-5, 5] \), the auxiliary sorting nonlinearity \( N_s \) given by (4.24) for \( u_b \in [-5, 5] \), and the auxiliary blocking nonlinearity \( N_b \) given by (4.25) for \( u_{\text{sat}} \in [-5, 5] \). (c) Composite nonlinearity \( N \circ N_r \circ N_s \). Note that \( N \circ N_r \circ N_s \) is piecewise nondecreasing on \([-5, 5]\). (d) Composite nonlinearity \( N \circ N_r \circ N_s \circ N_b \). Note that \( N \circ N_r \circ N_s \circ N_b \) is globally nondecreasing on \([-5, 5]\) and \( R_{[-5,5]}(N \circ N_r \circ N_s \circ N_b) = R_{[-5,5]}(N) = [-2, 19] \).
Example 4.4.11. Consider the non-monotonic input nonlinearity

\[
\mathcal{N}(u) = \begin{cases} 
-sat_{-0.5,0.5}u, & \text{if } u < 2, \\
0.5u - 2, & \text{if } 2 \leq u < 4, \\
0, & \text{if } u \geq 4,
\end{cases}
\] (4.26)

which is shown in Figure 4.13(a). Let \(\mathcal{N}_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)\), where \(p = -2\) and \(q = 6\). According to Propositions 4.4.1, 4.4.2, and 4.4.3, let

\[
\mathcal{N}_t(u_s) = \begin{cases} 
-u_s, & \text{if } -2 \leq u_s < 2, \\
u_s, & \text{if } 2 \leq u_s \leq 6,
\end{cases}
\] (4.27)

\[
\mathcal{N}_b(u_b) = \begin{cases} 
u_b + 4, & \text{if } -2 \leq u_b < 2, \\
u_b - 4, & \text{if } 2 \leq u_b \leq 6,
\end{cases}
\] (4.28)

and

\[
\mathcal{N}_b(u_{\text{sat}}) = \begin{cases} 
4, & \text{if } 2 \leq u_{\text{sat}} < 4, \\
u_{\text{sat}}, & \text{otherwise.}
\end{cases}
\] (4.29)

Figure 4.13(b) shows the auxiliary nonlinearities \(\mathcal{N}_t\) and \(\mathcal{N}_b\). Figures 4.13(c) and 4.13(d) show that the composite nonlinearity \(\mathcal{N} \circ \mathcal{N}_t\) and \(\mathcal{N} \circ \mathcal{N}_t \circ \mathcal{N}_s\) are piecewise nondecreasing on \(I \triangleq [-2, 6]\). Figures 4.13(e) shows auxiliary blocking nonlinearities \(\mathcal{N}_b\) and Figures 4.13(f) shows the composite nonlinearity \(\mathcal{N} \circ \mathcal{N}_t \circ \mathcal{N}_s \circ \mathcal{N}_b\) is globally nondecreasing on \(I\). Note that \(\mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_t \circ \mathcal{N}_s \circ \mathcal{N}_b) = \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_t \circ \mathcal{N}_s) = \mathcal{R}_I(\mathcal{N} \circ \mathcal{N}_t) = \mathcal{R}_I(\mathcal{N}) = [-1, 0.5]\).

Knowledge of the intervals of monotonicity of \(\mathcal{N}\), the ranges of \(\mathcal{N} \circ \mathcal{N}_t\) and \(\mathcal{N} \circ \mathcal{N}_t \circ \mathcal{N}_s\) within each interval of monotonicity, and selected intermediate values of
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Figure 4.13: Example 4.4.11. (a) Input nonlinearity $N(u)$ given by (4.26). (b) The auxiliary reflection nonlinearity $N_r$ given by (4.27) for $u_s \in [-2, 6]$ and the auxiliary sorting nonlinearity $N_s$ given by (4.28) for $u_b \in [-2, 6]$. (c) Composite nonlinearity $N \circ N_r$. Note that $N \circ N_r$ is piecewise nondecreasing on $[-2, 6]$. (d) Composite nonlinearity $N \circ N_r \circ N_s$. Note that $N \circ N_r \circ N_s$ is piecewise nondecreasing on $[-2, 6]$. (e) The auxiliary blocking nonlinearity $N_b$ given by (4.29) for $u_{sat} \in [-2, 6]$. (f) Composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is globally nondecreasing on $[-2, 6]$, and $R_I(N \circ N_r \circ N_s \circ N_b) = R_I(N \circ N_r \circ N_b) = R_I(N \circ N_r) = R_I(N) = [-1, 0.5]$.

$N \circ N_r \circ N_s$ in the case of partially overlapping interval ranges is needed to modify the controller output $u_{sat}$ so that $N \circ N_r \circ N_s \circ N_b$ is globally nondecreasing. It thus follows that $N \circ N_r \circ N_s \circ N_b$ preserves the signs of the Markov parameters of the linearized Hammerstein system.
4.5 Adaptive Control of Hammerstein Systems with Odd Input Nonlinearities

We now present numerical examples to illustrate the response of RCAC for Hammerstein systems with odd input nonlinearities. We consider a sequence of examples of increasing complexity, including minimum-phase, non-minimum-phase plants, asymptotically stable, and unstable cases. The odd input nonlinearities may be either monotonic or non-monotonic. For each example, we assume that $d$ and $H_d$ are known. In all simulations, the adaptive controller gain matrix $\theta(k)$ is initialized to zero. Unless otherwise stated, all examples assume $x(0) = 0$ and $\lambda = 1$.

Example 4.5.1. (Minimum-phase, asymptotically stable plant, nonincreasing $N$). Consider the asymptotically stable, minimum-phase plant

$$G(z) = \frac{1}{z - 0.5}$$

with the cubic input nonlinearity

$$N(u) = -u^3,$$

which is nonincreasing, one-to-one, and onto. Note that $d = 1$ and $H_d = 1$. We consider the sinusoidal command $r(k) = 5 \sin(\Omega_1 k)$, where $\Omega_1 = \pi/5$ rad/sample. Since the linear plant is minimum phase, we choose $N_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)$, where $p = -10^6$ and $q = 10^6$ in (4.20). As shown in Figure 4.14(a), $N$ is decreasing for all $u \in \mathbb{R}$, we let $N_b = u_{\text{sat}}$, $N_s = u_b$, and $N_r = -u_s$. Figure 4.14(a.iii) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing. Note that knowledge of only the monotonicity of $N$ is used to choose $N_b$, $N_s$, and $N_r$. We let $n_c = 10$, $P_0 = 0.01I_{2n_c}$, $\eta_0 = 0$, and $\hat{H} = H_1$. Figures 4.14(b.i) and (b.ii) show the time history of $z$, while Figure 4.14(b.iii) shows the input nonlinearity $N$ and (b.iv) shows the time
history of $u$. Finally, Figure 4.14(b.v) shows the time history of $\theta$ and (b.vi) shows the frequency response of $G_{c.2000}(z)$. Note that $G_{c.2000}(z)$ has the form of an internal model controller with high gain at the command frequency $\Omega_1$ and the harmonic $3\Omega_1$.

Consider the nonlinearity $\mathcal{N}(u) = u^n$, where $n$ is odd, with the input signal $u(k) = \cos(\Omega k)$. Then the response $y(k) = \mathcal{N}(u(k))$ is given by

$$y(k) = \cos^n(\Omega k) = \frac{1}{2^{n-1}} \sum_{r=0}^{(n-1)/2} \binom{n}{r} \cos[(n - 2r)\Omega k]. \quad (4.32)$$

Note that, if $\mathcal{N}$ is an odd polynomial, then $y(k)$ contains harmonics at only odd multiples of $\Omega$. Furthermore, if $\mathcal{N}$ is an odd analytic function such as $\mathcal{N}(u) = \sin u$, then this observation applies to truncations of its Taylor expansion.

**Example 4.5.2.** *(Non-minimum-phase, asymptotically stable plant, nondecreasing $\mathcal{N}$).* We consider the asymptotically stable, NMP plant

$$G(z) = \frac{z - 1.5}{(z - 0.8)(z - 0.6)}, \quad (4.33)$$

with the saturation input nonlinearity

$$\mathcal{N}(u) = \begin{cases} 
-0.8, & \text{if } u < -0.8, \\
     u, & \text{if } -0.8 \leq u \leq 0.8, \\
     0.8, & \text{if } u > 0.8, 
\end{cases} \quad (4.34)$$

which is nondecreasing and one-to-one but not onto. Note that $d = 1$ and $H_d = 1$. We consider the two-tone sinusoidal command $r(k) = 0.5 \sin(\Omega_1 k) + 0.5 \sin(\Omega_2 k)$, where $\Omega_1 = \pi/5$ rad/sample and $\Omega_2 = \pi/2$ rad/sample for the Hammerstein system with the input nonlinearity $\mathcal{N}$. As shown in Figure 4.15(a), since $\mathcal{N}$ is nondecreasing for all $u \in \mathbb{R}$, we choose $\mathcal{N}_{sat}(u_c) = \text{sat}_{p,q}(u_c)$, where $p = -2$ and $q = 2$ in (4.20), and
Example 4.5.3. (Non-minimum-phase, asymptotically stable plant, nondecreasing $\mathcal{N}$). To illustrate the choice of $\mathcal{N}_{\text{sat}}$ for a NMP plant, consider \eqref{eq:4.33} with the deadzone input nonlinearity

$$
\mathcal{N}(u) = \begin{cases} 
u + 0.5, & \text{if } u < -0.5, \\ 0, & \text{if } -0.5 \leq u \leq 0.5, \\ u - 0.5, & \text{if } u > 0.5, \end{cases}
$$

which is not one-to-one but onto. Note that $d = 1$ and $H_d = 1$. We consider the two-tone sinusoidal command $r(k) = \sin(\Omega_1 k) + 0.5 \sin(\Omega_2 k)$, where $\Omega_1 = \pi/4$ rad/sample, and $\Omega_2 = \pi/2$ rad/sample. As shown in Figure 4.16(a), since $\mathcal{N}(u)$ is nondecreasing for all $u \in \mathbb{R}$, we choose $\mathcal{N}_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)$, where $p = -a$, $q = a$, and let $\mathcal{N}_b = u_{\text{sat}}$, $\mathcal{N}_s = u_b$, and $\mathcal{N}_r = u_s$ on $\mathbb{R}$. Figure 4.16(a.iii) shows that the composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \circ \mathcal{N}_b$ is nondecreasing on $\mathbb{R}$. We set $n_c = 10$, $P_0 = 0.1I_{2n_c}$, $\eta_0 = 0.2$, and $\H = H_1$, and we vary the saturation level $a$ for the NMP plant \eqref{eq:4.33}. Figure 4.16(b.i) shows the time history of $z$ with $a = 10$, where the transient behavior is poor. Figure 4.16(b.ii) shows the time history of $z$ with $a = 2$, where the transient performance is improved and $z$ reaches steady state in about 300 time steps. Finally, we further reduce the saturation level. Figure 4.16(b.iii) shows the time history of $z$ with $a = 1$; in this case, RCAC cannot follow the command due to fact that $a = 1$ is not large enough to provide the control $u_c$ needed to drive $z$ to a small value. Figure
4.16(c) shows the time history of $u$ for the case $a = 2$, and (d) shows the frequency response of $G_{c,1200}(z)$ with $a = 2$, which indicates that $G_{c,1200}(z)$ has high gain at the command frequencies $\Omega_1$ and $\Omega_2$.

**Example 4.5.4.** (Minimum-phase, unstable plant, nondecreasing $N$). We consider the discretized unstable double integrator plant over sample period $h = 1/\sqrt{2}$

$$G(z) = \frac{h^2(z + 1)}{2(z - 1)^2} \quad (4.36)$$

with the piecewise-constant input nonlinearity

$$N(u) = \frac{1}{2}[\text{sign}(u - 0.2) + \text{sign}(u + 0.2)], \quad (4.37)$$

which can assume only the values $-1, 0, \text{ and } 1$. Note that $d = 1$ and $H_d = 1$. We let the command $r(k)$ be zero, and consider stabilization using RCAC with the input relay nonlinearity given by (4.37). As shown in Figure 4.17(a), the relay nonlinearity is nondecreasing for all $u \in \mathbb{R}$, and we thus choose $N_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)$, where $p = -3, q = 3$. We let $N_b = u_{\text{sat}}, N_s = u_b, \text{ and } N_t = u_s$. We choose $n_c = 2, P_0 = I_{2n_c}, \eta_0 = 0, \text{ and } \tilde{H} = H_1$. For $k \geq 1000$, the command is the step $r = -200$ as shown in Figure 4.17(b). Figure 4.17(c) shows the time history of $z$ with the initial condition $x_0 = \begin{bmatrix} -5.2 & -1.1 \end{bmatrix}^T$ and (d) shows the time history of $u$.

**Example 4.5.5.** (Minimum-phase, asymptotically stable plant, non-monotonic $N$). Consider the asymptotically stable, minimum-phase plant

$$G(z) = \frac{(z - 0.5)(z - 0.9)}{(z - 0.7)(z - 0.5 - j0.5)(z - 0.5 + j0.5)}, \quad (4.38)$$
with the non-monotonic input nonlinearity

\[
N(u) = \begin{cases} 
-0.5^{-(u+2)} - 3, & \text{if } u < -2, \\
\text{sign}(u)u^2, & \text{if } -2 \leq u \leq 2, \\
0.5u^2 + 3, & \text{if } u > 2.
\end{cases}
\] (4.39)

Note that \(d = 1\) and \(H_d = 1\). We consider the sinusoidal command \(r(k) = \sin(\Omega_1 k)\), where \(\Omega_1 = \pi / 5 \text{ rad/sample}\). Since the linear plant is minimum phase, we choose \(N_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)\), where \(p = -5\) and \(q = 5\) in (4.20). As shown in Figure 4.21(a), \(N\) is non-monotonic, we let \(N_r(u_s) = -u_s - 7\) for \(u_s \in [-5, -2]\), \(N_r(u_s) = -u_s + 7\) for \(u_s \in [2, 5]\), and \(N_r(u_s) = u_s\) otherwise, and choose \(N_b = u_b\) so that the composite nonlinearity \(N \circ N_r \circ N_s\) is piecewise nondecreasing on \([-5, 5]\) as shown in Figure 4.21(a.ii). Knowledge of only the monotonicity of \(N\) is used to choose \(N_r\). To construct \(N_b\), note that the piecewise nondecreasing composite nonlinearity \(N \circ N_r \circ N_s\) satisfies \(R_{[-5,-2]}(N \circ N_r \circ N_s) \cup R_{[2,5]}(N \circ N_r \circ N_s) \subset R_{[-5,5]}(N \circ N_r \circ N_s)\), which is not partially overlapping. Therefore, no additional information about \(N \circ N_r \circ N_s\) is needed. We let \(N_b(u_{\text{sat}}) = -2\) for \(u_{\text{sat}} \in [-5, -2]\), \(N_b(u_{\text{sat}}) = 2\) for \(u_{\text{sat}} \in [2, 5]\) and \(N_b(u_{\text{sat}}) = u_{\text{sat}}\) otherwise. Figure 4.21(a.iii) shows that the composite nonlinearity \(N \circ N_r \circ N_s \circ N_b\) is nondecreasing on \([-5, 5]\). We choose \(n_c = 10, P_0 = I_{2n_c}, \eta_0 = 0.01,\) and \(\tilde{H} = H_1\). Figure 4.21(b) shows the resulting time history of \(z\), while Figure 4.21(c) shows the frequency response of \(G_{c,1200}(z)\) with \(a = 2\). Note that \(G_{c,1200}(z)\) has high gain at the command frequency \(\Omega_1\) and the harmonic \(3\Omega_1\).
4.6 Adaptive Control of Hammerstein Systems with Even Input Nonlinearities

We now present numerical examples to illustrate the response of RCAC for Hammerstein systems with even input nonlinearities. Consider the nonlinearity $N(u) = u^n$, where $n$ is even, with the input signal $u(k) = \cos(\Omega k)$. Then the response $y(k) = N(u(k))$ is given by

$$y(k) = \cos^n(\Omega k) = \frac{1}{2^n} \binom{n}{n/2} + \frac{1}{2^n-1} \sum_{r=0}^{n/2-1} \binom{n}{r} \cos((n - 2r)\Omega k).$$

(4.40)

Therefore, if $N$ is an even polynomial, then $y(k)$ contains harmonics at only even multiples of $\Omega$. In particular, $y(k)$ lacks spectral content at the command frequency. If $N$ is an even analytic function, then this observation applies to truncations of its Taylor expansion.

To achieve command following in this case, we propose two approaches. First, we inject a pseudo-command into the controller, where the frequency of the pseudo-command is equal to half of the frequency of the command as shown in Figure 4.19. Therefore, the plant intermediate signal $v$ contains a harmonic at the command frequency $\Omega$ if $N$ is even. Note that the pseudo-command is not necessarily phase-matched with the command. Alternatively, we use auxiliary nonlinearities to construct a composite input nonlinearities that is not even.
4.6.1 Adaptive Control of Hammerstein Systems with Even Input Nonlinearities Using Pseudo-commands

Example 4.6.1. (Minimum-phase, stable plant, even $\mathcal{N}$). We consider the asymptotically stable, nonminimum-phase plant (4.38) with the quadratic input nonlinearity

$$\mathcal{N}(u) = u^2 - 2,$$

which is neither one-to-one nor onto and satisfies $\mathcal{N}(0) = -2$, see Figure 4.20(b). Note that $d = 1$ and $H_d = 1$. We consider the sinusoidal command $r(k) = \sin(\Omega_1 k)$, where $\Omega_1 = \pi/5$ rad/sample. We let $n_c = 10$, $P_0 = I_{2n_c}$, $\eta_0 = 0.01$, $\tilde{H} = H_1$, and do not use a pseudo-command. Figure 4.20(a) shows the resulting time history of $z$. In this case, the adaptive controller fails to follow the command in the presence of the input nonlinearity. Figure 4.20(c) shows the frequency response of $G_{c,5000}(z)$, which has high gain at $2\Omega_1$, but not at the command frequency $\Omega_1$.

Example 4.6.2. (Minimum-phase, stable plant, even $\mathcal{N}$, and pseudo-command). As in Example 4.6.1, we consider the asymptotically stable, nonminimum-phase plant (4.38) with the quadratic input nonlinearity (4.41) and the sinusoidal command $r(k) = \sin(\Omega_1 k + \phi)$, where $\Omega_1 = \pi/5$ rad/sample and $\phi = \pi/6$ rad. The pseudo-command frequency is $\Omega_p = \Omega_1/2 = \pi/10$ rad/sample, and we let $n_c = 10$, $P_0 = 0.01I_{2n_c}$, $\eta_0 = 0.01$, and $\tilde{H} = H_1$. The Hammerstein system runs open-loop for 100 time steps, and RCAC is turned on at $k = 100$. Figure 4.21(a) shows the time history of $z$. Figure 4.21(b) shows the frequency response of $G_{c,3000}(z)$, which has high gain at the command frequency $\Omega_1$. ■
4.6.2 Adaptive Control of Hammerstein Systems with Even Input Nonlinearities Using Auxiliary Nonlinearities

We now present numerical examples for RCAC controller with auxiliary nonlinearities under the condition that the input nonlinearity is even. The auxiliary nonlinearities are used such that the input nonlinearity $N \circ N_r \circ N_s \circ N_b$ is globally nondecreasing and thus not even.

**Example 4.6.3.** We consider the asymptotically stable, nonminimum-phase plant

$$G(z) = \frac{z - 1.2}{z^2 + 0.3z - 0.1}, \quad (4.42)$$

with the quadratic input nonlinearity (4.41), which is neither one-to-one nor onto and satisfies $N(0) = -2$. Note that $d = 1$ and $H_d = 1$. As shown in Figure 4.22(a.i), since $N(u)$ is not monotonic and $G$ is nonminimum-phase, we choose $N_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)$, where $p = -4$ and $q = 4$ in (4.20), let $N_r(u_b) = -u_b - 4$ for $u_b \in [-4, 0]$ and $N_r(u_b) = u_b$ otherwise, and select $N_s(u_b) = u_b$ so that the composite nonlinearity $N \circ N_r \circ N_s$ is piecewise nondecreasing in Figure 4.22(a.ii). Knowledge of only the monotonicity of $N$ is used to choose $N_r$. To construct $N_b$, note that the piecewise nondecreasing composite nonlinearity $N \circ N_r \circ N_s$ satisfies $R_{[-4,0]}(N \circ N_r \circ N_s) \subset R_{[0,4]}(N \circ N_r \circ N_s)$, which is not partially overlapping. Therefore, no additional information about $N \circ N_r \circ N_s$ is needed. We let $N_b(u_{\text{sat}}) = 0$ for $u_{\text{sat}} \in [-4, 0)$ and $N_b(u_{\text{sat}}) = u_{\text{sat}}$ otherwise. Figure 4.22(a.iii) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing.

We consider the single-tone sinusoidal command $r(k) = \sin \Omega_1 k$, where $\Omega_1 = \pi/5$ rad/sample, and the disturbance $w(k) = 0.5 \sin(\pi/2 k)$. We let $n_c = 10$, $P_0 = 0.01 I_{2n_c}$, $\eta_0 = 0.1$, and $\mathcal{H} = H_1$. Figure 4.22(b) shows the time history of $z$ with the input nonlinearity and disturbance present and RCAC is able to follow the command.
Example 4.6.4. We consider the asymptotically stable, minimum-phase plant (4.30) with the non-monotonic input nonlinearity

\[ N(u) = \cos(2u), \quad (4.43) \]

which is neither one-to-one nor onto and satisfies \( N(0) = 1 \). Note that \( d = 1 \) and \( H_d = 1 \). As shown in Figure 4.23(b), \( N(u) \) is increasing for all \( u \in \bigcup_{n \in \mathbb{Z}} (n - \frac{1}{2})\pi, n\pi \), and decreasing for all \( u \in \bigcup_{n \in \mathbb{Z}} (n\pi, (n + \frac{1}{2})\pi) \). We thus choose \( N_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c) \), where \( p = -10^6 \) and \( q = 10^6 \) in (4.20), let \( N_r(u_s) = u_s \) in the intervals where \( N \) is increasing, and \( N_r(u_s) = -u_s+=(2n+1/2)\pi \) in the intervals where \( N \) is decreasing, and select \( N_s(u_b) = u_b \). The composite nonlinearity \( N \circ N_r \circ N_s \) is piecewise nondecreasing in Figure 4.23(e). Knowledge of only the monotonicity intervals of \( N \) is used to choose \( N_r \). To construct \( N_b \), note that the piecewise nondecreasing composite nonlinearity \( N \circ N_r \circ N_s \) satisfies \( \mathcal{R} \circ (N \circ N_r \circ N_s) \subset \mathcal{R} \circ (N \circ N_r \circ N_s) \) for all \( i \neq j \). Therefore, no additional information of \( N \circ N_r \circ N_s \) is needed. We let \( N_b(u_{\text{sat}}) = 0 \) for \( u_{\text{sat}} < 0 \), \( N_b(u_{\text{sat}}) = \pi/2 \) for \( u_{\text{sat}} > \pi/2 \) and \( N_b(u_{\text{sat}}) = u_{\text{sat}} \) otherwise. Figure 4.23(f) shows that the composite nonlinearity \( N \circ N_r \circ N_s \circ N_b \) is nondecreasing.

We consider the single-tone sinusoidal command \( r(k) = \sin \Omega_1 k \), where \( \Omega_1 = \pi/5 \) rad/sample. We let \( n_c = 10, P_0 = 0.1I_{2n_c}, \eta_0 = 0, \) and \( \hat{H} = H_1 \). Figure 4.23(a) shows the time history of the performance \( z \) with the input nonlinearity present and \( z \) approaches zero in about 500 time steps. Figure 4.23(b) shows the input nonlinearity \( N_r \), (c) and (d) show the auxiliary nonlinearity \( N_r \) and \( N_b \).

4.7 Hammerstein Systems with Arbitrary Input Nonlinearities

We now present numerical examples to illustrate the response of RCAC with auxiliary nonlinearities for the case where the input nonlinearities are neither odd.
nor even.

**Example 4.7.1.** We consider the asymptotically stable, minimum-phase plant

\[
G(z) = \frac{1}{z - 0.5},
\]

with the input nonlinearity

\[
N(u) = \begin{cases} 
  u^3, & \text{if } u < -1, \\
  -u - 2, & \text{if } -1 \leq u \leq 1, \\
  3u^2 - 6, & \text{if } u > 1.
\end{cases}
\]

The command is \(r(k) = \sin(0.2\pi k)\). Note that \(d = 1\) and \(H_d = 1\). As shown in Figure 4.24 (a.i), the input nonlinearity \(N\) is one-to-one and onto and has the offset \(N(0) = -2\). Since \(N\) is non-monotonic and has partially overlapping intervals, and \(G\) is asymptotically stable, we choose \(N_{\text{sat}}(u_c) = \text{sat}_{p,q}(u_c)\), where \(p = -10^6\) and \(q = 10^6\) in (4.20), let \(N_r(u_b) = -u_s\) for \(u_s \in [-1, 1]\) and \(N_r(u_s) = u_s\) otherwise, and select \(N_s(u_b) = u_b\) so that the composite nonlinearity \(N \circ N_r \circ N_s\) is piecewise nondecreasing in Figure 4.24 (a.ii). Knowledge of only the monotonicity of \(N\) is used to choose \(N_r\).

To construct \(N_b\), note that piecewise nondecreasing input nonlinearity \(N \circ N_r \circ N_s\) has partially overlapping intervals. Therefore, we assume that \((N \circ N_r \circ N_s)(1.29) = -1\) is known. We thus choose \(N_b(u_{\text{sat}}) = 1\) for \(u_{\text{sat}} \in [-1, 1.29]\) and \(N_b(u_{\text{sat}}) = u_{\text{sat}}\) otherwise. Figure 4.24(a.iii) shows that the composite nonlinearity \(N \circ N_r \circ N_s \circ N_b\) is nondecreasing. We let \(n_c = 10\), \(P_0 = 0.1I_{2n_c}\), \(\eta_0 = 0.1\), and \(\mathcal{H} = H_1\). Figure 4.24(b) shows the resulting time history of \(z\), while Figure 4.24(c) shows the time history of \(u\). Finally, Figure 4.24(d) shows the frequency response of \(G_{c,2000}(z)\), which indicates that \(G_{c,2000}(z)\) has high gain at the command frequency \(0.2\pi\) rad/sample.

\[\blacksquare\]
Example 4.7.2. We consider the asymptotically stable, minimum-phase plant

\[ G(z) = \frac{z - 0.3}{(z - 0.6)(z - 0.8)} \]  

(4.46)

with the input nonlinearity (4.22). The command is \( r(k) = \sin(0.2\pi k) \). Note that \( d = 1 \) and \( H_d = 1 \). As shown in Figure 4.25(a), the input nonlinearity \( N \) is neither one-to-one nor onto. Following the same procedures in Example 4.4.10, We thus choose \( N_b \), \( N_s \), and \( N_t \) as in (4.23), (4.24), and (4.25). Figure 4.25(d) shows that the composite nonlinearity \( N \circ N_t \circ N_s \circ N_b \) is nondecreasing. We let \( n_c = 10 \), \( P_0 = 0.01I_{2nc}, \eta_0 = 0.01, \) and \( \tilde{H} = H_1 \). Figure 4.25(e) shows the time history of the performance \( z \) with the input nonlinearity present and \( z \) approaches zero in about 1000 time steps and (f) shows the time history of \( u \). Figure 4.25(g) shows the input nonlinearity \( N \) and (h) shows the time history of \( \theta \).

4.8 Conclusions

Retrospective cost adaptive control (RCAC) was applied to a command-following problem for Hammerstein systems. The input nonlinearities could be odd, even, or arbitrary, as well as monotonic or non-monotonic. RCAC was used with limited modeling information. In particular, RCAC uses knowledge of the first nonzero Markov parameter of the linear dynamics. To handle the effect of the non-monotonic nonlinearity, RCAC was augmented by auxiliary nonlinearities chosen based on the properties of the input nonlinearity. The auxiliary nonlinearities combine with the input nonlinearity to form a composite nonlinearity that is globally nondecreasing. Simulation results show that RCAC is able to follow the commands for the Hammerstein systems with an unknown disturbance when the composite input nonlinearity is globally nondecreasing.
Figure 4.14: Example 4.5.1. (a.i) shows the nonlinear input nonlinearity $\mathcal{N}(u) = -u^3$ and the auxiliary nonlinearities $\mathcal{N}_b$, $\mathcal{N}_s$, and $\mathcal{N}_r$. (a.ii) shows the nondecreasing input nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$. (a.iii) shows that the composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \circ \mathcal{N}_b$ is nondecreasing. (b) shows the closed-loop response of the asymptotically stable minimum-phase plant $G$ given by (4.30) with the sinusoidal command $r(k) = 5 \sin(\Omega_1 k)$, where $\Omega_1 = \pi/5$ rad/sample. (b.iii) shows the input nonlinearity $\mathcal{N}$ for all $u \in \mathbb{R}$, and (b.iv) shows the time history of $u$. Finally, Figure 4.14(b.v) shows the time history of $\theta$ and (b.vi) shows the frequency response of $G_{c,2000}(z)$, which indicates that $G_{c,2000}(z)$ has high gain at the command frequency $\Omega_1$ and the harmonic $3\Omega_1$. 
Figure 4.15: Example 4.5.2. (a) shows the saturation input nonlinearity $N$ given by (4.34). (b) shows the closed-loop response of the asymptotically stable NMP plant $G$ given by (4.33) with the two-tone sinusoidal command $r(k) = 0.5 \sin(\Omega_1 k) + 0.5 \sin(\Omega_2 k)$, $\Omega_1 = \pi/5 \text{ rad/sample}$, and $\Omega_2 = \pi/2 \text{ rad/sample}$. (c) shows the frequency response of $G_{c,1000}(z)$, which indicates that $G_{c,1000}(z)$ has high gain at the command frequencies $\Omega_1$ and $\Omega_2$. 
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Figure 4.16: Example 4.5.3. (a) shows the deadzone input nonlinearity \( \mathcal{N}(u) \) given by (4.35). (b) shows the closed-loop response of the asymptotically stable NMP plant \( G \) given by (4.33) with the two-tone sinusoidal command \( r(k) = \sin(\Omega_1 k) + 0.5 \sin(\Omega_2 k) \), where \( \Omega_1 = \pi/4 \) rad/sample and \( \Omega_2 = \pi/10 \) rad/sample. Figure 4.16(b.i) shows the time history of the performance \( z \) with \( a = 10 \), where the transient behavior is poor. Figure 4.16(b.ii) shows the time history of \( z \) with \( a = 2 \). Note that the transient performance is improved and \( z \) reaches steady state in about 300 time steps. Finally, Figure 4.16(b.iii) shows the time history of \( z \) with \( a = 1 \); in this case, RCAC cannot follow the command due to the fact that \( a = 1 \) is not large enough to provide the control \( u_c \) needed to drive \( z \) to a small value. (c) shows the time history of \( u \) for the case \( a = 2 \), and (d) shows the frequency response of \( G_{c,1200}(z) \) with \( a = 2 \), which indicates that \( G_{c,1200}(z) \) has high gain at the command frequencies \( \Omega_1 \) and \( \Omega_2 \).
Figure 4.17: Example 4.5.4. Closed-loop response of the plant $G$ given by (4.36) with the initial condition $x_0 = [-5.2 \ -1.1]^T$. The system runs open loop for 100 time steps, and the adaptive controller is turned on at $k = 100$ with the relay input nonlinearity given by (4.37) and $x(100) = [-415.2 \ -411.1]^T$. For $k \geq 1000$, the command is the step $r(k) = -200$ as shown in (b). (c) shows the time history of the performance $z$, and (d) shows the time history of $u$. 
Figure 4.18: Example 4.5.5. (a.i) shows the input nonlinearity (4.39) and the auxiliary nonlinearities $N_b$ and $N_r$. (a.ii) shows the piecewise nondecreasing input nonlinearity $N \circ N_r$. (a.iii) shows that the composite nonlinearity $N \circ N_r \circ N_b$ is nondecreasing. (b) shows the closed-loop response of the stable minimum-phase plant $G$ given by (4.38) with the sinusoidal command $r(k) = \sin(\Omega_1 k)$, where $\Omega_1 = \pi/5$ rad/sample. (c) shows the frequency response of $G_{c,1200}(z)$, which indicates that $G_{c,1200}(z)$ has high gain at the command frequency $\Omega_1$ and the harmonic $3\Omega_1$. 
Figure 4.19: Adaptive command-following problem for a Hammerstein plant with an even input nonlinearity $\mathcal{N}$. The command signal $r$ has frequency $\Omega$ and phase angle $\phi$, while the pseudo-command is a sinusoid with frequency $\Omega/2$. The pseudo-command provides the harmonic content needed by RCAC due to the even nonlinearity, which produces harmonics at only DC and $2\Omega$.

Figure 4.20: Example 4.6.1. (a) shows the resulting time history of the command-following performance $z$. In this case, the adaptive controller fails to follow the command in the presence of the quadratic input nonlinearity (4.41). Figure 4.20 (c) shows the frequency response of $G_{c,5000}(z)$, which indicates that $G_{c,5000}(z)$ has high gain at $2\Omega_1 = 2\pi/5$ rad/sample, but not at the command frequency $\Omega_1 = \pi/5$ rad/sample.
Figure 4.21: Example 4.6.2. Adaptive command-following problem for a Hammerstein plant with an even input nonlinearity (4.41). The command signal $r(k) = \sin(\Omega_1 k + \phi)$, where $\Omega_1 = \pi/5$ rad/sample and $\phi = \pi/6$ rad. The Hammerstein system runs open-loop for 100 time steps, and RCAC with the pseudo-command $r_p(k) = \sin(\Omega_{1/2} k)$ is turned on at $k = 100$. Figure 4.6.2(a) shows the time history of $z$. Figure 4.6.2 (b) shows the frequency response of $G_{c,3000}(z)$, which indicates that $G_{c,3000}(z)$ has high gain at the command frequency $\Omega_1 = \pi/5$ rad/sample.
Figure 4.22: Example 4.6.3. (a.i) shows the quadratic input nonlinearity $N(u) = u^2 - 2$ and the auxiliary nonlinearities $N_b$ and $N_r$. (a.ii) shows the piecewise nondecreasing input nonlinearity $R_{[-4,0]}(N \circ N_r \circ N_s) \subset R_{[0,4]}(N \circ N_r \circ N_s)$, which is not partially overlapping. (a.iii) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing. (b) shows the closed-loop response of the stable minimum-phase plant $G$ given by (4.30) with the sinusoidal command $r(k) = \sin(0.2\pi k)$ and disturbance $w(k) = 0.5 \sin(\frac{\pi}{2}k)$.  
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Figure 4.23: Example 4.6.4. (a) shows that RCAC follows the sinusoidal command for the Hammerstein system. (b) shows the input nonlinearity $N$, (c) and (d) show the auxiliary nonlinearities $N_r$ and $N_b$, (e) shows that the composite nonlinearity $N \circ N_r \circ N_s$ is piecewise increasing, and (f) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is nondecreasing.
Figure 4.24: Example 4.7.1. (a.i) shows the input nonlinearity $\mathcal{N}(u)$ given by (4.45) and the auxiliary nonlinearities $\mathcal{N}_b$ and $\mathcal{N}_r$. (a.ii) shows the piecewise nondecreasing input nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s$ with partially overlapping intervals. (a.iii) shows that the composite nonlinearity $\mathcal{N} \circ \mathcal{N}_r \circ \mathcal{N}_s \circ \mathcal{N}_b$ is nondecreasing. (b) shows the closed-loop response to the sinusoidal command $r(k) = \sin(0.2\pi k)$ of the stable minimum-phase plant $G$ given by (4.44). (b) shows the resulting time history of $z$, and (c) shows the time history of $u$. Finally, (d) shows the frequency response of $G_{c,2000}(z)$, which indicates that $G_{c,2000}(z)$ has high gain at the command frequency $\Omega = \pi/5$ rad/sample.
Figure 4.25: Example 4.7.2. (a) shows the non-monotonic input nonlinearity $N(u)$ given by (4.22), and (b) shows the auxiliary nonlinearities $N_b$ and $N_r$. (c) shows that the composite nonlinearity $N \circ N_r \circ N_s$ is piece-wise nondecreasing. (d) shows that the composite nonlinearity $N \circ N_r \circ N_s \circ N_b$ is globally nondecreasing. (e) shows the closed-loop response to the sinusoidal command $r(k) = \sin(0.2\pi k)$ of the stable minimum-phase plant $G$ given by (4.46). (f) shows the resulting time history of $u$, and (h) shows the time history of $\theta$. 
Retrospective Cost Adaptive NARMAX Control with Ersatz Nonlinearities

In this chapter, we generalize retrospective cost adaptive NARMAX control (RCANC) to a command-following problem for uncertain Hammerstein systems. In particular, RCANC with ersatz nonlinearities is applied to linear systems cascaded with input nonlinearities. We assume that one Markov parameter of the linear plant is known. RCANC also uses knowledge of the monotonicity properties of the input nonlinearity to select the ersatz nonlinearity. The goal is to determine whether RCANC can improve the command-following performance compared to the linear RCAC controller. The results of this chapter are published in [86, 87].

5.1 Introduction

While nonlinear control techniques have been extensively developed, the vast majority of modern methods assume the availability of full-state measurements. This is largely due to the fact that optimal control methods produce control laws that depend on full-state feedback as well as the fact that output-feedback control laws consisting of nonlinear observers combined with full-state feedback control laws may not be stabilizing. The lack of a widely applicable separation principle within a nonlinear
setting thus remains an impediment to nonlinear output-feedback control [88].

In the present chapter we focus on Hammerstein systems, which comprise a class of nonlinear systems consisting of an input nonlinearity cascaded with linear dynamics. These systems encompass plants that involve linear dynamics with, for example, saturation [70], deadzone, or on-off input nonlinearities. Identification of Hammerstein systems is widely studied [89, 90, 85], while control of Hammerstein systems includes the entire literature on control of linear systems with saturation [84] and actuator nonlinearities [91, 92].

For command-following problems, performance is degraded by the input nonlinearity in various ways. If the range of the input nonlinearity is insufficient for the plant output to follow the command, then the performance error is unavoidable; this is the case with saturation, which can also cause instability due to windup. On the other hand, if the range of the input nonlinearity is sufficiently large for the output to follow the command, performance degradation may result from the distortion introduced by the shape of the input nonlinearity. If the input nonlinearity is known, then this effect can be mitigated or removed by inversion; if the input nonlinearity is uncertain, or has a critical point, then adaptive inversion may be feasible [34].

In the present chapter we take an unconventional approach to nonlinear output feedback control of Hammerstein systems by using adaptive control to directly update the gains of a NARMAX controller. A NARMAX model is a discrete-time ARMAX system in which the past output and inputs appear as arguments of basis functions. These functions are chosen by the user, and the controller coefficients appear linearly. The constraint that the controller coefficients appear linearly implies that the basis function functions are fixed a priori and thus cannot be modified as part of the adaptation process. NARMAX models have been applied to nonlinear system identification [93, 94].

For adaptive NARMAX control, we apply retrospective cost adaptive control
RCAC has been developed in [95, 23, 25, 28, 30] and applied to Hammerstein systems in [58, 59] and NARMAX control in [86]. The present chapter extends and improves the results of [58, 59, 86] by modifying the adaptation mechanism to include a nonlinear adaptation mechanism. This modification ensures that the retrospective optimization accounts for the presence of the input nonlinearity. To account for the case in which the input nonlinearity is uncertain, we investigate the performance of RCNAC control in the case of uncertainty. In particular, we determine the minimal modeling information about the input nonlinearity that RCANC requires; once this information is known, an approximate input nonlinearity, called the ersatz nonlinearity, can be used by RCANC for adaptation.

5.2 Hammerstein Command-Following Problem

Consider the MIMO discrete-time Hammerstein system

\[
\begin{align*}
x(k + 1) &= Ax(k) + BN(u(k)) + D_1 w(k), \\
y(k) &= Cx(k) + D_2 w(k), \\
z(k) &= E_1 x(k) + E_0 w(k),
\end{align*}
\]

where \( x(k) \in \mathbb{R}^n, y(k) \in \mathbb{R}^{l_y}, z(k) \in \mathbb{R}^{l_z}, w(k) \in \mathbb{R}^{l_w}, u(k) \in \mathbb{R}^{l_u}, \mathcal{N} : \mathbb{R}^{l_u} \to \mathbb{R}^{l_u}, \) and \( k \geq 0. \) The goal is to develop an adaptive output feedback controller that minimizes the command-following error \( z \) with minimal modeling information about the dynamics, and input nonlinearity \( \mathcal{N}. \) We assume that measurements of \( z(k) \) are available for feedback; however, measurements of \( v(k) = \mathcal{N}(u(k)) \) are not available. A block diagram for (5.1)-(5.3) is shown in Figure 5.1.
Figure 5.1: Adaptive command-following problem for a Hammerstein plant with input nonlinearity $\mathcal{N}$. We assume that measurements of $z(k)$ are available for feedback; however, measurements of $v(k) = \mathcal{N}(u(k))$ and $w(k)$ are not available.

5.3 Retrospective-Cost Adaptive NARMAX Control

5.3.1 ARMAX Modeling

Consider the ARMAX representation of (5.1)–(5.3) given by

$$z(k) = \sum_{i=1}^{n} -\alpha_i z(k-i) + \sum_{i=1}^{n} \beta_i \mathcal{N}(u(k-i)) + \sum_{i=0}^{n} \gamma_i w(k-i), \quad (5.4)$$

where $\alpha_1, \ldots, \alpha_n \in \mathbb{R}$, $\beta_1, \ldots, \beta_n \in \mathbb{R}^{lz \times lu}$, and $\gamma_0, \ldots, \gamma_n \in \mathbb{R}^{lz \times lw}$. Next, for each positive integer $i$, we define the $i$th Markov parameter of $G_{zu}$ as

$$H_i \triangleq E_i A^{i-1} B \in \mathbb{R}^{lz \times lu}. \quad (5.5)$$

Note that if $i < d$, where $d$ is the relative degree, then

$$\beta_1 = \cdots = \beta_{d-1} = H_1 = \cdots = H_{d-1} = 0,$$

and $H_d = \beta_d$. 
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Next, define the extended performance $Z(k) \in \mathbb{R}^{pl_z}$ and $U(k) \in \mathbb{R}^{q_cl_u}$ by

$$Z(k) \triangleq \begin{bmatrix} z(k) \\ \vdots \\ z(k - p + 1) \end{bmatrix}, \quad U(k) \triangleq \begin{bmatrix} u(k - 1) \\ \vdots \\ u(k - q_c) \end{bmatrix},$$

(5.6)

where the data window size $p$ is a positive integer, and $q_c \triangleq n + p - 1$. Therefore (5.6) can be expressed as

$$Z(k) = W_{zw} \phi_{zw}(k) + B_f \mathcal{N}(U(k)),$$

(5.7)

where

$$W_{zw} \triangleq \begin{bmatrix} -\alpha_1 I_{l_z} & \cdots & -\alpha_n I_{l_z} & 0_{l_z \times l_z} & \cdots & 0_{l_z \times l_z} & \gamma_0 & \cdots & \gamma_0 & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} \\ 0_{l_z \times l_z} & \cdots & 0_{l_z \times l_z} & -\alpha_1 I_{l_z} & \cdots & -\alpha_n I_{l_z} & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} & \gamma_0 & \cdots & \gamma_0 \\ \vdots & \cdots & \cdots & \vdots & \cdots & \cdots & \vdots & \cdots & \cdots & \vdots & \cdots & \cdots \\ 0_{l_z \times l_z} & \cdots & 0_{l_z \times l_z} & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} & \gamma_0 & \cdots & \gamma_0 & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} \end{bmatrix} \in \mathbb{R}^{pl_z \times (q_cl_z + q_c l_u)},$$

(5.8)

and

$$B_f \triangleq \begin{bmatrix} \beta_1 & \cdots & \beta_n & 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} \\ 0_{l_z \times l_u} & \cdots & \cdots & \cdots & \cdots & \cdots \\ \vdots & \cdots & \cdots & \cdots & \cdots & \cdots \\ 0_{l_z \times l_u} & \cdots & 0_{l_z \times l_u} & \beta_1 & \cdots & \beta_n \end{bmatrix} \in \mathbb{R}^{pl_z \times q_cl_u},$$

(5.9)
and

\[
\phi_{zw}(k) \triangleq \begin{bmatrix}
z(k - 1) \\
\vdots \\
z(k - p - n + 1) \\
w(k) \\
\vdots \\
w(k - p - n + 1)
\end{bmatrix} \in \mathbb{R}^{q_c l_z + (q_c + 1) l_w}. \quad (5.10)
\]

Note that \( W_{zw} \) and \( B_f \) are of block-Toeplitz structure. \( W_{zw} \) includes modeling information about the poles of the linear plant \( G \) and exogeneous signals, that is, either the command signals to be followed or the disturbance to be rejected. \( B_f \) includes modeling information about the zeros of the linear plant \( G \).

### 5.3.2 NARMAX Controller Construction

In this section, we assume a NARMAX structure for the adaptive controller, which uses a nonlinear difference equation to model the relation between the input \( z \) and output \( u \) of the controller. The nonlinear controller may include nonlinearities on the input to the controller (NARMAX/I), the output of the controller (NARMAX/O), or both (NARMAX/IO). The NARMAX controller structure is linear in the controller parameters, and linear regression is used to update the controller coefficients.

The control \( u(k) \) is given by the strictly proper time-series controller of order \( n_c \) written as

\[
u(k) = \sum_{j=1}^{s} \sum_{i=1}^{n_c} M_{ji}(k)f_j(u(k - i)) + \sum_{j=1}^{t} \sum_{i=1}^{n_c} N_{ji}(k)g_j(y(k - i)), \quad (5.11)
\]

where, for all \( j = 1, \ldots, s, \ i = 1, \ldots, n_c, \ s \in \mathbb{Z}^+ \), \( M_{ji}(k) \in \mathbb{R}^{l_u \times l_u} \), and for all \( j = 1, \ldots, t, \ i = 1, \ldots, n_c, \ t \in \mathbb{Z}^+ \), \( N_{ji}(k) \in \mathbb{R}^{l_u \times l_y} \). The control (5.11) can be
expressed as
\[
u(k) = \theta(k)\phi(k-1),
\]
where
\[
\theta(k) \triangleq \begin{bmatrix} M_{11}(k) & \cdots & M_{sn}(k) & N_{11}(k) & \cdots & N_{tn}(k) \end{bmatrix} \in \mathbb{R}^{lu \times n_c (sl_u + ly)}
\]
and
\[
\phi(k-1) \triangleq \begin{bmatrix} f_1(u(k-1)) \\ \vdots \\ f_s(u(k-n_c)) \\ g_1(y(k-1)) \\ \vdots \\ g_t(y(k-n_c)) \end{bmatrix} \in \mathbb{R}^{n_c (sl_u + ly)}. \tag{5.12}
\]
To illustrate the NARMAX/O controller structure, let \( f_1(u) = u, f_2(u) = u^2, \) and \( f_3(u) = u^3. \) Then \( \theta(k) \) and \( \phi(k-1) \) can be expressed as
\[
\theta(k) \triangleq \begin{bmatrix} M_{11}(k) & \cdots & M_{nc}(k) M_{nc+1}(k) & \cdots & M_{2nc}(k) M_{2nc+1}(k) & \cdots & M_{3nc}(k) N_1(k) & \cdots & N_{nc}(k) \end{bmatrix} \in \mathbb{R}^{lu \times n_c (3lu + ly)}
\]
and
\[
\phi(k-1) \triangleq \begin{bmatrix} u(k-1) & \cdots & u(k-n_c) & u^2(k-1) & \cdots & u^2(k-n_c) & u^3(k-1) & \cdots & u^3(k-n_c) & y(k-1) & \cdots & y(k-n_c) \end{bmatrix}^T \in \mathbb{R}^{n_c (3lu + ly)}.
\]
To illustrate the NARMAX/I controller structure, let \( g_1(y) = y \) and \( g_2(y) = y^2. \) Then
\(\theta(k)\) and \(\phi(k-1)\) can be expressed as

\[
\theta(k) \triangleq \begin{bmatrix}
M_1(k) & \cdots & M_{nc}(k) & N_1(k) & \cdots & N_{nc}(k) & N_{nc+1}(k) & \cdots & N_{2nc}(k)
\end{bmatrix} \in \mathbb{R}^{l_u \times nc(l_u+2ly)}
\]

and

\[
\phi(k-1) \triangleq \begin{bmatrix}
u(k-1) & \cdots & u(k-nc) & y(k-1) & \cdots & y(k-nc) & y^2(k-1) & \cdots & y^2(k-nc)
\end{bmatrix}^T
\in \mathbb{R}^{nc(l_u+2ly)}.
\]

### 5.3.3 Retrospective Performance

Define the retrospective performance \(\hat{Z}(k)\) \in \mathbb{R}^{pl_z}\) by

\[
\hat{Z}(k) \triangleq W_{zw}\phi_{zw}(k) + B_fN(U(k)) + \bar{B}_f[\bar{N}(\hat{U}(k)) - \bar{N}(U(k))]
\tag{5.13}
\]

where \(\bar{B}_f \in \mathbb{R}^{pl_z \times pc_l}\) is the retrospective input matrix, \(\bar{N} : \mathbb{R} \to \mathbb{R}\) is the ersatz nonlinearity, \(\bar{N}(\hat{U}(k))\) means componentwise evaluation, and \(\hat{U}(k) \in \mathbb{R}^{pc_l}\) is the recomputed extended control vector, the components of \(\hat{U}(k)\) are the recomputed control \(\hat{u}(k-1)\ldots \hat{u}(k-q_c)\) ordered in the same way as the components in (5.6). Subtracting (5.7) from (5.13) yields

\[
\hat{Z}(k) = Z(k) + \bar{B}_f[\bar{N}(\hat{U}(k)) - \bar{N}(U(k))].
\tag{5.14}
\]

Note that the retrospective performance \(\hat{Z}(k)\) does not depend on \(W_{zw}\) or the exogenous signal \(w\). For the disturbance rejection problem, we do not need to assume that the disturbance is known; for the command-following problem, the command \(w\) can be unknown. Therefore, only limited model information is needed. The model information matrix \(\bar{B}_f\) is discussed in Section 5.4, and the construction of ersatz nonlinearity \(\bar{N}\) is discussed in Section 5.5.
5.3.4 Retrospective Cost and Recursive Least Square (RLS) Update Law

5.3.4.1 Retrospective Cost

We define the retrospective cost function

\[ J(\tilde{N}(\hat{U}(k)), k) \triangleq \hat{Z}^T(k)R(k)\hat{Z}(k), \quad (5.15) \]

where \( R(k) \in \mathbb{R}^{p_l \times p_l} \) is a positive-definite performance weighting. The goal is to determine retrospectively optimized controls \( \hat{U}(k) \) that would have provided better performance than the controls \( U(k) \) that were applied to the system. The retrospectively optimized control values \( \hat{U}(k) \) are subsequently used to update the controller.

Next, to ensure that (5.15) has a global minimizer, we consider the regularized cost

\[ \bar{J}(\tilde{N}(\hat{U}(k)), k) \triangleq \hat{Z}^T(k)R(k)\hat{Z}(k) + \eta(k)\tilde{N}^T(\hat{U}(k))\tilde{N}(\hat{U}(k)), \quad (5.16) \]

where \( \eta(k) \geq 0 \). Substituting (5.7) into (5.16) yields

\[ \bar{J}(\tilde{N}(\hat{U}(k)), k) = \tilde{N}^T(\hat{U}(k))A\tilde{N}(\hat{U}(k)) + B(k)\tilde{N}(\hat{U}(k)) + C(k), \]

where

\[ A(k) \triangleq \bar{B}_f^T R(k)\bar{B}_f + \eta(k)I_{q_{clu} \times q_{clu}}, \]
\[ B(k) \triangleq 2\bar{B}_f^T R(k)[Z(k) - \bar{B}_f\tilde{N}(U(k))], \]
\[ C(k) \triangleq Z^T(k)R(k)Z(k) - 2Z^T(k)R(k)\bar{B}_f\tilde{N}(U(k)) + \tilde{N}^T(U(k))\bar{B}_f^T R(k)\bar{B}_f\tilde{N}(U(k)). \]

If either \( \bar{B}_f \) has full column rank or \( \eta(k) > 0 \), then \( A(k) \) is positive definite. In this
case, \( \tilde{J}(\tilde{N}(\tilde{U}(k)), k) \) has the unique global minimizer

\[
\tilde{N}(\tilde{U}(k)) = -\frac{1}{2} A^{-1}(k) B(k). \tag{5.17}
\]

If \( \tilde{N} \) is not onto, then \( \tilde{U}(k) \) in (5.17) may not have a solution. Hence, we take

\[
\hat{U}(k) = \arg\min_{\tilde{U}(k)} \left\| \tilde{N}(\tilde{U}(k)) + \frac{1}{2} A^{-1}(k) B(k) \right\|_2. \tag{5.18}
\]

An arbitrary choice is made if the argmin in (5.18) is not unique.

### 5.3.4.2 Cumulative Cost and RLS Update

Let \( \rho \) be a positive integer such that \( U(k) \) contains \( u(k - \rho) \) and define the cumulative cost function

\[
J_{\text{cum}}(\theta, k) \triangleq \sum_{i=\rho+1}^{k} \lambda^{k-i} \| \phi^T(i - \rho - 1) \theta(k) - \hat{u}(i - \rho) \|^2 + \lambda^{k} (\theta(k) - \theta_0)^T P_0^{-1}(\theta(k) - \theta_0), \tag{5.19}
\]

where \( \| \cdot \| \) is the Euclidean norm, \( \lambda \in (0, 1] \) is the forgetting factor, and \( P_0 \in \mathbb{R}^{l_u n_u (sl_u + tl_y) \times l_u n_u (sl_u + tl_y)} \) is positive definite. Minimizing (5.19) yields

\[
\theta^T(k) = \theta^T(k - 1) + \beta(k) P(k - 1) \phi(k - \rho - 1) \cdot [\phi^T(k - \rho) P(k - 1) \phi(k - \rho - 1) + \lambda]^{-1} \\
\cdot [\phi^T(k - \rho - 1) \theta(k) - \hat{u}(k - \rho)],
\]

where \( \beta(k) \) is either zero or one. The error covariance is updated by

\[
P(k) = \beta(k) \lambda^{-1} P(k - 1) + [1 - \beta(k)] P(k - 1) - \beta(k) \lambda^{-1} P(k - 1) \phi(k - \rho - 1) \\
\cdot [\phi^T(k - \rho - 1) P(k - 1) \phi(k - \rho) + \lambda]^{-1} \cdot \phi^T(k - \rho - 1) P(k - 1).
\]
Note that when $\beta(k) = 0$, $\theta(k) = \theta(k-1)$ and $P(k) = P(k-1)$. Therefore, setting $\beta(k) = 0$ switches off the controller adaptation, and thus freezes the control gains. When $\beta(k) = 1$, the controller is allowed to adapt.

5.4 Model Information $\tilde{B}_f$

For SISO, minimum-phase, asymptotically stable linear plants, using the first nonzero Markov parameter in $\tilde{B}_f$ yields asymptotic convergence of $z$ to zero [25, 30]. In this case, let $m = d$ and $\tilde{H}_d = H_d$. Furthermore, if the open-loop linear plant is nonminimum-phase and the absolute values of all nonminimum-phase zeros are greater than the plant’s spectral radius, then a sufficient number of Markov parameters can be used to approximate the nonminimum-phase zeros [25]. Alternatively, a phase-matching condition with $\eta > 0$ is given in [44, 76] to construct $\tilde{B}_f$. For MIMO Lyapunov-stable linear plants, an extension of the phase-matching-based method is given in [77]. For unstable, nonminimum-phase plants, knowledge of the locations of the nonminimum-phase zeros is needed to construct $\tilde{B}_f$. For details, see [25, 78].

In this chapter, we assume that the Hammerstein system is Lyapunov stable, and we choose $\tilde{B}_f = \begin{bmatrix} 0_{1 \times d-1} & H_d \end{bmatrix}$, that is, the first nonzero Markov parameter of $G$.

5.5 Construction of Ersatz Nonlinearity $\tilde{N}$

In this section, we investigate the performance of various constructions for the ersatz nonlinearity $\tilde{N}$. The objective is to determine the effect of model error in identifying $N$. We consider the asymptotically stable, minimum-phase plant

$$G(z) = \frac{(z - 0.5)(z - 0.9)}{(z - 0.7)(z - 0.5 - j0.5)(z - 0.5 + j0.5)^{7}},$$

(5.20)
with the input nonlinearity

\[ \mathcal{N}(u) = (u - 2)^2 - 3. \]  \hspace{1cm} (5.21)

We consider the sinusoidal command \( r(k) = \sin(\Omega_1 k) \), where \( \Omega_1 = \pi/5 \) rad/sample. Let the controller structure be NARMAX/IO with \( s = t = 6 \) in (5.11). In particular, we choose \( f_1(u) = u \), \( f_2(u) = \exp(-(u + 0.2)^2) \), \( f_3(u) = \exp(-(u - 0.2)^2) \), \( f_4(u) = \exp(-(u + 0.4)^2) \), \( f_5(u) = \exp(-(u - 0.4)^2) \), \( f_6(u) = \exp(-u^2) \), and \( g_1(y) = y \), \( g_2(y) = \exp(-(y + 0.2)^2) \), \( g_3(y) = \exp(-(y - 0.2)^2) \), \( g_4(y) = \exp(-(y + 0.4)^2) \), \( g_5(y) = \exp(-(y - 0.4)^2) \), \( g_6(y) = \exp(-y^2) \) for the NARMAX/IO model. Furthermore, we let \( n_c = 10 \), \( P_0 = 10I_{12n_c} \), \( \eta_0 = 0 \), and \( \tilde{B}_f = H_1 = 1 \) as the required linear plant information.

We consider various choices of the ersatz nonlinearity \( \tilde{\mathcal{N}} \) in order to elicit the required minimum model information of the input nonlinearity \( \mathcal{N} \). First, we consider the ersatz nonlinearity \( \tilde{\mathcal{N}}(u) = (u - 2)^2 \). The closed-loop response is shown in Figure 5.2. Note that the steady-state average performance \( z_{ss,avg} = 5.7154 \times 10^{-4} \). Note that RCANC compensates for the unknown bias in \( \mathcal{N} \).

Next, we consider the ersatz nonlinearity \( \tilde{\mathcal{N}}(u) = u^2 \), and note that the intervals of monotonicity of \( \tilde{\mathcal{N}} \) and \( \mathcal{N} \) are different. As shown in Figure 5.3, RCANC is not able to follow the command.

Furthermore, consider the ersatz nonlinearity \( \tilde{\mathcal{N}}(u) = 5(u - 2)^2 \). As shown in Figure 5.4, the steady-state average performance \( z_{ss,avg} = 9.0578 \times 10^{-4} \), and the performance degradation is 58.48%.

Last, consider the ersatz nonlinearity \( \tilde{\mathcal{N}}(u) = |u - 2| \), which matches the monotonicity but not the shape of \( \mathcal{N} \). The closed-loop response is shown in Figure 5.5. Note that the steady-state average performance \( z_{ss,avg} = 0.0241 \), which represents two orders of magnitude degradation.
Figure 5.2: Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $\mathcal{N}(u) = (u - 2)^2 - 3$. We consider $\tilde{\mathcal{N}}(u) = (u - 2)^2$ and the steady-state average performance $z_{ss,avg} = 5.7154 \times 10^{-4}$. Note that RCANC compensates for the unknown bias in $\mathcal{N}$.

These examples suggest that the monotonicity intervals of $\mathcal{N}$ are needed to construct $\tilde{\mathcal{N}}$, and the more accurately $\tilde{\mathcal{N}}$ approximates $\mathcal{N}$, the better the performance is.

### 5.6 Effect of Basis Functions

We now present numerical examples to illustrate the response of the RCANC with different basis functions. We assume that first nonzero Markov parameter of $G$ and the monotonicity of $\mathcal{N}$ are known. For convenience, each example is constructed such that the first nonzero Markov parameter $H_d = 1$, where $d$ is the relative degree of...
Figure 5.3: Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $N(u) = (u - 2)^2 - 3$. We consider $\tilde{N}(u) = u^2$ and note that the intervals of monotonicity of $\tilde{N}$ and $N$ are different. As shown in Fig 5.3, RCANC is not able to follow the command.

$G$. All examples assume $y = z$, with $\phi(k)$ given by (5.12), where $f$ and $g$ are chosen based on the choice of NARMAX structure. In all cases, we initialize the adaptive controller to be zero, that is, $\theta(0) = 0$. We let $\lambda = 1$ for all examples.

We consider the asymptotically stable, minimum-phase plant

$$G(z) = \frac{(z - 0.5)}{z^2}, \quad (5.22)$$

with the input nonlinearity

$$N(u) = (u - 2)^2 - 3. \quad (5.23)$$
Figure 5.4: Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $\mathcal{N}(u) = (u - 2)^2 - 3$. We consider $\tilde{\mathcal{N}}(u) = 5(u - 2)^2$ and the steady-state average performance $z_{ss,avg} = 9.0578 \times 10^{-4}$. Note that the performance degradation is 58.48%.

We consider the sinusoidal command $r(k) = \sin(\Omega_1 k)$, where $\Omega_1 = \pi/5 \text{ rad/sample}$. We choose the ersatz nonlinearity $\tilde{\mathcal{N}}(u) = (u - 2)^2$. Furthermore, we let $n_c = 10$, $P_0 = I_{(s + l)n_c}$, $\eta_0 = 0.011$, and select $\bar{B}_f = H_1 = 1$ as the required linear plant information.

First, we consider a linear controller structure, that is, $f(u) = u$ and $f(y) = y$. The closed-loop response is shown in Figure 5.6. In this case, the steady-state average performance $z_{ss,avg} = 0.0110$.

Next, we consider NARMAX controllers with four types of nonlinear functions, namely Fourier basis function, radial basis function [96], logistic basis function [96], and triangular basis function. In all simulations, we compute the closed-loop steady-
Figure 5.5: Response of the reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $\mathcal{N}(u) = (u - 2)^2 - 3$. Using $\tilde{\mathcal{N}}(u) = |u - 2|$, the steady-state average performance $z_{ss,\text{avg}} = 0.0241$ and the performance degradation is of two orders of magnitude. In this case, the ersatz nonlinearity $\tilde{\mathcal{N}}$ matches the monotonicity but not the shape of $\mathcal{N}$.

state average performance $|z_{ss,\text{avg}}|$ as we increase the number of basis functions using NARMAX/O, NARMAX/I, and NARMAX/IO structures.

5.6.1 Fourier basis function

Consider sine and cosine functions of increasing frequency

\[
\begin{align*}
  f_i(u) &= u, \sin\left(\frac{1}{4}u\right), \cos\left(\frac{1}{4}u\right), \sin\left(\frac{1}{2}u\right), \cos\left(\frac{1}{2}u\right), \sin u, \cos u, \ldots, \\
  g_j(y) &= y, \sin\left(\frac{1}{4}y\right), \cos\left(\frac{1}{4}y\right), \sin\left(\frac{1}{2}y\right), \cos\left(\frac{1}{2}y\right), \sin y, \cos y, \ldots,
\end{align*}
\]
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Figure 5.6: Response of reference signal $r(k) = \sin(\pi/5k)$ with input nonlinearity $N(u) = (u - 2)^2 - 3$. We consider $\tilde{N}(u) = (u - 2)^2$ with a linear controller structure and the steady-state average performance $|z_{ss,avg}| = 0.0110$.

For NARMAX/O controller structure, we let $g(y) = y$, that is, $t = 1$ in (5.11), and increase the number of basis functions in $f(u)$. Figure 5.7 shows the closed-loop steady-state average performance $|z_{ss,avg}|$ decreases as we increase the number of basis functions in $f(u)$ using the NARMAX/O structure. Following the same procedure, the closed-loop steady-state average performance $|z_{ss,avg}|$ for NARMAX/I and NARMAX/IO structures are shown in Figure 5.7. Note that overall NARMAX/O structure provides the best steady-state average performance $|z_{ss,avg}|$. 
Figure 5.7: Closed-loop steady-state average performance $|z_{ss,avg}|$ with Fourier basis function for NARMAX/O, NARMAX/I and NARMAX/IO structure. $|z_{ss,avg}|$ decreases as we increase the number of basis functions for all three cases. Note that NARMAX/O structure provides the best steady-state average performance $|z_{ss,avg}|$.

5.6.2 Radial Basis Function

Consider the radial basis functions

$$f_i(u) = u, e^{-u^2}, e^{-(u-0.2)^2}, e^{-(u+0.2)^2}, e^{-(u-0.4)^2}, e^{-(u+0.4)^2}, \ldots,$$

$$g_j(y) = y, e^{-y^2}, e^{-(y-0.2)^2}, e^{-(y+0.2)^2}, e^{-(y-0.4)^2}, e^{-(y+0.4)^2}, \ldots,$$

Following the same procedures, the closed-loop steady-state average performance $|z_{ss,avg}|$ for NARMAX/O, NARMAX/I, and NARMAX/IO structures are shown in Figure 5.8. Note that overall NARMAX/I/O structure provides the best steady-state
average performance $|z_{ss,avg}|$.

Figure 5.8: Closed-loop steady-state average performance $|z_{ss,avg}|$ with RBF for NARMAX/O, NARMAX/I and NARMAX/IO structure. $|z_{ss,avg}|$ decreases as we increase the number of basis functions for all the cases. Note that overall NARMAX/IO structure provides the best steady-state average performance $|z_{ss,avg}|$.

### 5.6.3 Logistic Basis Function

Consider the logistic basis functions

\[
\begin{align*}
    f_i(u) &= u, \quad \frac{1}{1 + e^{-u}}, \quad \frac{1}{1 + e^{-(u-0.2)}}, \quad \frac{1}{1 + e^{-(u+0.2)}}, \quad \frac{1}{1 + e^{-(u-0.4)}}, \quad \frac{1}{1 + e^{-(u+0.4)}}, \ldots , \\
    g_j(y) &= y, \quad \frac{1}{1 + e^{-y}}, \quad \frac{1}{1 + e^{-(y-0.2)}}, \quad \frac{1}{1 + e^{-(y+0.2)}}, \quad \frac{1}{1 + e^{-(y-0.4)}}, \quad \frac{1}{1 + e^{-(y+0.4)}}, \ldots ,
\end{align*}
\]
Following the same procedures, the closed-loop steady-state average performance $|z_{ss,avg}|$ for NARMAX/O, NARMAX/I, and NARMAX/IO structures are shown in Figure 5.9. Note that overall NARMAX/O structure provides the best steady-state average performance $|z_{ss,avg}|$.

Figure 5.9: Closed-loop steady-state average performance $|z_{ss,avg}|$ with logistic basis function for NARMAX/O, NARMAX/I and NARMAX/IO structure. $|z_{ss,avg}|$ decreases as we increase the number of basis functions for all three cases. Note that NARMAX/O structure provides the best steady-state average performance $|z_{ss,avg}|$. 
5.6.4 Triangular Basis Function

Consider the triangular basis functions

\[ f_i(u) = u, 1 - \max(1 - |u|, 0), 1 - \max(1 - |u - 0.2|, 0), 1 - \max(1 - |u + 0.2|, 0), \ldots, \]

\[ g_j(y) = y, 1 - \max(1 - |y|, 0), 1 - \max(1 - |y - 0.2|, 0), 1 - \max(1 - |y + 0.2|, 0), \ldots, \]

Following the same procedures, the closed-loop steady-state average performance \( |z_{ss,avg}| \) for NARMAX/O, NARMAX/I, and NARMAX/IO structures are shown in Figure 5.10. Note that overall NARMAX/O structure provides the best steady-state average performance \( |z_{ss,avg}| \).

5.6.5 Numerical Example Summary

RCANC can improve the command-following performance for the Hammerstein systems over the linear controller structure and the closed-loop steady-state average performance decreases as we increase the number of basis functions for all three controller structures. Simulation also demonstrates that NARMAX/O and MARMAX/IO provides better command-following performance compared with NARMAX/I. However, for NARAMX/IO, the number of parameters in \( \theta \) is much larger than the number of parameters for NARMAX/O, which is more computational expansive. Therefore, the NARMAX/O controller structure is recommended for Hammerstein systems.

5.7 Conclusions

Retrospective cost adaptive NARMAX control (RCANC) was applied to command following for Hammerstein systems. RCANC was used with limited modeling information. In particular, RCANC uses knowledge of the first nonzero Markov parameter of the linear system and the monotonicity intervals of the input nonlinearity
to construct the ersatz nonlinearity. To handle the effect of the input nonlinearity, we numerically demonstrated that RCANC can improve the command-following performance for the Hammerstein systems over the linear controller structure for compensating performance distortion caused by the input nonlinearity. Future research will focus on choosing the ersatz nonlinearity and basis functions for RCANC based on limited knowledge of Hammerstein nonlinearities.
CHAPTER VI

Concluding Remarks

This dissertation presented an extension in adaptive control for uncertain Hammerstein systems. Adaptive control is applicable to nonlinear systems that are expensive and difficult to model. In addition, adaptive control compensates for the unanticipated changes in the environment. Chapter II focuses on applying adaptive control to various applications, whereas Chapter III-V modify retrospective-cost-based adaptive control to uncertain Hammerstein systems.

Chapter II presented nonlinear applications of linear retrospective cost adaptive control (RCAC) presented in [24, 30]. Four examples of input nonlinearities are considered. Specifically, we apply RCAC to command-following and disturbance-rejection problems for input nonlinearities of deadzone, hysteresis, diesel engine model, and uncertain electromagnetically controlled oscillator (ECO). Numerical examples demonstrate that RCAC was able to drive the Hammerstein system to follow the reference command in all those four examples.

Chapter III began the main topic of this dissertation. Adaptive control based on constrained retrospective cost optimization was applied to command following for Hammerstein systems with multivariable convex input saturation. We numerically demonstrated that convex optimization applied to the retrospective cost can improve the tracking performance when following squarewave and triangle-wave commands in
the presence of saturation. We also applied this technique to a multi-rotor helicopter command-following problem by formulating the multi-input constrained retrospective cost function as a second-order cone optimization (SOCP) problem. With this approach, RCAC is shown to adapt to these constraints.

Chapter IV considered the uncertain Hammerstein systems, where the input nonlinearities could be odd, even, or arbitrary, which may be monotonic or non-monotonic. To handle the effect of the non-monotonic nonlinearity, RCAC was augmented by auxiliary nonlinearities chosen based on the properties of the input nonlinearity. The auxiliary nonlinearities combine with the input nonlinearity to form a composite nonlinearity that is globally nondecreasing. Simulation results show that RCAC is able to follow the commands for the Hammerstein systems with an unknown disturbance when the composite input nonlinearity is globally nondecreasing.

Chapter V demonstrated that RCANC can improve the command-following performance for the Hammerstein systems over the linear controller structure for compensating performance distortion caused by the input nonlinearity. Numerical examples show that the closed-loop steady-state average performance decreases as we increase the number of basis functions in the nonlinear controller structures.

6.1 Extensions and Future Work

The results in this dissertation may be extended to uncertain Wiener systems. Future work includes understanding minimal model information for Wiener systems to compensate for output nonlinearities.

Moreover, we can explore the ideas of adaptive control based on constrained retrospective cost optimization in many applications. For example, the technique developed in Chapter III can be applied to the setpoint control of the uncertain electromagnetically controlled oscillator, where the control output current is constrained to be nonnegative, and the maximum current is also limited. Furthermore, the colli-
sions of the mass with the fixed electromagnet must be avoided. Further theoretical work including a stability analysis of RCAC based on constrained retrospective cost optimization under input saturation will be developed. In addition, the idea of convex optimization can be explored further for RCAC. For instance, for NMP system, constrained optimization for controller update can be formulated so as to prevent unstable pole-zero cancelation during the adaptation.

Last but not the least, for retrospective cost adaptive NARMAX control, future research will focus on the rule of choosing the ersatz nonlinearity and basis functions.
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