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[1] Several versions of low- to middle-latitude geomagnetic indices are examined
throughout a 24 year interval and during storm time with respect to a normalized epoch
timeline based on several key storm features. In particular, we conduct a quantitative
comparison of the storm time superpositioning of the Dst, SYM-H, and 1min U.S.
Geological Survey Dst indices using error analysis and employing descriptive statistics to
assess the similarities and differences between them. The events are then categorized by
storm intensity and examined as a function of the storm phase. While the indices are highly
correlated with each other, dramatic deviation between the indices exists at certain storm
epoch times. In particular, the error increases at storm peak and especially for more intense
storms. The differences at storm peak are, on average, 20% of the peak value of the indices.
These differences arise from the choice of magnetometer stations to include in each index
and the various methodologies used to compile the individual perturbation measurements
into a global value. The conclusions are that multiple indices should be considered when
determining low- to middle-latitude magnetic perturbations and that the difference between
the indices should be considered as an error estimate on these values.
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1. Introduction

[2] Geomagnetic disturbances are caused by the interac-
tion between the solar wind and terrestrial magnetosphere
(see Dungey [1961] and the reviews by Gonzalez et al.
[1994, 1999]). Geomagnetic activity can be described using
ground-based magnetic field observations [e.g., Mayaud,
1980]. These measurements are used to calculate several
magnetic indices, which explain the near-Earth space
currents and allow the study of geomagnetic storms. For
instance, Clauer and McPherron [1980] found that the
magnitude of the partial ring current, as seen in low- to
middle-latitude ground-based stations, does not correlate
well with the timing of substorm expansion phase onset,
usually developing prior to onset. Similarly, Chen et al.
[1982] conducted numerical simulations and compared the
modeled magnetic perturbations to ground-based magnetom-
eter data for a substorm event, concluding that the observed
local time asymmetry is due to high-latitude current influ-
ences rather than a partial ring current in near-Earth space.
A third example is the study by Iyemori [1990], who ana-
lyzed the local time asymmetries of low- to middle-latitude

magnetic perturbations, revealing that the H-component
asymmetry shifts to earlier local times throughout the main
phase of the storm. New indices are continuously being
created from ground-based low- to middle-latitude magne-
tometer data, such as the Wp substorm index [Nosé et al.,
2012]. While there are many regional and global indices
compiled from ground-based magnetometer data, there are
few indices that are particularly useful for magnetic storm
physics, specifically the hourly Dst index and its 1min coun-
terparts, SYM-H and U.S. Geological Survey (USGS) Dst.
[3] The disturbance storm time index, Dst, describes the

progression and intensity of geomagnetic activity. The Dst
index was developed by Sugiura [1964] and is available on
the Kyoto World Data Center website. Dst uses four
ground-based magnetic field observations to characterize
deviations from the quiet time horizontal magnetic field (H)
during a disturbance. The observatories were chosen based
on the condition of the measurements and their locations,
which are listed in Table 1. The station locations were
required to be sufficiently distant from auroral and equatorial
electrojets while remaining distributed as evenly as possible
in longitude.
[4] The derivation of Dst is described in Mayaud [1980]

and in Sugiura and Kamei [1991]. The baseline magnetic
perturbation is defined by a power series in time:

Hbase Tð Þ ¼ Ar2 þ Br þ C

In this expression, T is the universal time and r is time in
years from a reference epoch time. The coefficients in this
expression (A, B, and C) are determined up to the quadratic
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term and are found using the method of least squares on the
annual mean values of the five quietest days of the current
year and the four preceding years. The baseline values for
the adjacent years are calculated by different polynomials.
This method may introduce a discontinuity. To minimize
the discontinuity, the baseline value at the end of the current
year is included as an additional data point in the polynomial
fitting. For a more detailed description of the process, see
Mayaud [1980] and Sugiura and Kamei [1991].
[5] The solar quiet daily variation, Sq, is determined for

each observatory by a double Fourier series as a function of
local time (t) and month (s):

Sq t; sð Þ ¼ ∑m∑nAmn cos mtþ αmð Þ cos nsþ βnð Þ

In this expression, m and n are the order of the Fourier expan-
sion, and Amn, αm, and βn are the corresponding Fourier co-
efficients. The coefficients of the Sq variation are calculated
from the geomagnetic field data for the five quietest days of
the month. These quietest days are determined in UT. That
is, the five local days that have the maximum overlap with
the five quietest UT days are used to define the average Sq
variation for the local day at each observatory. The variation
in Dst caused by the noncyclic change is removed from the
Sq current using the hourly values calculated for the local
days before and after the 5 days selected.
[6] The disturbance variation, D(T), for each observatory

is defined as what is left after the baseline value and the Sq
variation are removed from the observation.

D Tð Þ ¼ Hobs–Hbase Tð Þ–Sq Tð Þ

Dst is then defined as the four-observatory average of the dis-
turbance field normalized to the dipole equator.

Dst Tð Þ ¼< D Tð Þ > = < cosθ >

The normalization uses the average of the cosines of
each observatory’s dipole latitude. The normalization
to the dipole equator minimizes the undesired effect
from missing hourly values. Mayaud [1980] showed
that the latitudinal normalization minimizes local time
residual effects.
[7] Although Dst is one of the most important data sets in

space weather, it still has several issues [e.g., Clauer et al.,
1980]. They estimated that the quiet time random error in
low- to middle-latitude perturbations is typically about
±6 nT, resulting from uncertainties in the Sq current system.
Friedrich et al. [1999] and Munsami [2000] quantified the

contribution of the substorm current wedge to the Dst index,
which can be as large as 40 nT if the stations are aligned in a
certain way relative to the auroral electrojet. Two more
examples are given inMursula et al. [2008]. First, they argue
that the disturbance field at each station should be normalized
by the cosine of the geomagnetic latitude before being aver-
aged to produce Dst. They showed that averaging first causes
a bias in the contribution to variation based on latitude.
Mursula et al. [2008] also discussed correcting the quiet time
seasonal variation.
[8] Another issue with theDst index is that the resolution is

insufficient for describing effects that occur with time
scales of less than 1 h. One method to remedy the low
time resolution is the use of high time resolution data
(1min or 1 s). These data are now available for all four
Dst stations. While these data should be used to calculate
the high-resolution Dst in the modern era, they do not help
with historic data. Another method to remedy the low time
resolution would be to utilize additional magnetometer
stations [see, e.g., Clauer et al., 2003].
[9] The SYM-H index describes the geomagnetic distur-

bance field at midlatitudes with a 1min resolution [Iyemori,
1990; Iyemori et al., 1992]. SYM-H is calculated from 6 of
the 10 possible observatories listed in Table 2. The observa-
tories used each month depend upon the availability and the
quality of the observations. Like Dst, SYM-H removes the
baseline and Sq field to calculate the disturbance field.
Next, SYM-H performs a transformation from a geomagnetic
to a dipole coordinate system. Then the six stations
are averaged.
[10] While Dst and SYM-H are argued to be essentially the

same [e.g., Sugiura and Poros, 1971], they are inherently
different. One reason for the difference is the midlatitude
observatories included in the calculation of SYM-H, but not
Dst [Iyemori, 1990]. Magnetic disturbances vary with
latitude [Araki et al., 1997] and with proximity to local cur-
rent systems, which implies that SYM-H will reflect variation
caused by different processes. Another reason for the differ-
ence between Dst and SYM-H arises in the processing meth-
odologies to compile the index values.
[11] The United States Geological Survey also produces a

1min low-latitude disturbance index [Gannon and Love,
2011], which we will refer to as the USGS index. The
USGS index uses the same four low-latitude observatories
as Dst. USGS is calculated using the time and frequency
space method described in Love and Gannon [2009]. They
showed that the main field data reveal several sets of
harmonics, which they used to remove the Sq variation.

Table 1. Dst Observatory Geomagnetic Coordinates

Observatory Longitude (E) Latitude (N)

Hermanus 84° 33°
Kakioka 208° 27°
Honolulu 270° 21°
San Juan 6° 28°

Table 2. SYM-H Observatory Geomagnetic Coordinates

Observatory Longitude (E) Latitude (N)

San Juan 6° 28°
Fredericksburg 353° 48°
Boulder 321° 48°
Tucson 316° 39°
Honolulu 270° 21°
Memambetsu 211° 35°
Alibag 146° 10°
Martin de Vivies 144° -46°
Hermanus 84° 33°
Chambon-la-Foret 85° 49°
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[12] Although the differences between the calculational
methodologies of the Dst, SYM-H, and USGS indices are
well documented [e.g., Sugiura, 1964; Iyemori, 1990;
Iyemori et al., 1992; Love and Gannon, 2009; Gannon and
Love, 2011], the indices are often used interchangeably in
both data analysis studies [e.g., Ohtani et al., 2001; Nosé
et al., 2003; Reeves et al., 2003] and data-model comparisons
[e.g., Fok et al., 2003, 2011; Jordanova et al., 2006; Liemohn
et al., 2007; Zhang et al., 2007]. Wanliss and Showalter
[2006] conducted statistics on the similarity of the SYM-H
and Dst indices, showing that the correlation between them
is very high (above 0.9) with differences of only 10 or
20 nT during storms and concluding that SYM-H can be used
as a high-resolution version of Dst. This study builds on the
results of Wanliss and Showalter [2006], examining the
validity of the interchangeability of these indices by investi-
gating the similarities and differences in the Dst, SYM-H,
and USGS indices. We begin with an inspection of the
complete interval in which the indices’ availability overlaps.
We then conduct a storm-based analysis. While we verify
that during quiet times up to moderate storm activity the
indices are all strongly correlated, we also find that the
relationship between the indices is dependent on storm time
phase and intensity.

2. Data

[13] This study begins with the full interval in which theDst,
SYM-H, andUSGS indices’ availability overlaps (1985 through
2009). Throughout the interval, the temporal resolution is 1min
for SYM-H and USGS but 1 h forDst. To conduct a one-to-one
comparison of data with different time resolutions, Dst values
are assumed to be constant along each hour. That is, each
minute value is set as the corresponding hour value.
[14] An initial overview of the data is described in Table 3.

The mean and median Dst (�16.8 and �12 nT) are more

negative than SYM-H (�14.5 and �10 nT) or USGS (�7.3
and �3.9 nT). The range in SYM-H (�720 nT, 149 nT) is
much larger than Dst (�589 nT, 81 nT) or USGS
(�524.4 nT, 132 nT). While the ranges show that the 24 year
interval contains super storms, the standard deviation
reveals that the vast majority of the interval is quiet time data.
That is, at least 95% of the data are greater than �40 nT in
all three indices.
[15] The correlation coefficient (R) and root-mean-square

error (RMSE) values in Table 3 are comparisons for
each index with the index below it in the table, with
the value in the USGS line being with Dst. Table 3
verifies that the correlation between any two of the
indices is large (R of at least 0.93). The RMSE values
are all below 13 nT. These values are in complete
agreement with Wanliss and Showalter [2006]. The
large correlations and small RMSE values may be
interpreted as a validation that the indices are essentially
the same, but this initial overview does not tell the
whole story, as will be investigated below.
[16] Figure 1 presents the three indices during two

example storms. In both examples, the indices all show
a similar trend, consistent with the high correlation. In
the 14 October 2002 storm, Dst shows an offset of about
20 nT throughout the event compared to the other two
indices. This offset is consistent with the lower mean
and median of Dst seen in Table 3. Additionally, the 3
April 2004 storm reveals differences greater than 40 nT
between the indices around the peak (and differences
of 20 nT elsewhere in the time series). These types and
magnitudes of difference are common during intense
storm intervals and reveal underlying systemic variation
between the indices. Such dramatic differences will have
implications when these values are used to interpret the
physics of magnetic storms, and therefore, below, we
present a systematic examination of these disparities.

Table 3. Descriptive Statistics for the Entire 1985 Through 2009 Interval

Mean Median Standard Deviation Min Max Ra RMSEa

Dst �16.8 �12 22.97 �589 81 0.93 9.1
SYM-H �14.5 �10 22.82 �720 149 0.93 11.0
USGS �7.3 �3.9 21.3 �524.4 132.3 0.95 12.1

aComparisons are made with the index below it in the table, cycling back to the top for the last row’s values.

Figure 1. Dst, SYM-H, and USGS time series for two example storms, (left) 3 April 2004 and (right) 14
October 2002. The black vertical lines, extending ±25 nT from Dst, indicate the start of the initial phase
(SSC not required), the beginning of the main phase, the peak, and the end of the recovery phase (along
the right edge of the plots).
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3. Storms

[17] To progress from a whole-interval-based examination
to a storm-based statistical analysis, this study parses the
24 year interval using an automated procedure similar to that
of Katus et al. [2013]. The first step in the storm-finding
procedure searches for negative peaks in Dst of less than
�50 nT. The second step finds the maximum value within
the 24 h prior to the peak and 96 h following the peak.
These times mark the beginning of the main phase and the
end of the recovery phase, respectively. The third step looks
for a sharp increase in Dst prior to the start of the main phase
corresponding to the storm sudden commencement (SSC).
Katus et al. [2013] defined the SSC by an increase of at least
10 nT in Dst within 8 h before the beginning of the main
phase. Unlike Katus et al. [2013], this study does not require
a SSC or an extended period of quiet time prior to each event,
allowing the inclusion of 697 events. Requiring an SSC
would have reduced this number to approximately 293
events. The epoch markers are shown as the black vertical
lines extending ±25 nT from Dst for the example storms
given in Figure 1.
[18] The storm phase markers and the average duration of

each phase were then used to create a normalized epoch
timeline similar to Katus et al. [2013]. This is useful because
Ilie et al. [2008] showed that using a single reference time
during storms only resolves features within a few hours
surrounding the chosen epoch time. Outside of this window,
the different lengths of the phases for individual storms
cause the time-specific features of the data to be lessened.
Katus et al. [2013] showed that a normalized epoch timeline,
using multiple references throughout the storm sequence,
minimizes the error between the superposed averaged Dst
time series and the event-specific Dst time series (compared
to using only a single reference time).
[19] For each storm interval, the duration of each phase

was expanded or contracted to match the average length of
that storm phase, and the values were then interpolated onto
a 1min cadence within this standardized phase duration.
Note that the data are interpolated in time within each storm
phase so that the beginning to ending match the average
length for that phase. The normalized timeline provides a
base to superpose the Dst, SYM-H, and USGS storm data
in Figure 2. The storm sudden commencement, beginning
of the main phase, storm peak, and end of the recovery
phase markers are shown as black vertical lines in each of

the three plots in the figure. Note that the end of the recovery
phase is also the end of the plot. The color scale describes
the histogram count of data points at that epoch time
and magnitude.
[20] Examination of Figure 2 reveals a strong correlation in

the form of a similar trend in all three indices. The high
density of data near the storm peak shows that most of the
storms can be categorized as moderate events (peak Dst
between �50 and �100 nT). The spread of the density near
the peak then shows the remaining intense events (peak Dst
of �100 nT or less).
[21] There are a couple of noteworthy differences between

the plots in Figure 2. Although the plot axes are trimmed
(not showing the most extremes), the true range in storm time
SYM-H is much larger than that in either Dst or USGS
(as seen in Table 3). In addition, even though USGS is
also a 1min cadence index, SYM-H shows larger short-
time-scale variations than either of the other two indices.
This can also be seen in the example storm intervals
presented in Figure 1 by examining the quick variation in
SYM-H. Another point to mention about Figure 2 is that the
mean USGS along the epoch time line is closer to zero than
the other two indices. The smaller mean is consistent with
the mean for all data in Table 3 and the example storms
in Figure 1.
[22] The scatterplots in Figure 3 describes the relation-

ship between the storm time Dst, SYM-H, and USGS. The
color scale defines the histogram count at each magnitude
bin. The red line and annotation define the best fit line,
and the black line describes the one-to-one line. It should
be noted that the axes in these plots are artificially
limited. This is done so that the range does not prohibit
viewing the key details. The data outside of the range
are shown as the histogram count along the border of
each plot (particularly SYM-H). Note, however, that the
actual index values are used in the statistical calculations
discussed below. Each plot shows that the indices are all
well correlated during storm time. That is, the data are
tightly aligned with the reference line. The best fit lines
show the difference between the one-to-one line (perfect
correlation) and the best fit polynomial. The polynomial
also shows the systematic offset for each pair of indices.
In addition to the linear fit function, the RMSE between
any two of the three indices is given on each plot. The
largest RMSE is between Dst and USGS (16 nT). The
RMSE values follow the offset seen in the previous plots

Figure 2. Dst, SYM-H, and USGS occurrence rate density superposed along the normalized epoch
timeline for all storms meeting the selection criteria. The black vertical lines show the storm sudden
commencement (not required), beginning of the main phase, storm peak, and end of recovery phase
markers used to normalize the timeline.
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and the difference in the mean seen in Table 3. While the
RMSE values are strongly influenced by the large amount
of data near zero (the big red spots on each plot), the
results do not follow the ordering in highest correlation
seen in Table 3 for the entire 24 year interval.
[23] To further examine the relationship between the

Dst, SYM-H, and USGS indices with respect to their
dependence on storm intensity, it is useful to subdivide the
storm intervals into different categories. Binning the events
by magnitude produced the following breakdown: 518

moderate storms (�50 nT< peak Dst< 100 nT), 137 intense
storms (�100 nT< peak Dst<�200 nT), and 27 super
storms (�200 nT< peak Dst). These bin sizes allowed a
relatively large number of events in each group.
[24] Figure 4 describes the histogram count of the

difference between each index along the normalized epoch
timeline for storms separated as moderate, intense, or super
storms. The RMSE between each set of indices is also
given on each plot. There are several striking features in
each plot of Figure 4. The data in all of the plots tend to

Figure 4. The distribution of the difference between each pair of indices, along the normalized
superposed epoch timeline for (left) moderate, (middle) intense, and (right) super storms. Note that the
scales are different.

Figure 3. The distribution of storm timeDst, SYM-H, and USGS indices compared against each other in a
one-to-one scatterplot comparison. The one-to-one line is shown in black and the best fit line and equation
in red. The sum of all data outside of the axis range is shown on the border.
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be negative. This negative trend implies a systematic offset
with Dst having the largest negative values and USGS
being closest to zero. The trend holds throughout epoch
time in all three storm magnitude bins. The spread in the
distribution of the data in all of the plots shows that the
difference grows approaching the storm peak. Noticing
the different scales among the panels in Figure 4, the
RMSE reveals that the difference grows proportionally to
the magnitude of the storm.
[25] To further investigate this systematic difference

between the indices, Figure 5 shows the RMSE between
the indices as a function of epoch time for each storm size
category. Each plot shows a systematic RMSE of at least
10 nT along the entire timeline. The RMSE grows
approaching the storm peak, and the growth is proportional
to the magnitude of the storm intensity. Apart from a few
short-lived spikes, the largest RMSE values occur in the late
main phase and early recovery phase, within 2 h of the storm
peak (on the normalized timeline scaled to the average phase
length for each intensity category), and range from 13 to
23 nT for the moderate storm intervals, 20 to 26 nT for the
intense storms, and 55 to 70 nT for the super storms.
Therefore, the ratio of the RMSE to the mean Dst at storm
peak for each of the storm magnitude bins is near 0.2 for all
three of the storm intensity categories. The differences are
smallest between Dst and SYM-H (the green curves in the
panels of Figure 5), while the differences of both of these
with the USGS index are systematically larger in the late
main phase and near storm peak.
[26] The short-lived spikes in the RMSE time series are

very interesting because these are most likely erroneous
values in the indices. Times with large jumps were found
in both the SYM-H and USGS data sets, lasting a single
data value or sometimes several values together, with
jumps back to the previous index level immediately
afterward. They look like bad data points, but they were
intentionally left in this analysis because they exist in the
research grade index values available to the community.
These RMSE spikes illustrate the points that a single
index for storm intensity is problematic and that multiple
indices should be considered when conducting an analysis
of storms.

4. Discussion and Conclusion

[27] There are several distinctions in the calculation ofDst,
SYM-H, and USGS that may cause inconsistent variation.

First, each index applies different methods to remove irrele-
vant fluctuations and normalize to the equator. Second, the
averaging in Dst results in the loss of fluctuations with time
scales of less than 1 h. Third, the use of higher-latitude
stations in SYM-H may contaminate the data with fluctua-
tions caused by polar currents.
[28] This study finds that the three indices are not the same.

SYM-H has a larger range than the other two indices. The
difference between the indices increases during times of
geomagnetic activity. The difference grows approaching the
peak of a storm and is proportional to the intensity of the
storm. Comparing the RMSE and mean peak magnitude
reveals an error of approximately 20% between the indices
at the peak of the storm. In addition, short-lived spikes in
the RMSE time series reveal that the available indices
sometimes include erroneous values.
[29] There are a few reasons why the differences

between the indices should be expected. The quiet time
and Sq variation subtraction is different between the
Dst, SYM-H, and USGS. Because these offsets are
functions of both local time and universal time, these
subtractions not only introduce a baseline offset between
the indices but also can lead to storm epoch time-
dependent variations. This is especially true for the
SYM-H index, for which different stations are included
each month. Another reason for the difference is
that the SYM-H index includes additional stations at
higher magnetic latitudes than Dst or USGS. This
means that auroral zone ionospheric currents could be a
larger factor in these magnetometer measurements, intro-
ducing additional variability to the SYM-H index. In
addition, the USGS index uses a different method for
averaging the disturbance signals from the stations,
introducing another reason why the indices could be
different. The analysis presented above does not attempt
to rank the indices or determine which method is best;
rather, it focuses on identifying the similarities and
differences between them, especially during magnetic
storm intervals.
[30] The indices are often used to test models of the inner

magnetosphere [e.g., Jordanova et al., 1998, 2001;
Liemohn et al., 1999, 2001; Ebihara and Ejiri, 2000;
Fok et al., 2003; Chen et al., 2003; Clauer et al.,
2003]. In fact, the recent full-solar-cycle data-model
comparison studies of magnetic storms characterizing
the influence of different storm drivers [Liemohn and
Jazowski, 2008; Liemohn et al., 2010; Liemohn and

Figure 5. The RMSE, along the normalized superposed epoch timeline for (left) moderate, (middle)
intense, and (right) super storms. Note that the scales are different.
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Katus, 2012] all included model assessments against Dst
and/or SYM-H as a major component of the analysis.
These tests demonstrate knowledge of the physical pro-
cesses governing inner magnetospheric dynamics and
the ability to replicate and understand these processes.
If one index was accepted to be the correct disturbance
index and used consistently, then the difference between
the three indices would not matter. The practice of using
the indices interchangeably, regardless of the differences
in the three indices, may bias test results.
[31] Rather than accepting the potential bias caused by

inconsistently choosing to use one of the three indices,
all three indices may be used to highlight important
features. The values at any time can be used to create a
margin of error. The range would provide a universal
time-dependent error bar. This error bar may also provide
important information similar to that of the asymmetric
index (ASY) or implying the importance of high-altitude
current systems. These types of relationships should be
examined in the future.
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