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ABSTRACT

We dissect the portion of stock price change of the fiscal year that is recognized in reported accounting earnings of the year. We call this portion earnings recognition timeliness (ERT). The emphasis in our dissection is on empirical identification of two fundamental precepts of financial accounting: (1) the matching principle, which is manifested in the recognition of expenses
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in the same period as the related benefits (i.e., sales revenue) accrue; and (2) recognition of expenses in the current period due to changes in expectations regarding earnings of future periods (we refer to these expenses as the expectations element of expenses). Although the expectations element has implicitly been at the core of much of the recent empirical literature on asymmetry in the earnings/return relation, it has not been explicitly identified. This recent literature is based on the premise that bad news about the future leads to more recognition of expenses in the current period (such as write-downs) whereas good news about the future tends to have a much lesser effect on expenses of the current period; asymmetry in the expenses/return relation is captured implicitly via the observation of asymmetry in the earnings/return relation (i.e., asymmetry in ERT). Since the ERT reflects the relation between sales revenue and returns, matched expenses and returns, as well as the relation between the expectations element of expenses and returns, a focus on the expectations element may lead to sharper inferences. Our straightforward empirical procedure permits a focus on this element.

1. Introduction

We dissect the portion of stock price change of the fiscal year that is recognized in reported accounting earnings of the fiscal year. We call this portion earnings recognition timeliness (ERT). Our emphasis is on identification of elements of ERT that are the empirical manifestation of two fundamental precepts of financial accounting: (1) the matching principle, which leads to recognition of expenses in the same period as the related benefits (i.e., sales revenue) accrue; and (2) recognition of expenses in the current period due to changes in expectations regarding earnings of future periods (we refer to these expenses as the expectations element of expenses). Although the expectations element has implicitly been at the core of much of the recent empirical literature on the earnings/return relation, it has not been explicitly identified.

Beaver, Lambert, and Morse [1980] and Beaver, Lambert, and Ryan [1987] were the first to focus on ERT as we have defined it. The essence of the model in these papers is that, if the news in price change signals a transitory change in earnings, ERT will be one and, if earnings are permanent, the coefficient will be \( r/(1 + r) \), where \( r \) is the rate for capitalizing the future earnings expectations. Basu [1997] built on this literature, introducing the notion that the accounting for changes in expectations about future earnings may affect expenses in the current period and this accounting effect is asymmetric; bad news about future earnings leads to expenses (e.g., write-downs) but good news has a relatively smaller effect on expenses of the period. Thus, Basu [1997] introduced a third link in addition to: (1) the link between price changes and current earnings, and (2) the link between price changes and changes in expectations of future earnings. The third link is between changes in expectations of future earnings and expenses incurred in the current period due to the changes in these expectations. We identify this third link empirically.
In the vast literature that follows Basu [1997], asymmetric timely loss recognition is, generally, demonstrated empirically via asymmetry in the earnings/return relation (i.e., asymmetry in ERT). But, ERT reflects the relation between sales revenue and returns, matched expenses and returns, as well as the relation between the expectations element of expenses and returns. Each of these relations may differ across good news (i.e., positive return) and bad news (i.e., negative return) subsamples. Our method, which estimates the relation between the expectations element of expenses and returns, may lead to sharper inferences.

The distinction between matched expenses and the expectations element of expenses serves to bring a clearer empirical focus on the expenses that are at the heart of arguments that asymmetric loss recognition leads to more efficient contracting (i.e., on the one hand, accounting tends to bring forward expenses associated with bad news regarding the future via, for example, write-downs, but, on the other hand, accounting capitalizes expenditures, such as the purchase of property, plant, and equipment, related to expansion to cope with increased expected future sales).

Our analyses are based on regressions of annual earnings (and components of annual earnings) on contemporaneous returns within the fiscal year. This facilitates examination of variation in the earnings/return association during the year. The key to our empirical dissection of ERT is the observation that news at the beginning of the fiscal year reflects expectations for both the current year and future years, while news arriving at the end of the year reflects expectations about future years only. It follows that the portion of ERT that is due to recognition of sales revenue and matched expenses may be estimated via the change in the earnings/return association over the fiscal year, while the earnings/return association at the end of the fiscal year provides an estimate of the expectations element of expenses. Consistent with our prediction, we find a statistically significant decline in the earnings/return coefficient over the fiscal year.

We decompose annual earnings into sales revenue and expenses (i.e., net income minus sales revenue) in order to focus on the expectations element of expenses. We predict and find that the sales revenue/return coefficient declines from statistically significantly positive at the beginning of the fiscal year to not significantly different from zero at the end of the year. The basis of our prediction is the fact that news in returns at the beginning of the year has the entire year to be captured in sales of the year while news in returns at the end of the year has no time to affect sales of the year.

We predict and find that the expenses/return coefficient increases (i.e., becomes less negative) from the beginning of the year to the end, reflecting expenses that are matched to sales. The portion of ERT due to the expectations element of expenses is captured in the end-of-period expenses/return

---

1 See, for example, Basu [1997], Ball [2001], Basu [2005], and Ball and Shivakumar [2006].
2 Expenses have a negative sign in our regressions.
coefficient; this reflects expenses recognized in the current period because of changes in expectations about earnings in future periods. This is the portion of ERT that is predicted to differ across good and bad news partitions.\textsuperscript{3} This expectations element of expenses may reflect management’s attempts to affect future earnings (e.g., research and development (R&D) and advertising), the accounting for the associated expenditures, and GAAP that require recognition of expenses in the current period due to changes in the value of recognized assets of the firm (e.g., restructuring charges and write-downs) because of changes in expectations about future earnings from those assets.

The notion of asymmetric timely loss recognition rests on features of accounting that lead to more immediate recognition of downward changes in value relative to recognition of upward changes in value. Downward revisions in expectations about earnings of future years (associated with negative returns) may, for example, result in immediate recognition of expenses related to the impairment of recognized assets. In contrast, upward revisions in expectations of earnings of future years (associated with positive returns) typically do not result in an increase in the book value of recognized assets (under U.S. GAAP).\textsuperscript{4} This implies that asymmetric timely loss recognition will be manifested in the expectations element of ERT because it reflects the portion of value change related to change in expectations about future earnings that is recognized in contemporaneous earnings. The concept of asymmetric timely loss recognition does not, however, predict that expenses matched to current sales will differ across positive and negative annual return subsamples; but, nevertheless, differences may be observed. Our method permits separate identification of the expectations

\textsuperscript{3} As an illustration of the relation between value change and the two elements of expenses, consider the effect of the terrorist attacks on the World Trade Center on 9/11/2001 on United Airlines. United’s stock price fell from $30.82 on 9/10/2001 to $17.10 when the market re-opened on 9/17/2001. Expenses matched to sales for the remainder of the third quarter and for the fourth quarter decreased because sales decreased while (nonmatched) expenses related to sales of the future increased dramatically (e.g., there was a $1.3 billion charge to earnings associated with the write-off of airplanes and other restructuring charges). Our point is that, if the attack on the World Trade Center had occurred at the beginning of the fiscal year rather than just 113 calendar days before the end of the year, the effect on the matched portion of expenses for 2001 would have been much greater. On the other hand, since the effect of the attack on United Airlines in particular, and the travel industry in general, was expected to have such long-lasting effects, the nonmatched portion most likely would have been very similar whether the attack had occurred on 1/1/2001 or 9/11/2001.

\textsuperscript{4} As an illustration of this point, United Airlines wroteoff $1.3 million as a result of dramatic downward revisions in expectations of future earnings in the aftermath of the terrorist attacks on 9/11/2001. On the other hand, expenses of InVision Technologies, which was the company that manufactured the explosive detection devices seen in most airports at the time, increased as sales increased for the remainder of the year. But, costs of expansion to cope with expected future sales were capitalized and did not affect expenses for 2001 and the implicit increase in the value of the assets of InVision did not affect reported earnings for 2001 (i.e., the nonmatched expenses were virtually nonexistent).
element of expenses and, hence, it permits a focus on the element at the heart of arguments regarding asymmetric loss recognition.

Our empirical analyses show that the portion of ERT that reflects the sales revenue and matched expense components of earnings is significantly different across positive and negative returns subsamples. That is, the difference in ERT across these subsamples is due to more than just the expectations element of expenses, which is implicitly the element of interest in studies of asymmetric timely loss recognition. This underscores the importance of separately identifying the portion of ERT that is due to the expectations element of expenses rather than inferring this from a comparison of estimates of earnings/annual return coefficients across positive and negative return subsamples.

We conduct further analyses to gain additional insights into the elements of ERT and to ensure the robustness of our findings. First, we note that the earnings/return coefficient may change around the days of the announcements of earnings of the prior year and the announcements of the three quarterly earnings within the fiscal year (i.e., the announcements of earnings of the first three quarters). On these days, the market may be learning about past earnings as well as hearing news about earnings for the rest of the year and for future years. We find that the earnings/return coefficient increases significantly on the earnings announcement days, suggesting that news on these days tends to signal a more transitory effect than on non-earnings announcement days. Importantly, however, including these earnings announcement effects does not significantly change the beginning or end of period coefficient estimates, which highlights the robustness of our main results.

Second, in order to further examine the idea that news arriving at the beginning of the year will have the remainder of the year to be incorporated in earnings of the year, while news arriving at the end of the year will not be incorporated in earnings of the year, we repeat our analyses changing the dependent variables to earnings (and components of earnings) for the current fiscal year $t$ plus the earnings (and components of earnings) for the next year $t + 1$ (the independent variables continue to be returns of the fiscal year $t$).

As expected, the estimate of the two-year sales revenue/return coefficient at the end of year $t$ is not significantly different from the estimate of the one-year sales revenue/return coefficient at the beginning-of-year $t$ (this is expected because, in both regressions, a whole year remains for recognition of news in sales revenue). Similarly, the estimate of the two-year expenses/return coefficient at the end of year $t$ is not significantly different from the estimate of the one-year expenses/return coefficient at the beginning-of-year $t$.

Third, in order to ensure that contemporaneous returns are most likely to reflect the events that have affected earnings we analyze a sample of larger firms. This selection of the sample of larger firms is motivated by the early work of Atiase [1985, 1987], Freeman [1987], and Collins, Kothari,
and Rayburn [1987], which shows that returns capture information relevant to earnings of the fiscal period in a much more timely fashion for large firms than for small firms. The results in Freeman [1987] are particularly pertinent; he shows that, for larger firms, most of the information in earnings is captured in returns by the end of the fiscal year, but, for smaller firms, information in earnings of the year is related to security returns well beyond the year-end.

We compare our main results for the sample of larger firms with the results from an analysis of a set of smaller firms. We observe a higher beginning-of-year sales revenue/return coefficient and a significantly positive end of year sales revenue/return coefficient for the sample of smaller firms; these results (particularly the significantly positive end of year coefficient) suggest that, for smaller firms, some of the information about sales tends to be reflected in returns after the sales have occurred. In other words, we find evidence consistent with Freeman [1987]; sales revenue tends to be recognized earlier than it is reflected in returns (sales revenue is recognized when the transactions occur but the market learns about these sales with a lag). Similarly, for this subsample of observations we find that the estimate of the coefficient relating expenses to returns is more negative at both the beginning of the year and at the end of the year.

Finally, our empirical analyses are based on the assumption of a linear change in the earnings coefficient over the year. We examine the validity of this assumption by regressing sales revenue (and expenses) on each of the 12 monthly returns of the year. The line joining our estimate of the beginning-of-year coefficient and our estimate of the end of year coefficient is within the 95% confidence interval for each of the monthly coefficient estimates, confirming the validity of our linearity assumption.

The remainder of the paper proceeds as follows. In section 2, we elaborate on the motivation for our paper, we outline the research design, and, we discuss our dissection of ERT. Section 3 briefly describes the sample selection criteria and the sources of data. We present and discuss the results of our analyses in section 4. We conclude in section 5.

2. Motivation and Research Design

A large body of literature, beginning with Ball and Brown [1968], has examined the properties and economic implications of ERT. Early studies focused on the association between the news component of earnings and abnormal returns (e.g., Beaver, Clarke, and Wright [1979], Hagerman, Zmijewski, and Shah [1984]), while later studies changed the focus to the association between earnings and raw returns (e.g., Beaver, Lambert, and Morse [1980], Easton and Harris [1991], Easton, Harris, and Ohlson [1992], Warfield and Wild [1992], Collins et al. [1994]). With the exception of Beaver, Lambert, and Morse [1980], these studies were motivated by an interest in whether or not the earnings metric and the return metric
summarized the same underlying information. The mapping between these two variables was of little interest.\(^5\)

Beaver, Lambert, and Ryan [1987] and Basu [1997] shifted the focus of this literature to an examination of the extent to which earnings capture information that has affected firm value in the same fiscal period (i.e., ERT). In these studies, ERT is estimated as the slope coefficient in the following regression of annual earnings on contemporaneous annual stock returns:

\[ EARN_{jt} = \alpha + \beta^{ANN} \cdot RET_{jt} + \epsilon_{jt}, \]  

where the dependent variable, \(EARN_{jt}\), is annual earnings for firm \(j\) for the fiscal year ending at \(t\) deflated by the beginning of fiscal year market capitalization. The explanatory variable, \(RET_{jt}\), is the stock return of firm \(j\) for fiscal year \(t\).\(^6\) Note that \(\alpha\) is the regression intercept and \(\epsilon_{jt}\) is the regression disturbance term. The coefficient \(\beta^{ANN}\) reflects the portion of the value change in year \(t\) that is recognized in period \(t\) earnings (i.e., ERT).\(^7\)

Beaver, Lambert, and Morse [1980], in their paper entitled “The Information Content of Security Prices,” focused on the slope coefficient from a regression of percentage change in security prices on percentage change in earnings. They showed that this coefficient captures the extent to which earnings changes are transitory or more permanent (subsequently referred to by others as persistence of earnings).\(^8\) The essence of the model in Beaver, Lambert, and Morse [1980] is that, if earnings are transitory, the price change/earnings change coefficient will be one and, if earnings are permanent, the coefficient will be equal to one plus the inverse of the rate at which future expected earnings are discounted by the market.

In “The Information Content of Security Prices; A Second Look,” Beaver, Lambert, and Ryan [1987] reversed the regression, arguing that a regression of percentage change in earnings on percentage change in

---

\(^5\)A related literature that examined the market response to news in earnings was very focused on the mapping from the information in earnings to the market reaction to this information. In this literature, the natural dependent variable is the returns metric. This literature referred to this mapping as the earnings response coefficient (see, Collins and Kothari [1989], Easton and Zmijewski [1989], Kothari and Sloan [1992], Kothari and Zimmerman [1995]). This literature, however, sheds light on a very different question: what is the market response to earnings news? The ERT literature inverts this question and asks: how much of the news that has affected prices is also captured in contemporaneous earnings? The natural dependent variable in this literature is the earnings metric.

\(^6\)Basu [1997] partitions the regression into observations with negative return and those with positive return. The reverse form of this regression, which also restricts the earnings/return coefficient to be the same for all intervals within the fiscal period, was the basis of Beaver, Lambert, and Morse [1980], Easton and Harris [1991], and Easton, Harris, and Ohlson [1992].

\(^7\)The fundamental question addressed in this research design is, what portion of the change in market value is captured in earnings (i.e., change in book value) in the same fiscal period? It follows that earnings appropriately is the dependent variable in this context (see Ball et al. [2013] for an elaboration of this argument).

\(^8\)See, for example, Kormendi and Lipe [1987] and Collins and Kothari [1989].
prices “offers a more intuitive and direct way to assess the information content of security prices, the objective of Beaver et al. (p. 139).” In this specification, the earnings change/price change coefficient will be one if earnings are transitory and less than one if earnings are somewhat persistent; if, for example, the market discount rate is 10%, the earnings change/price change coefficient will be 0.1/1.1 (i.e., \(r/(1 + r)\)) if the earnings change is permanent. And a coefficient of 0.2, for example, is interpreted as: 20% of the price change is captured in earnings of the period and the remaining price change reflects change in the present value of expected earnings of future periods.\(^9\)

The essence of the model in Beaver, Lambert, and Morse [1980], Beaver, Lambert, and Ryan [1987] is that the price change may reflect information about earnings of the current period or revisions in expectations of earnings of future periods; ERT will be higher if the price change is more related to current period earnings than to future period earnings. Basu [1997] introduced a subtly different perspective. Like Beaver, Lambert, and Ryan [1987], Basu [1997] regressed earnings on returns rather than returns on earnings. Basu [1997] introduced the notion of asymmetric timely loss recognition, explaining differences in earnings/return coefficients across positive and negative return samples as evidence that bad news is incorporated in earnings in a more timely fashion than good news and, hence, the earnings/return coefficient is greater for “loss” firms (i.e., firms with negative return) than “profit” firms. Thus, Basu [1997] introduced a third link in addition to: (1) the link between price changes and current earnings, and (2) the link between price changes and changes in expectations of future earnings. The third link is between changes in expectations of future earnings and expenses incurred in the current period due to the changes in these expectations. It follows that the reduced-form relation between earnings and contemporaneous return (i.e., ERT) captures not only the persistence of the revision in earnings expectations, but also the effect of changes in expectations of future earnings on expenses for the current period.

We argue that there are two distinct accounting concepts, which have fundamentally different effects on ERT, and we estimate these elements of ERT. The first element is a manifestation of the matching principle of accounting in which expenses are recognized in the same period as the related benefits (i.e., sales revenue). The magnitude of this element of ERT is a function of the extent to which the effect of the news is transitory or more permanent in the Beaver, Lambert, and Morse [1980], Beaver, Lambert,

---

\(^9\) An extensive related literature, dating back to Campbell [1991] and Campbell and Shiller [1991], identifies two components of return news: cash flow news and discount rate news. Cash flow news may relate to cash flows of the current period (a transitory effect) or to cash flows of the future (a more persistent effect). Discount rate news affects the rate (\(r\)) at which future cash flows are discounted in the current stock price; news that leads to a lower discount rate will lead to a positive price change and lower ERT.
and Ryan [1987] sense; the more transitory the news effect, the higher the ERT. The second element, which we call the expectations element, reflects changes in expectations about future earnings. These changes in expectations lead to recognition of expenses in earnings in the current period; the effect on the ERT depends on the accounting for these expenses.

The magnitude of the effect of the expectations element of ERT depends on the way accounting records expenses in the current period that are a reflection of changes in expectations about future earnings. We use accounting for R&D and accounting for asset write-downs to illustrate this point. R&D is expensed during the period in which the cost is incurred, yet the benefits of the R&D accrue in the future; the present value of these expected future benefits is incorporated in prices in the current period. That is, the expenses and the price change are recorded contemporaneously. The resultant positive relation between these expenses and the associated positive returns will lead to lower (i.e., more negative) ERT. Asset write-downs are likely associated with bad news about future profitability, which is reflected in negative returns. Unlike R&D expenses, there will be a negative relation between the write-down and the negative returns (i.e., the more negative the returns, the greater the write-down); this will lead to higher ERT. We will return to this point.

Expectations reflected in returns observed at the beginning of the fiscal year will have an entire year to be recognized in sales and matched expenses. In contrast, expectations reflected in returns observed at the end of the fiscal year will have no time remaining to be recognized in sales and matched expenses within the year. Therefore, matched expenses will manifest in an association between annual earnings and contemporaneous returns that is positive at the beginning of the fiscal year, declining to zero at the end of the year. Thus, any association between returns on the last day of the fiscal year and earnings of the year will reflect the expectations element of expenses in ERT.

We develop a research design that utilizes the timing of stock returns within the fiscal year to facilitate the separate empirical identification of the matched expense element and the expectations element of ERT. Specifically, we examine the intrayear change in the earnings/return coefficient via the following regression model:

\[
EARN_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_\tau \cdot ret_{jt\tau} + \text{controls} + \varepsilon_{jt},
\]

subject to : \( \beta_\tau = \beta_{beg} + \frac{1}{251} \cdot (\beta_{end} - \beta_{beg}) \cdot \tau. \)

This regression is estimated via ordinary least squares as follows:

\[
EARN_{jt} = \alpha + \beta_{beg} \cdot \sum_{\tau=0}^{251} ret_{jt\tau} + (\beta_{end} - \beta_{beg}) \cdot \sum_{\tau=0}^{251} \left( \frac{ret_{jt\tau} \cdot \tau}{251} \right) + \text{controls} + \varepsilon_{jt},
\]
where $\sum_{t=0}^{251} \text{ret}_{jt}\tau$ is the sum of all daily returns (i.e., the annual return) and $\sum_{t=0}^{251} (\text{ret}_{jt} \cdot \frac{\tau}{251})$ is the time-weighted average daily return. This model reflects three modifications to regression (1).

First, intrayear changes in the earnings/returns relation are captured via the second regressor. Specifically, $\text{ret}_{jt}$ is the daily stock return of firm $j$ on trading day $t$ within the fiscal year $\tau$, where $\tau$ is the number of trading days relative to the first day of fiscal year $t$. Our selection of daily returns is somewhat arbitrary; similar estimates are obtained with 52 weekly returns or 12 monthly returns.

Second, we constrain the earnings/return coefficient, $\beta_{t\tau}$, to follow a linear function of time, $\tau$, within the fiscal year. There are three reasons why we select a linear constraint: (1) parsimony—in the absence of sound arguments for an alternative form, linearity is usually the first choice; (2) the linear constraint permits estimation of exactly two parameters, $\beta_{beg}$ and $\beta_{end}$, allowing us to identify the two elements of expenses in ERT (the matched expense element and the expectations element of expenses)—specifically, $\beta_{beg} (\beta_{end})$ represents the earnings/return coefficient at the beginning (end) of the fiscal year and reflects the portion of the stock returns at the beginning (end) of the year that is recognized in current period earnings; and (3) the assumption of a linear change in the earnings/return coefficient over the year is intuitively appealing—news on the first day of the year has 251 days to be incorporated in earnings, news on the second day has 250 days, . . . , etc.

To see that this form of the regression captures the constraint $\beta_{t\tau} = \beta_{beg} + \frac{\tau}{251} (\beta_{end} - \beta_{beg}) \cdot \tau$, first, expand the summation term to show 252 separate explanatory variables: $\text{EARN}_{jt} = \alpha + \beta_0 \cdot \text{ret}_{j0} + \beta_1 \cdot \text{ret}_{j1} + \cdots + \beta_{251} \cdot \text{ret}_{j251} + \epsilon_{jt}$. Then, for each of the 252 beta coefficients (i.e., $\beta_0, \beta_1, \ldots, \beta_{251}$), substitute the expression from the coefficient constraint: $\text{EARN}_{jt} = \alpha + [\beta_{beg} + \frac{1}{251} (\beta_{end} - \beta_{beg}) \cdot 0] \cdot \text{ret}_{j0} + [\beta_{beg} + \frac{1}{251} (\beta_{end} - \beta_{beg}) \cdot 1] \cdot \text{ret}_{j1} + \cdots + [\beta_{beg} + \frac{1}{251} (\beta_{end} - \beta_{beg}) \cdot 251] \cdot \text{ret}_{j251} + \epsilon_{jt}$.

Next, rearrange and group similar terms: $\text{EARN}_{jt} = \alpha + \beta_{beg} \cdot \text{ret}_{j0} + \beta_{beg} \cdot \text{ret}_{j1} + \cdots + \beta_{beg} \cdot \text{ret}_{j251} + \beta_{end} \cdot \text{ret}_{j251} + \epsilon_{jt}$.

Finally, rewrite using summation notation: $\text{EARN}_{jt} = \alpha + \beta_{beg} \cdot \sum_{\tau=0}^{251} \text{ret}_{j\tau} + (\beta_{end} - \beta_{beg}) \cdot \sum_{\tau=0}^{251} (\text{ret}_{j\tau} \cdot \frac{\tau}{251}) + \epsilon_{jt}$.

We use the following daily timing convention: $\tau = 251$ is the last trading day of the fiscal year and $\tau = 0$ is within two days of the first trading day of the fiscal year. This ensures that all years have 252 days. Daily returns are calculated as the daily price change plus the daily dividend payments divided by the beginning-of-year price, so that the sum of these daily returns is a meaningful construct (i.e., an annual return, which is equal to the annual return metric used in equation (1)). We obtain similar results when we use the log of daily returns as the independent variables.

Either the averaging (across days) occurs in the regression or in the aggregation of daily returns into weekly or monthly returns; our inferences are unchanged if we base our analyses in weekly or monthly specifications, extrapolating the weekly (monthly) estimates of $\hat{\beta}_{beg}$ and $\hat{\beta}_{end}$ back/forward 2.5 (10) days.

Restricting the coefficients in this manner is similar in spirit to traditional distributed lag models (see Judge et al. [1985]) and mixed data sampling regressions predominantly used in return volatility forecasting models (e.g., Ghysels, Santa-Clara, and Valkanov [2005]).
The difference between the parameter estimates (i.e., \( \beta_{\text{beg}} - \beta_{\text{end}} \)) reflects the change in the earnings/return coefficient over the entire fiscal year. This change captures the sales revenue and matched expense component of ERT; it changes because news at the beginning of the year has the entire year to be incorporated in sales and related expenses of the current year, while news toward the end of the fiscal year has relatively less time (i.e., only a few remaining days) to be recognized as current period sales and matched expenses. The average of the earnings/return coefficient throughout the fiscal year is our estimate of the portion of value change for the fiscal year that is reflected in earnings of the year (i.e., ERT). Expressing the average earnings/return coefficient as 
\[
\beta_{\text{end}} + \frac{1}{2} \times (\beta_{\text{beg}} - \beta_{\text{end}})
\]
highlights the separate roles of the sales and matched expense element, \( \frac{1}{2} \times (\beta_{\text{beg}} - \beta_{\text{end}}) \), and the expectations element, \( \beta_{\text{end}} \), of ERT.

We include a number of additional variables in regression (2) to control for the expected component of earnings and returns because our fundamental research question focuses on the mapping from the news component of returns to recognition in earnings of unexpected sales and matched expenses and recognition of expenses in the current accounting period that are related to changes in expectations about sales and expenses of future periods. Ball et al. [2013] note that most extant studies following Basu [1997] that relate earnings (as the dependent variable) to raw returns (as the independent variable) include returns as a proxy for news, but do not control for expectations, which is important conceptually. They also provide evidence that removing the expected component of earnings and returns in these regressions avoids the possibility of biased estimates of ERT raised by Patatoukas and Thomas [2011].

We control for the expected portion of earnings (and components of earnings) by adding lagged sales revenue and lagged earnings as additional explanatory variables in regression (2).\(^{14}\) We control for the expected portion of returns by adding several variables that have been frequently used as proxies for risk (and therefore proxies for expected returns): log of beginning-of-year market capitalization, log of beginning-of-year share price, beginning-of-year book-to-market ratio, and beginning-of-year debt.

---

\(^{14}\)This follows from Ball, Nikolaev, and Kothari [2013], who include lagged earnings as a control for expected earnings. Since our regressions, discussed later, have sales revenue and expenses as dependent variables, we add sales revenue as an additional control. Ball, Nikolaev, and Kothari [2013] observe that the relation between earnings and lagged earnings (and sales and lagged sales) may differ across firms. They suggest two alternative ways of addressing this possibility: (1) permitting the coefficients on lagged earnings (and lagged sales) to vary across industry, or (2) adding firm fixed effects. We use the Barth, Beaver, and Landsman [1998] industry classification to implement the first of these suggestions and find that none of our inferences change under this alternative specification. Our inferences are also unchanged if we add firm fixed effects. We choose to report the results without the addition of firm fixed effects because of the considerable reduction in sample size, particularly when we partition the sample into positive and negative returns and require at least three firm-specific observations in the subsamples.
to equity ratio. In addition, we include year fixed effects and industry fixed effects based on industry classifications defined in Barth, Beaver, and Landsman [1998].

We decompose annual earnings into sales revenue and expenses in order to focus on expenses where we expect to observe both a matched element and an expectations element. Specifically, we estimate regression (2) after replacing the earnings-dependent variable with sales revenue and with expenses. Analogous to the estimates of the earnings/return coefficients, the average estimate of the sales revenue/return coefficient measures the portion of annual returns that is reflected in sales of the year (i.e., the component of ERT that is due to the recognition of sales revenue). When annual sales revenue is the dependent variable, we predict (and find) that $\beta_{end}$ will be equal to zero because news arriving at the end of the year will reflect changes in expectations of future sales rather than sales of the current year.

Matched expenses will manifest in an expenses/return coefficient that increases from a negative value at the beginning of the fiscal year to a value of zero at the end of the year. Thus, these expenses will result in a negative association, on average, between expenses and daily returns. We expect to observe this negative association for both the positive annual return and negative annual return subsamples. We note, however, that the association may differ across the negative return and positive return subsamples; if bad news has a more transitory effect on sales and matched expenses, the expenses/return coefficient will be higher for the negative return subsample. Our empirical analyses are consistent with this notion that the effect of bad news is more transitory.

The arguments in Basu [1997] predict that the expectations element of expenses will differ according to whether the annual returns are positive or negative. When returns are negative, indicating a possible decline in asset values, financial reporting rules tend to accelerate the recognition of expenses (e.g., asset impairments) associated with changes in expectations of sales of future periods, which leads to a positive association between expenses and returns (i.e., the more negative the return, the greater

---

15 These are the variables suggested by Ball, Nikolaev, and Kothari [2013] as controls for expected returns.

16 Our predictions (which follow) regarding the magnitude of the sales revenue/return and expenses/return coefficients focus on cash flow news rather than discount rate news. We do not expect discount rate news to have a significant effect on either sales revenue of the current period or on the expenses that are matched to sales of the current period. Discount rate news may lead to an expectations element of expenses (e.g., an impairment loss). There is a possible link between impairments and discount rate news but accounting rules during much of our sample period determined impairment based on undiscounted cash flows and, even if discounted cash flow is used as the basis for impairment testing and subsequent write-downs, the difficulty of (and discretion in) estimating discount rates as a practical matter suggests that discount rate news is likely to have, at most, a second-order effect. Discount rate news will likely be dominated by cash flow news (i.e., news about sales revenue and expenses).
the expenses associated with changed expectations about future earnings). Conversely, financial reporting rules typically do not permit the accelerated recognition of good news about earnings of future periods. This implies that the expectations element of expenses leads to an association between expenses and returns that is not significantly different from zero when annual returns are positive. Our empirical results are consistent with these predictions from the arguments in Basu [1997].

3. Data and Sample Selection

To construct our sample, we begin with all firm-year observations from 1972 to 2012 in the Compustat Fundamentals Annual File with observations of net income before extraordinary items (Compustat \(IB\)) and sales revenue (Compustat \(SALE\)) in the current year and in the preceding year, as well as book value of common equity (Compustat \(CEQ\)), book value of debt (Compustat \(DLTT\) plus \(DLC\)), price per share (Compustat \(PRCC,F\)), and number of shares outstanding (Compustat \(CSHO\)) at the end of the preceding year.\(^{17}\) We remove observations with insufficient data on the daily CRSP files to compute daily stock returns on each of the 252 trading days within the current fiscal year and data required to calculate the market value of equity at the beginning of the fiscal year. We also exclude utility \({4900 \leq \text{sic code} \leq 4999}\) and financial \({6000 \leq \text{sic code} \leq 6999}\) firms and we exclude observations with a share price less than $1 at the beginning of the fiscal year. In order to reduce the influence of outliers on the regression results, each year we remove observations falling in the top or bottom percentile of price-deflated earnings and annual return, in the top percentile of price-deflated sales revenue, and in the bottom percentile of price-deflated expenses.\(^{18}\)

Our final sample includes 107,404 firm-year observations over the 41 years from 1972 to 2012. In order to ensure that contemporaneous returns are most likely to reflect the events that have led to recognition of sales revenue and expenses of the year (see Freeman [1987]), most of our analyses are based on the subsample of 53,702 observations that have a beginning-of-year market value of equity greater than the median beginning-of-year market value of equity for the year; this subsample is more than 97% of the

\(^{17}\) The start date for our sample is driven by the availability of earnings announcement dates on the quarterly Compustat file.

\(^{18}\) Removing outliers has a considerable effect on our regression results, particularly in the regressions where the dependent variable is either sales revenue or expenses. This is due to the fact that there are a few (price deflated) expense observations that are very low compared to other observations in the distribution as well as a few (price deflated) sales revenue observations that are very high compared to others in the distribution. The effect of these outliers is not as notable when sales revenue and expenses are combined in the calculation of net income.
Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Q1</th>
<th>Median</th>
<th>Q3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$EARN_{jt}$</td>
<td>0.053</td>
<td>0.120</td>
<td>0.028</td>
<td>0.062</td>
<td>0.099</td>
</tr>
<tr>
<td>$SALES_{jt}$</td>
<td>1.967</td>
<td>2.431</td>
<td>0.576</td>
<td>1.206</td>
<td>2.415</td>
</tr>
<tr>
<td>$EXP_{jt}$</td>
<td>-1.914</td>
<td>2.408</td>
<td>-2.342</td>
<td>-1.153</td>
<td>-0.538</td>
</tr>
<tr>
<td>$RET_{jt}$</td>
<td>0.117</td>
<td>0.477</td>
<td>-0.172</td>
<td>0.074</td>
<td>0.334</td>
</tr>
<tr>
<td>$PRC_{jt-1}$</td>
<td>29.1</td>
<td>31.9</td>
<td>15.1</td>
<td>23.8</td>
<td>36.0</td>
</tr>
<tr>
<td>$SIZE_{jt-1}$</td>
<td>3,212.7</td>
<td>14,634.7</td>
<td>175.7</td>
<td>527.2</td>
<td>1,589.4</td>
</tr>
<tr>
<td>$BTM_{jt-1}$</td>
<td>0.593</td>
<td>0.512</td>
<td>0.288</td>
<td>0.478</td>
<td>0.768</td>
</tr>
<tr>
<td>$LEVERAGE_{jt-1}$</td>
<td>0.469</td>
<td>1.093</td>
<td>0.044</td>
<td>0.208</td>
<td>0.526</td>
</tr>
</tbody>
</table>

Descriptive statistics are presented for a sample of 53,702 firm-year observations with a market value of equity above the median in a given year between 1972 and 2012. The mean, standard deviation (Std. Dev.), first quartile (Q1), median, and third quartile (Q3) are reported. $EARN_{jt}$ is firm $j$’s annual earnings in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. $SALES_{jt}$ is firm $j$’s annual sales revenue in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. $EXP_{jt}$ is firm $j$’s annual expenses in fiscal year $t$, which is equal to $EARN_{jt}$ less $SALES_{jt}$. $RET_{jt}$ is the annual stock return of firm $j$ during fiscal year $t$. $PRC_{jt-1}$ is firm $j$’s stock price per share on the last day of fiscal year $t-1$. $SIZE_{jt-1}$ is firm $j$’s market value of equity (in millions) on the last day of fiscal year $t-1$. $BTM_{jt-1}$ is firm $j$’s book value of equity divided by the market value of equity on the last day of fiscal year $t-1$. $LEVERAGE_{jt-1}$ is firm $j$’s book value of current and long-term debt divided by the market value of equity on the last day of fiscal year $t-1$.

Key characteristics of our sample are shown in table 1. Later in the paper, we conduct some analyses with the sample of observations of smaller firms and we compare this sample with our main sample at that time.

4. Results

4.1. The Relation Between Earnings and Returns

Table 2 presents the earnings/return coefficients estimated via regression (2). For the entire sample (reported in the first column), the estimate of the coefficient at the beginning of the fiscal year, $\beta_{beg}$, is 0.099 ($t$-statistics of 9.78) and the estimate of the coefficient at the end of the fiscal year, $\beta_{end}$, is 0.038 ($t$-statistics of 3.47); the latter is the estimate of the expectations element of ERT. The estimate of the sales and matched expense

---

19 Freeman [1987] shows that, for larger firms, most of the information in earnings is captured in returns by the end of the fiscal year, but, for smaller firms, information in earnings of the year is related to security returns well beyond the year-end. Related work by Atiase [1985, 1987] and Collins, Kothari, and Rayburn [1987] also shows that returns capture information relevant to earnings of the fiscal period in a much more timely fashion for large firms than for small firms.

20 In all regression specifications in this paper, we include year fixed effects and industry fixed effects based on industry classifications defined in Barth, Beaver, and Landsman [1998]. These industry fixed effects mitigate the effects of systematic differences in the dependent variable (e.g., in the earnings/return regressions, the dependent variable is the ratio of net income to beginning-of-year market capitalization, which is essentially an EP (i.e., earnings-to-price) ratio). The dependent variable is likely much more homogenous at the industry level; our industry-fixed-effects variables are included to mitigate the cross-sectional heterogeneity.
TABLE 2
Dissection of the Earnings/Return Coefficient

<table>
<thead>
<tr>
<th></th>
<th>Full Sample</th>
<th>Positive</th>
<th>Negative</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta^{beg}$</td>
<td>0.099</td>
<td>0.057</td>
<td>0.183</td>
<td>0.126</td>
</tr>
<tr>
<td>($9.78$)</td>
<td>($5.23$)</td>
<td>($17.06$)</td>
<td>($11.04$)</td>
<td></td>
</tr>
<tr>
<td>$\beta^{end}$</td>
<td>0.038</td>
<td>0.012</td>
<td>0.164</td>
<td>0.152</td>
</tr>
<tr>
<td>($3.47$)</td>
<td>($1.48$)</td>
<td>($15.26$)</td>
<td>($16.15$)</td>
<td></td>
</tr>
<tr>
<td>$1/2(\beta^{beg} - \beta^{end})$</td>
<td>0.030</td>
<td>0.023</td>
<td>0.009</td>
<td>$-0.013$</td>
</tr>
<tr>
<td>($4.84$)</td>
<td>($4.05$)</td>
<td>($1.85$)</td>
<td>($-2.97$)</td>
<td></td>
</tr>
<tr>
<td>$1/2(\beta^{beg} + \beta^{end})$</td>
<td>0.068</td>
<td>0.034</td>
<td>0.174</td>
<td>0.139</td>
</tr>
<tr>
<td>($8.11$)</td>
<td>($4.44$)</td>
<td>($18.41$)</td>
<td>($14.65$)</td>
<td></td>
</tr>
</tbody>
</table>

This table presents the parameter estimates (t-statistics in parentheses) from the following regression model estimated for firm-year observations between 1972 and 2012:

\[
EARN_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_{\tau} \cdot ret_{jt, \tau} + \text{controls} + \varepsilon_{jt},
\]

subject to: $\beta_{\tau} = \beta^{beg} + \frac{1}{251} \cdot (\beta^{end} - \beta^{beg}) \cdot \tau$.

The dependent variable, $EARN_{jt}$, is firm $j$'s annual earnings in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $ret_{jt, \tau}$ is the stock return of firm $j$ on day $\tau$, which is computed as the change in stock price plus dividends on day $\tau$ scaled by stock price at the beginning of fiscal year $t$, where $\tau$ is the number of trading days relative to the first day of fiscal year $t$. Note that $\beta^{beg}$ ($\beta^{end}$) is the estimated earnings/return coefficient at the beginning (end) of the fiscal year $t$ and $\alpha$ is the regression intercept (not reported). Additional controls (not reported) include: (1) annual earnings and annual sales revenue in the prior fiscal year scaled by stock price at the beginning of the current fiscal year; (2) the natural logarithm of price per share, the natural logarithm of market value of equity, the ratio of the book value of equity to market value of equity, and the ratio of book value of current and long-term debt to market value of equity measured at the end of the previous fiscal year; and (3) year-fixed-effect and industry-fixed-effect parameters, based on classifications defined in Barth, Beaver, and Landsman [1998]. The first column summarizes parameter estimates for the full sample of 53,702 firm-year observations with a market value of equity above the median for all firms in a given year. The second column presents model parameters estimated for the subsample of 31,233 observations with a positive annual stock return in fiscal year $t$ ($RET_{jt} \geq 0$). The third column presents model parameters estimated for the subsample of 22,469 observations with a negative annual stock return in fiscal year $t$ ($RET_{jt} < 0$). The fourth column presents the difference between parameter estimates in the second and third columns. Standard errors are clustered by firm and year (Petersen [2009], Gow, Ormazabal, and Taylor [2010]).

The component of ERT, $1/2 \times (\beta^{beg} - \beta^{end})$, is 0.030 (t-statistics of 4.84). The estimate (0.068) of the total ERT (i.e., $1/2 \times (\beta^{beg} + \beta^{end})$), which is the sum of the sales and matched expenses component and the expectations element of expenses, is statistically significantly positive (t-statistics of 8.11). The estimate of the ERT of 0.068 indicates that 6.8% of the unexpected value change for the fiscal year is, on average, recognized in contemporaneous earnings. More precisely, on average, 6.8% of the unexpected change in market value is captured in change in book value in the fiscal period in which the change in market value occurs.

The second column of table 2 presents the earnings/return coefficients estimated from regression (2) for the subsample of observations with positive annual return. For this subsample, the coefficient at the beginning of the fiscal year is 0.057 (t-statistics of 5.23) and the coefficient at the end of the fiscal year is 0.012 (t-statistics of 1.48); the latter coefficient is the estimate of the expectations element. The sales and matched expense
component of ERT for this sample is 0.023 (t-statistics of 4.05). The sum of these elements (i.e., the contribution to ERT) is 0.034 (t-statistics of 4.44).

The third column presents similar coefficient estimates for a subsample of observations with negative annual return. For this subsample, the coefficient at the beginning of the fiscal year is 0.183 (t-statistics of 17.06) and the estimate of the coefficient at the end of the fiscal year, which is the estimate of the expectations element of ERT, is 0.164 (t-statistics of 15.26). The estimate of the sales and matched expenses component of ERT for this sample is 0.009 (t-statistics of 1.85). That is, the expectations element dominates ERT when annual returns are negative.

Finally, the fourth column of table 2 presents the differences between estimates for the negative annual return subsample relative to those for the positive annual return subsample. Consistent with prior studies (e.g., Basu [1997]), we find that the difference in ERT for the negative annual return subsample relative to the positive annual return subsample is significant (0.139 with a t-statistics of 14.65), reflecting the overall asymmetry of ERT. As we predicted, this difference is primarily driven by the expectations element (difference of 0.152, with a t-statistics of 16.15). However, we also find a significant difference in the sales and matched expense component (−0.013, with a t-statistics of −2.97); we provide an explanation for this difference when we report the results for the regressions with sales revenue and expenses as the dependent variable. In short, the well-documented asymmetry in ERT across positive and negative annual return subsamples is primarily, but not completely, driven by the expectations element of net income. Since the many studies examining asymmetric timely loss recognition in the spirit of Basu [1997] implicitly seek evidence regarding the expectations element of net income, the observation that the asymmetry is not completely driven by the expectations element underscores the importance of separately identifying this element of ERT. In order to understand the expectations element of net income, we (in the next section) break net income into two components: (1) sales revenue, which has no expectations element, and (2) expenses.

4.2. THE RELATION BETWEEN SALES REVENUE AND RETURNS AND EXPENSES AND RETURNS

In this section, we dissect each of the parts of the earnings/return coefficient into a contribution from the sales revenue/return coefficient and a contribution from the expenses/return coefficient obtained by replacing earnings with sales revenue and with expenses in regression (2). Since earnings is equal to sales revenue minus expenses, the estimate of the coefficient in the related earnings/return regressions may be obtained by adding the estimate of the coefficient when sales revenue is the dependent variable and the corresponding estimate of the regression coefficient when expenses is the dependent variable (note that expenses enter the regressions with a negative sign).
TABLE 3
Dissection of the Sales Revenue/Return and Expenses/Return Coefficients

<table>
<thead>
<tr>
<th></th>
<th>Positive Annual Return</th>
<th>Negative Annual Return</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SALES ( \beta_{\text{beg}} ) EXP ( \beta_{\text{end}} ) ( 1/2(\beta_{\text{beg}} - \beta_{\text{end}}) ) ( 1/2(\beta_{\text{beg}} + \beta_{\text{end}}) )</td>
<td>SALES ( \beta_{\text{beg}} ) EXP ( \beta_{\text{end}} ) ( 1/2(\beta_{\text{beg}} - \beta_{\text{end}}) ) ( 1/2(\beta_{\text{beg}} + \beta_{\text{end}}) )</td>
<td></td>
</tr>
<tr>
<td>( \beta_{\text{beg}} ) ( \beta_{\text{end}} ) ( 1/2(\beta_{\text{beg}} - \beta_{\text{end}}) )</td>
<td>( 0.239 ) ( 0.019 ) ( 0.110 ) ( 0.129 ) ( 0.110 ) ( 0.019 ) ( 0.110 ) ( 0.019 ) ( 0.110 ) ( 0.019 )</td>
<td>( -0.182 ) ( -0.007 ) ( -0.088 ) ( -0.095 ) ( -0.088 ) ( -0.007 ) ( -0.088 ) ( -0.007 ) ( -0.088 ) ( -0.007 )</td>
<td>( 0.261 ) ( 0.037 ) ( 0.112 ) ( 0.149 ) ( 0.112 ) ( 0.037 ) ( 0.112 ) ( 0.037 ) ( 0.112 ) ( 0.037 )</td>
</tr>
</tbody>
</table>

This table presents the parameter estimates (\( t \)-statistics in parentheses) from the following regression model estimated for firm-year observations between 1972 and 2012:

\[
\text{SALES}_t \text{ or } \text{EXP}_t = \alpha + \sum_{t=0}^{251} \beta_t \cdot \text{ret}_{t,\tau} + \text{controls} + \epsilon_{t,\tau},
\]

subject to: \( \beta_t = \beta_{\text{beg}} + \frac{1}{251} \cdot (\beta_{\text{end}} - \beta_{\text{beg}}) \cdot \tau \).

The dependent variable is either \( \text{SALES}_t \) (columns 1 and 3) or \( \text{EXP}_t \) (columns 2 and 4). Note that \( \text{SALES}_t \) is firm \( j \)'s annual sales revenue in fiscal year \( t \) scaled by stock price at the beginning of fiscal year \( t \). Note that \( \text{EXP}_t \) is firm \( j \)'s annual expenses (equal to earnings less sales revenue) in fiscal year \( t \) scaled by stock price at the beginning of fiscal year \( t \). Note that \( \text{ret}_{t,\tau} \) is the stock return of firm \( j \) on day \( \tau \) which is computed as the change in stock price plus dividends on day \( \tau \) scaled by stock price at the beginning of fiscal year \( t \), where \( \tau \) is the number of trading days relative to the first day of fiscal year \( t \). Note that \( \beta_{\text{beg}} \) (\( \beta_{\text{end}} \)) is the estimated sales/return or expenses/return coefficient at the beginning (end) of fiscal year \( t \) and \( \alpha \) is the regression intercept (not reported). Additional controls (not reported) include: (1) annual earnings and annual sales revenue in the prior fiscal year scaled by stock price at the beginning of the current fiscal year; (2) the natural logarithm of price per share, the natural logarithm of market value of equity, the ratio of the book value of equity to market value of equity, and the ratio of book value of current and long-term debt to market value of equity measured at the end of the previous fiscal year; and (3) year-fixed-effect and industry-fixed-effect parameters, based on classifications defined in Barth, Beaver, and Landsman [1998]. The first and second columns present model parameters estimated for the subsample of 31,233 observations with a positive annual stock return in fiscal year \( t \) (\( \text{RET}_t \geq 0 \)). The third and fourth columns present model parameters estimated for the subsample of 22,469 observations with a negative annual stock return in fiscal year \( t \) (\( \text{RET}_t < 0 \)). The fifth column presents the difference between parameter estimates in the first and third columns. The sixth column presents the difference between parameter estimates in the second and fourth columns. Standard errors are clustered by firm and year (Petersen [2009], Gow, Ormazabal, and Taylor [2010]).

Table 3 presents the results from estimation of sales revenue/return coefficients and the expenses/return coefficients estimated via regression (2) with sales revenue (and expenses) replacing earnings as the dependent variable.\(^{21}\) The changes in the estimates of the sales revenue/return coefficients over the year are similar for the subsample of observations with positive annual returns and for the subsample with negative annual returns. For the subsample with positive (negative) annual returns (reported in the

\(^{21}\) Again, we include year and industry fixed effects based on industry classifications defined by Barth, Beaver, and Landsman [1998]. These industry fixed effects are particularly important in the regressions based on components of earnings. For example, sales revenue as a proportion of market capitalization likely varies systematically across the sample (retail firms having higher sales than manufacturing firms). The industry fixed effects likely mitigate the effects of these differences.
first (third) column), the estimate of the sales revenue/return coefficient is 0.239 (0.261) with a $t$-statistics of 5.12 (6.63) at the beginning of the fiscal year and declines by 0.220 (0.224)–0.019 (0.037) with a $t$-statistics of 1.25 (0.96) at the end of the fiscal year.

The expenses/return coefficients estimated via regression (2) with expenses replacing earnings as the dependent variable are reported in table 3 in columns 2 and 4. The intrayear patterns of these coefficients differ markedly across the positive and negative annual returns subsamples; this difference explains the marked difference seen in the earnings/return coefficients in table 2. For the subsample of observations with positive annual returns (reported in the second column of table 3), the expenses/return coefficient is −0.182 ($t$-statistics of −4.74) at the beginning of the fiscal year and increases by 0.175 to −0.007 ($t$-statistics of −1.08) at the end of the fiscal year. The insignificant expenses/return coefficient at the end of the year suggests that, on average, none of the unexpected value change related to changes in expectations about future sales is recognized in contemporaneous expenses.

When annual returns are negative, we observe a different pattern in the expenses/return coefficient. For this subsample (reported in the fourth column of table 3), the expenses/return coefficient is −0.078 ($t$-statistics of −1.67) at the beginning of the fiscal year and increases by 0.205–0.127 ($t$-statistics of 2.95) at the end of the fiscal year. The statistically significant increase in the expenses/return coefficient for this subsample reflects a positive association (i.e., the higher (less negative) the returns, the higher the expenses) between matched expenses and returns, which is 0.103 ($t$-statistics of 3.95). However, the estimate of the expectations element of ERT is statistically significantly negative (−0.127, with a $t$-statistics of −2.95). In other words, more negative news will, ceteris paribus, imply lower future sales, leading to increased recognition in current earnings of expenses associated with asset impairments and/or restructuring charges. This result is consistent with the concept of asymmetric timely loss recognition, and underscores the main point of Basu [1997]; financial accounting generally requires immediate recognition of asset impairments and restructuring charges when expectations about the future change in such a way that asset values decline, but increases in asset values are generally not, under U.S. GAAP, recognized in the current period.

When the two elements of expenses (matched expenses and the expectations element) are combined into the average expenses/return coefficient, the positive association of the matched expenses and returns is netted against a negative association of the expectations element and returns; when returns are negative, the average expenses/return coefficient is 0.024

---

22 Expenses enter the analyses reported in the tables with a negative sign. Hence, a negative coefficient estimate reflects a positive correlation between expenses and returns.
Negative Return Sample

Sales Revenue $0.149***
Expenses
  Matched $0.103***
  Expectations $0.127***
Net Income $0.174***

Positive Return Sample

Sales Revenue $0.129***
Expenses
  Matched $0.088***
  Expectations $0.007 $0.095***
Net Income $0.034***

Fig. 1.—Dissection of earnings recognition timeliness: summary of estimates of key components. This figure summarizes key coefficients detailed in tables 2 and 3 in the form of a rudimentary income statement. The dollar amounts are the estimated dollar change in the income statement item associated with a $1 price change. *** indicates significance at the 0.001 level.

and is not statistically significant (t-statistics of 0.66). Observed in isolation, this result would suggest that expenses are not recorded in a timely manner, which may seem to be inconsistent with the Basu [1997] concept of asymmetric timely loss recognition. However, an examination of the dynamics of the expenses/return coefficient reveals the countervailing influence of matched expenses, which potentially masks the expectations element of interest. In addition, this result reinforces the importance of considering how the earnings/return coefficient changes throughout the fiscal year when formulating and testing hypotheses specifically related to sales and matched expenses and/or the expectations element of expenses.

We summarize the results from tables 2 and 3 in figure 1, where we show how the components of ERT sum together. Beginning with sales revenue: $1 less negative price change is associated with $0.149 of additional recorded revenue whereas $1 more positive price change leads to $0.129 of additional recorded revenue. That is, in the Beaver, Lambert, and Morse [1980], Beaver, Lambert, and Ryan [1987] sense, the news effect on sales revenue is more transitory when news is bad. Similarly, matched expenses are also more transitory for the negative price change sample ($0.103 compared with $0.088). The expectations element of expenses is negative for the negative returns subsample ($0.127). That is, the less negative the
returns, the lower the expenses. On the other hand, the expectation element of expenses for the positive returns subsample is small and insignificantly different from zero ($0.007). This evidence regarding the expectations element of expenses focuses the Basu [1997] notion of asymmetric timely loss recognition.

Summing the two elements of expenses for the negative returns sample shows that $1 of negative price change is associated with a small and insignificant decrease in expenses ($0.024). On the other hand, summing the two elements of expenses for the positive returns subsample shows that $1 of positive price change is associated with $0.095 of expenses. Summing each of the components of ERT shows that the ERT for the negative returns subsample is $0.174 while the ERT for the positive return subsample is $0.034; these estimates correspond to the estimates in a traditional Basu [1997] regression. Our method permits a focus on the expectations element, which is at the core of his arguments about timely loss recognition.

4.3. CHANGES IN EARNINGS/RETURN COEFFICIENTS AT QUARTERLY EARNINGS ANNOUNCEMENTS

On earnings announcement days, value change reflects the announcement of quarterly earnings. Since this value change is likely more closely related to earnings of the current period, rather than earnings of future periods, we may expect a different earnings/return coefficient on the days surrounding the earnings announcement dates when compared with the earnings/return coefficient on nonearnings announcement days. Further, it is possible that an observed change in the earnings/return coefficient over the fiscal year may be driven by a higher coefficient mapping from returns to earnings on earnings announcement dates that occur early in the year relative to those later in the fiscal year; in other words, it is possible that our results are driven by a failure to recognize the possibility of changes in the earnings/return coefficients on earnings announcement days. Alternatively, our results (in particular, the observed change in the earnings/return coefficients over the year) may be muted by higher earnings/return coefficients on earnings announcement days later in the fiscal year.

In fact, we expect the change in the earnings/return coefficient on the first earnings announcement of the current fiscal year to be smaller than the change on other earnings announcement days because we have included lagged earnings and lagged sales revenue in our regression specification and the first earnings announcement is primarily an announcement of this earnings and sales revenue information. Also, we expect the change in the earnings/return coefficient around the day of the announcement of earnings for the first quarter to be greater than that around the second quarter’s announcement because there remains more of the year for the news in this announcement to affect earnings of the year. Similarly, we expect the change in the earnings/return coefficient around the day of the
announcement of earnings for the second quarter to be greater than that around the third quarter’s earnings announcement.

In order to examine the effect of earnings announcements on our results and inferences, we modify regression (2) to allow the earnings/return coefficient to change on three-day windows centered on each of the four quarterly earnings announcement dates within the current fiscal year. Specifically, we modify the regression (2) as follows:

\[
EARN_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_{\tau} \cdot ret_{jt} + \beta^{lag_{q4}} \cdot ret_{jt-1}^{q4} + \beta^{q1} \cdot ret_{jt}^{q1} + \beta^{q2} \cdot ret_{jt}^{q2} \\
+ \beta^{q3} \cdot ret_{jt}^{q3} + \text{controls} + \varepsilon_{jt},
\]

subject to:

\[
\beta_{\tau} = \beta^{beg} + \frac{1}{251} \cdot (\beta^{end} - \beta^{beg}) \cdot \tau,
\]

(3)

where \(ret_{jt-1}^{q4}\) is firm \(j\)'s stock return during the three-day window centered on the announcement date of fourth quarter earnings of fiscal year \(t-1\); \(ret_{jt}^{q1}\), \(ret_{jt}^{q2}\), and \(ret_{jt}^{q3}\) are firm \(j\)'s stock returns during the three-day window centered on the first, second, and third quarter earnings announcement dates, respectively, of the current fiscal year \(t\). The estimated parameters, \(\beta^{lag_{q4}}, \beta^{q1}, \beta^{q2}, \text{and} \beta^{q3}\), reflect the incremental change in the earnings/return coefficient at each of the four quarterly earnings announcements within the fiscal year.

Requiring four earnings announcement dates reduces our sample size to 44,608 observations. We rerun regression (2) for this subsample and find results (see table 4) that are very similar to those for the larger sample reported in table 2; inferences are unchanged. Also, after adding controls for the earnings announcement effects, the estimates of \(\beta^{beg}\) and \(\beta^{end}\) (see table 4) are still very similar to those in table 2 and inferences remain unchanged.

The estimates of the parameters \(\beta^{lag_{q4}}, \beta^{q1}, \beta^{q2}, \text{and} \beta^{q3}\), which capture the incremental change in the earnings/daily return coefficient on earnings announcement days relative to nonearnings announcement days, are positive and statistically significant at conventional levels (see table 4). For example, the estimate of \(\beta^{lag_{q4}}\), which captures the incremental shift in the earnings/return coefficient on the first earnings announcement date within the current fiscal year is 0.036 (\(t\)-statistics of 2.83) for the sample of positive return observations. These higher earnings/return coefficients on the earnings announcement days imply that the value changes on quarterly earnings announcement dates (potentially a direct result of the revelation of part of earnings for the current year, per se) have a less persistent effect on earnings compared to the portion of value change on non-earnings announcement days.

For the subsample of observations with positive returns, the estimate of the coefficient \(\beta^{q1}\) of 0.077 (\(t\)-statistics of 5.61) is greater than the estimate of the coefficient \(\beta^{q2}\) of 0.056 (\(t\)-statistics of 6.86), which, in turn, is greater...
### Table 4
Dissection of the Earnings/Return Coefficient Controlling for Earnings Announcement Effects

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Positive Annual Return</th>
<th>Negative Annual Return</th>
<th>Positive Annual Return</th>
<th>Negative Annual Return</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_{\text{beg}}$</td>
<td>0.050</td>
<td>0.181</td>
<td>0.044</td>
<td>0.173</td>
</tr>
<tr>
<td></td>
<td>(4.25)</td>
<td>(15.84)</td>
<td>(3.71)</td>
<td>(15.08)</td>
</tr>
<tr>
<td>$\beta_{\text{end}}$</td>
<td>0.008</td>
<td>0.163</td>
<td>0.006</td>
<td>0.160</td>
</tr>
<tr>
<td></td>
<td>(0.89)</td>
<td>(12.19)</td>
<td>(0.64)</td>
<td>(10.92)</td>
</tr>
<tr>
<td>$\beta_{\text{lag}q4}$</td>
<td>0.036</td>
<td>0.039</td>
<td>0.036</td>
<td>0.039</td>
</tr>
<tr>
<td></td>
<td>(2.83)</td>
<td>(1.81)</td>
<td>(2.83)</td>
<td>(1.81)</td>
</tr>
<tr>
<td>$\beta_{q1}$</td>
<td>0.077</td>
<td>0.068</td>
<td>0.077</td>
<td>0.068</td>
</tr>
<tr>
<td></td>
<td>(5.61)</td>
<td>(3.75)</td>
<td>(5.61)</td>
<td>(3.75)</td>
</tr>
<tr>
<td>$\beta_{q2}$</td>
<td>0.056</td>
<td>0.055</td>
<td>0.056</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>(6.86)</td>
<td>(4.35)</td>
<td>(6.86)</td>
<td>(4.35)</td>
</tr>
<tr>
<td>$\beta_{q3}$</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>(3.19)</td>
<td>(1.44)</td>
<td>(3.19)</td>
<td>(1.44)</td>
</tr>
<tr>
<td>$1/2(\beta_{\text{beg}} - \beta_{\text{end}})$</td>
<td>0.021</td>
<td>0.009</td>
<td>0.019</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>(2.82)</td>
<td>(1.44)</td>
<td>(2.82)</td>
<td>(1.44)</td>
</tr>
<tr>
<td>$1/2(\beta_{\text{beg}} + \beta_{\text{end}})$</td>
<td>0.029</td>
<td>0.172</td>
<td>0.025</td>
<td>0.166</td>
</tr>
<tr>
<td></td>
<td>(3.77)</td>
<td>(15.79)</td>
<td>(3.40)</td>
<td>(14.65)</td>
</tr>
</tbody>
</table>

This table presents the parameter estimates (t-statistics in parentheses) from the following regression model estimated for firm-year observations between 1972 and 2012:

$$E\text{ARN}_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_{\tau} \cdot \text{ret}_{jt\tau} + \beta_{\text{beg}} \cdot \text{ret}_{jt-1} + \beta_{q1} \cdot \text{ret}_{jt} + \beta_{q2} \cdot \text{ret}_{jt} + \beta_{q3} \cdot \text{ret}_{jt} + \text{controls} + \epsilon_{jt},$$

subject to: $\beta_{\tau} = \beta_{\text{beg}} + \frac{1}{251} \cdot (\beta_{\text{end}} - \beta_{\text{beg}}) \cdot \tau$.

The dependent variable, $E\text{ARN}_{jt}$, is firm $j$’s annual earnings in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $\text{ret}_{jt\tau}$ is the stock return of firm $j$ on day $\tau$, which is computed as the change in stock price plus dividends on day $\tau$ scaled by stock price at the beginning of fiscal year $t$, where $\tau$ is the number of trading days relative to the first day of fiscal year $t$. Note that $\text{ret}_{jt-1}$ is firm $j$’s stock return during the three-day window centered on the announcement date of fourth quarter earnings of fiscal year $t-1$. Note that $\text{ret}_{jt}^q$ are firm $j$’s stock returns during the three-day window centered on the first, second, and third quarter earnings announcement dates, respectively, of fiscal year $t$. Note that $\beta_{\text{beg}}$ ($\beta_{\text{end}}$) is the estimated earnings/return coefficient at the beginning (end) of the fiscal year $t$ and $\alpha$ is the regression intercept (not reported). Additional controls (not reported) include: (1) annual earnings and annual sales revenue in the prior fiscal year scaled by stock price at the beginning of the current fiscal year; (2) the natural logarithm of price per share, the natural logarithm of market value of equity, the ratio of the book value of equity to market value of equity, and the ratio of book value of current and long-term debt to market value of equity measured at the end of the previous fiscal year; and (3) year-fixed-effect and industry-fixed-effect parameters, based on classifications defined in Barth, Beaver, and Landsman [1998]. The first and third columns present model parameters estimated for the subsample of 25,962 observations with a positive annual stock return in fiscal year $t (\text{RET}_{jt} \geq 0)$. The second and fourth columns present model parameters estimated for the subsample of 18,646 observations with a negative annual stock return in fiscal year $t (\text{RET}_{jt} < 0)$. Standard errors are clustered by firm and year (Petersen [2009], Gow, Ormazabal, and Taylor [2010]).

than $\beta_{q3}$ (0.023, with a $t$-statistics of 3.19). These declining coefficients are expected; the announcement of the first quarter earnings informs investors about the earnings of the quarter that has passed and about the earnings for the remainder of the year; similar information is provided in the announcement of the second and third quarter earnings but the magnitude of the earnings/daily return coefficients are expected to be less because there is less time remaining for the earnings news to be realized. Similar conclusions can be reached for the subsample of observations with negative annual returns.
4.4. OBSERVATIONS WHERE FIRM-SPECIFIC EVENTS AFFECT EARNINGS BEFORE THEIR EFFECTS ARE INCORPORATED IN STOCK PRICES: THE SAMPLE OF SMALLER FIRMS

Our analyses thus far have been based on a sample of larger firms. We focused on this sample because, a priori, we expected the price of stocks of these firms to incorporate information that affects the firm in a timely manner (i.e., factors that affect sales revenue and expenses become known to the market and affect prices at approximately the same time that they affect sales and expenses). If price change is due to news, which is about future (rather than past) sales, we will observe no relation between returns (news) at the end-of-the-year and sales revenue. This is, indeed, our finding; the end-of-year sales revenue/return coefficient is not significantly different from zero for both the subsample of observations with positive annual returns and for the subsample of observations with negative annual returns. Also, since, under U.S. GAAP, expenses in the current period that are related to expectations of future sales are likely to be small for most firms that have experienced net good news for the year (i.e., for our subsample of larger firms with positive annual return); the finding that the end-of-year expenses/return coefficient is not significantly different from zero for this subsample again supports the notion that, for larger firms, factors that affect expenses become known to the market and affect expenses at the same time.

For firms where the market learns about the factors that affect earnings after the effect is recognized in sales and related expenses, the end-of-period sales revenue/return and expenses/return coefficient will be nonzero because return is reflecting sales revenue and related expenses of the past as well as sales and related expenses of the future. This point is made in Atiase [1985, 1987], Freeman [1987], and Collins, Kothari, and Rayburn [1987], who show that returns capture information relevant to earnings of the fiscal period in a much more timely fashion for large firms than for small firms. Each of these papers shows that, for larger firms, most of the information in earnings is captured in returns by the end of the fiscal year, but, for smaller firms, information in earnings of the year is related to security returns well beyond the year-end. None of these papers is suggesting mispricing; rather they suggest that events that lead to recognition of sales revenue and matched expenses may be revealed to the market with a lag. The observation that the market reacts to earnings announcements, which occur sometime after the fiscal period end, is evidence of this phenomenon.

In order to gain more insight into the extent to which events may, for some stocks, affect earnings (i.e., sales revenue and expenses) before their effects are incorporated in stock prices, we compare our results based on the sample of firms with market capitalization above the yearly median with those for a sample of observations with market capitalization below the median. These stocks are quite different. In addition to being much smaller...
TABLE 5
Dissection of the Sales Revenue/Return and Expenses/Return Coefficients for Small Firms

<table>
<thead>
<tr>
<th></th>
<th>Positive Annual Return</th>
<th>Negative Annual Return</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SALES</td>
<td>EXP</td>
</tr>
<tr>
<td>$\beta_{beg}$</td>
<td>0.380</td>
<td>−0.317</td>
</tr>
<tr>
<td></td>
<td>(7.60)</td>
<td>(−7.17)</td>
</tr>
<tr>
<td>$\beta_{end}$</td>
<td>0.145</td>
<td>−0.101</td>
</tr>
<tr>
<td></td>
<td>(2.97)</td>
<td>(−2.48)</td>
</tr>
<tr>
<td>$1/2(\beta_{beg} - \beta_{end})$</td>
<td>0.118</td>
<td>−0.108</td>
</tr>
<tr>
<td></td>
<td>(3.49)</td>
<td>(−3.47)</td>
</tr>
<tr>
<td>$1/2(\beta_{beg} + \beta_{end})$</td>
<td>0.262</td>
<td>−0.209</td>
</tr>
<tr>
<td></td>
<td>(7.26)</td>
<td>(−7.21)</td>
</tr>
</tbody>
</table>

This table presents the parameter estimates (t-statistics in parentheses) from the following regression model estimated for firm-year observations between 1972 and 2012:

$$SALES_jt \text{ or } EXP_jt = \alpha + \sum_{t=0}^{T} \beta_t \cdot ret_{jt} + \text{controls} + \epsilon_{jt},$$

subject to: $\beta_t = \beta_{beg} + \frac{1}{251} \cdot (\beta_{end} - \beta_{beg}) \cdot \tau$.

The dependent variable is either $SALES_j$ (columns 1 and 3) or $EXP_j$ (columns 2 and 4). Note that $SALES_j$ is firm $j$’s annual sales revenue in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $EXP_j$ is firm $j$’s annual expenses (equal to earnings less sales revenue) in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $ret_{jt}$ is the stock return of firm $j$ on day $\tau$, which is computed as the change in stock price plus dividends on day $\tau$ scaled by stock price at the beginning of fiscal year $t$, where $\tau$ is the number of trading days relative to the first day of fiscal year $t$. Note that $\beta_{beg}$ ($\beta_{end}$) is the estimated earnings/return coefficient at the beginning (end) of the fiscal year $t$ and $\alpha$ is the regression intercept (not reported). Additional controls (not reported) include: (1) annual earnings and annual sales revenue in the prior fiscal year scaled by stock price at the beginning of the current fiscal year; (2) the natural logarithm of price per share, the natural logarithm of market value of equity, the ratio of the book value of equity to market value of equity, and the ratio of book value of current and long-term debt to market value of equity measured at the end of the previous fiscal year; and (3) year-fixed-effect and industry-fixed-effect parameters, based on classifications defined in Barth, Beaver, and Landsman [1998]. The first and second columns present model parameters estimated for the subsample of 26,067 observations with a positive annual stock return in fiscal year $t$ ($RET_j \geq 0$). The third and fourth columns present model parameters estimated for the subsample of 24,712 observations with a negative annual stock return in fiscal year $t$ ($RET_j < 0$). Standard errors are clustered by firm and year (Petersen [2009], Gow, Ormazabal, and Taylor [2010]).

The results for the analyses of the sample of smaller firms are reported in table 5. The estimates of all of the sales revenue/return coefficients are higher for this sample than for the sample of larger firms. Similarly, the estimates of the expenses/return coefficients are lower (more negative). The key difference between the coefficient estimates for this sample of smaller firms compared to the sample of larger firms (see table 3) is that the end-of-year sales revenue/return coefficient is significantly positive for both the positive annual return and for the negative annual return.
DISSECTING EARNINGS RECOGNITION TIMELINESS

subsamples (0.145 and 0.302 with t-statistics of 2.97 and 4.63). This suggests that, for smaller firms, sales revenue changes precede the incorporation of the effects of factors that affect sales revenue in stock returns. The important point is that this does not appear to be so for the larger firms, which we analyze throughout the paper; for this sample, sales revenue changes are contemporaneous with the incorporation of the effects of factors that affect sales revenue in stock returns.

These results may have profound implications for studies that examine the difference between the earnings/return relation across samples of larger and smaller firms. All extant studies of which we are aware compare the earnings/return coefficients across various samples but the length and timing of the return interval is the same for all samples. Our results suggest that, if (1) the question is: “to what extent are factors that have affected the firm incorporated in earnings of the period, and how does this incorporation differ between observations with positive return and negative return?” and if (2) addressing the question involves a comparison of smaller and larger firms; then, (3) the analysis and the comparison should be based on a longer time period for smaller firms than for larger firms. This observation is also apparent from the results in Freeman [1987], who shows that, for larger firms, there is no significant relation between earnings and returns after the end of the fiscal year but, for smaller firms, this relation continues for several months after the fiscal year-end.

4.5. INCLUSION OF NEXT YEAR EARNINGS AND COMPONENTS OF EARNINGS IN THE DEPENDENT VARIABLE

In order to further examine the idea that news at the beginning of the year will have the remainder of the year to be incorporated in earnings of the year while news at the end of the year will not be incorporated in earnings of the year, we repeat our analyses, changing the dependent variables to sales revenue and expenses for the current fiscal year $t$ plus sales revenue and expenses for the next year $t + 1$ (the independent variables continue to be returns of the fiscal year $t$ and controls measured at the beginning-of-year $t$). The results of these analyses are summarized in table 6. Because requiring two years of sales and expense data changes the composition of our sample, we also include (as panel A) a replication of the analyses in table 3 for this smaller sample. The inferences based on the relation between one-year earnings (and components of earnings) and returns are unchanged for this smaller sample. As expected (see panel B), the estimates of the two-year sales revenue/return coefficients are significantly higher than the estimates of the one-year sales revenue/return coefficients (see panel A) at

---

23 These analyses and those in section 4.6 are conducted for the sample of firms covered in the main body of the paper; that is, those with a beginning-of-year market capitalization above the median.
TABLE 6
Dissection of the Two-Year Sales Revenue/Return and Two-Year Expenses/Return Coefficients

<table>
<thead>
<tr>
<th></th>
<th>Positive Annual Return</th>
<th>Negative Annual Return</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SALES</td>
<td>EXP</td>
</tr>
<tr>
<td>Panel A: 1-Year Sales Revenue/Return and 1-Year Expense/Return Coefficients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{beg}$</td>
<td>0.245</td>
<td>−0.187</td>
</tr>
<tr>
<td></td>
<td>(5.11)</td>
<td>(−4.66)</td>
</tr>
<tr>
<td>$\beta_{end}$</td>
<td>0.026</td>
<td>−0.012</td>
</tr>
<tr>
<td></td>
<td>(1.18)</td>
<td>(−0.71)</td>
</tr>
<tr>
<td>$1/2(\beta_{beg} - \beta_{end})$</td>
<td>0.104</td>
<td>−0.088</td>
</tr>
<tr>
<td></td>
<td>(3.55)</td>
<td>(−3.33)</td>
</tr>
<tr>
<td>$1/2 (\beta_{beg} + \beta_{end})$</td>
<td>0.136</td>
<td>−0.100</td>
</tr>
<tr>
<td></td>
<td>(5.84)</td>
<td>(−6.21)</td>
</tr>
<tr>
<td>Panel B: 2-Year Sales Revenue/Return and 2-Year Expense/Return Coefficients</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_{beg}$</td>
<td>0.644</td>
<td>−0.540</td>
</tr>
<tr>
<td></td>
<td>(5.58)</td>
<td>(−5.55)</td>
</tr>
<tr>
<td>$\beta_{end}$</td>
<td>0.289</td>
<td>−0.204</td>
</tr>
<tr>
<td></td>
<td>(3.33)</td>
<td>(−2.94)</td>
</tr>
<tr>
<td>$1/2(\beta_{beg} - \beta_{end})$</td>
<td>0.177</td>
<td>−0.168</td>
</tr>
<tr>
<td></td>
<td>(2.51)</td>
<td>(−2.72)</td>
</tr>
<tr>
<td>$1/2 (\beta_{beg} + \beta_{end})$</td>
<td>0.467</td>
<td>−0.372</td>
</tr>
<tr>
<td></td>
<td>(6.35)</td>
<td>(−6.46)</td>
</tr>
</tbody>
</table>

This table presents the parameter estimates ($t$-statistics in parentheses) from the following regression model estimated for firm-year observations between 1972 and 2012:

$$SALES_{jt}^{2yr} = \alpha + \sum_{\tau=0}^{251} \beta_{\tau} \cdot ret_{jt} + \text{controls} + \epsilon_{jt},$$

subject to: $\beta_{\tau} = \beta_{beg}(\beta_{end} - \beta_{beg}) \cdot \tau$.

The dependent variable is either $SALES_{jt}^{2yr}$ (columns 1 and 3) or $EXP_{jt}^{2yr}$ (columns 2 and 4). Note that $SALES_{jt}^{2yr}$ is the sum of firm $j$'s annual sales revenue in fiscal year $t$ and $t+1$ scaled by stock price at the beginning of fiscal year $t$. Note that $EXP_{jt}^{2yr}$ is the sum of firm $j$'s annual expenses (equal to earnings less sales revenue) in fiscal year $t$ and $t+1$ scaled by stock price at the beginning of fiscal year $t$. Note that $ret_{jt}$ is the stock return of firm $j$ on day $\tau$, which is computed as the change in stock price plus dividends on day $\tau$ scaled by stock price at the beginning of fiscal year $t$, where $\tau$ is the number of trading days relative to the first day of fiscal year $t$. Note that $\beta_{beg}(\beta_{end})$ is the estimated earnings/return coefficient at the beginning (end) of the fiscal year $t$ and $\alpha$ is the regression intercept (not reported). Additional controls (not reported) include: (1) annual earnings and annual sales revenue in the prior fiscal year scaled by stock price at the beginning of the current fiscal year; (2) the natural logarithm of price per share, the natural logarithm of market value of equity, the ratio of the book value of equity to market value of equity, and the ratio of book value of current and long-term debt to market value of equity measured at the end of the previous fiscal year; and (3) year-fixed-effect and industry-fixed-effect parameters, based on classifications defined in Barth, Beaver, and Landsman [1998]. The first and second columns present model parameters estimated for the subsample of 27,827 observations with a positive annual stock return in fiscal year $t$ ($RET_{jt} \geq 0$). The third and fourth columns present model parameters estimated for the subsample of 19,629 observations with a negative annual stock return in fiscal year $t$ ($RET_{jt} < 0$). Standard errors are clustered by firm and year (Petersen [2009], Gow, Ormazabal, and Taylor [2010]).

Both the beginning of the current fiscal year and at the end of the current fiscal year. Similarly, the estimates of the two-year expenses/return coefficients are significantly lower (more negative) than the estimates of the one-year expenses/return coefficients at both the beginning of the current fiscal year and at the end of the current fiscal year. These results reflect the fact that, in these analyses, news at the beginning of the year has two years
rather than one year to be recognized in sales revenue and expenses and news at the end of the year still has one year to be recognized.

It is also noteworthy that the end-of-year coefficients in the regression with two-year sales revenue (expenses) as the dependent variable are similar to the beginning-of-year coefficients in the regression with one-year sales revenue (expenses) as the dependent variable. This is expected because, in both cases, there remains one year for the news in returns to be recognized in sales revenue (expenses).24

4.6. THE VERACITY OF THE ASSUMPTION THAT THE EARNINGS/RETURN COEFFICIENT CHANGES LINEARLY OVER THE YEAR

Although the assumption of a linear change in the earnings/return coefficient over the year is intuitively appealing—news on the first day of the year has 251 days to be incorporated in earnings, news on the second day has 250 days, etc.—we examine the validity of this assumption in this section. We do so in two ways.

First, we regress sales revenue (and expenses) on each daily return and we obtain estimates of 252 daily returns coefficients for each of these regressions. That is, we run the following unconstrained regressions:

\[ \text{SALES}_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_{\tau} \cdot \text{ret}_{jt\tau} + \text{controls} + \epsilon_{jt} \]

and \[ \text{EXPENSES}_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_{\tau} \cdot \text{ret}_{jt\tau} + \text{controls} + \epsilon_{jt}. \]

The estimates of these daily returns coefficients are much more noisy than those in the constrained regression (2) where daily return idiosyncrasies are removed in the calculation of the two independent variables (namely, the sum of the daily returns, \( \sum_{\tau=0}^{251} \text{ret}_{jt\tau} \), and the time-weighted sum of daily returns \( \sum_{\tau=0}^{251} (\text{ret}_{jt\tau} \cdot \frac{\tau}{251}) \)). Nevertheless, they provide an initial sense of the extent to which our assumption of linearity is descriptive of the data.

We plot these daily coefficient estimates in figure 2 for the sample of observations with positive annual returns and in figure 3 for the sample of observations with negative annual returns. The plot provides a sense that

---

24 In fact, in nontabulated tests, we find that the end-of-year coefficients in the regression with two-year sales revenue (expenses) as the dependent variable are not significantly different from the beginning-of-year coefficients in regressions with one-year sales revenue (expenses) as the dependent variable. The highest t-statistics is 1.04 for the difference between the end-of-year coefficient for the two-year sales/returns regression (0.380) and the beginning-of-year coefficient for the one-year sales/returns regression (0.256). These t-statistics are estimated via restrictions across the two-year and the one-year regressions when they are estimated as seemingly unrelated regressions.

25 The form of regression (2) is described in detail in footnote 10.
Fig. 2.—Dissection of the sales/return and expenses/return coefficients for a subsample of observations with a positive annual return number of trading days relative to first day of the fiscal year, $\tau$. This figure plots the sales/return and expenses/return coefficient estimates, $\beta_\tau$, as a function of the number of trading days relative to the first day of the current fiscal year, $\tau$. Linear coefficients are estimated using the following regression model:

$$SALES_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_\tau \cdot ret_{j\tau} + controls + \varepsilon_{jt},$$

subject to: $\beta_\tau = \beta_{beg} + \frac{1}{251} \cdot (\beta_{end} - \beta_{beg}) \cdot \tau$. The dependent variable is either $SALES_{jt}$ (columns 1 and 3) or $EXP_{jt}$ (columns 2 and 4). Note that $SALES_{jt}$ is firm $j$'s annual sales revenue in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $EXP_{jt}$ is firm $j$'s annual expenses (equal to earnings less sales revenue) in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $ret_{j\tau}$ is the daily stock return of firm $j$ on day $\tau$, computed as the change in stock price plus dividends on day $\tau$ scaled by stock price at the beginning of fiscal year $t$, where $\tau$ is the number of trading days relative to the first day of fiscal year $t$. Note that $\beta_{beg}$ is the estimated sales/return or expenses/return coefficient at the beginning (end) of fiscal year $t$ and $\alpha$ is the regression intercept (not reported). Additional controls (not reported) include: (1) annual earnings and annual sales revenue in the prior fiscal year scaled by stock price at the beginning of the current fiscal year; (2) the natural logarithm of price per share, the natural logarithm of market value of equity, the ratio of the book value of equity to market value of equity, and the ratio of book value of current and long-term debt to market value of equity measured at the end of the previous fiscal year; and (3) year-fixed-effect and industry-fixed-effect parameters, based on classifications defined in Barth, Beaver, and Landsman [1998]. Monthly coefficients are estimated using the following regression model:

$$SALES_{jt} = \alpha + \sum_{m=1}^{12} \beta_m \cdot ret_{jtm} + controls + \varepsilon_{jt}.$$
Note that \( \text{ret}_{jt} \) is the stock return of firm \( j \) during month \( m \), where \( m = 1 \) (\( m = 12 \)) is the first (last) month of fiscal year \( t \). Note that \( \beta_m \) is the estimated sales/return or expenses/return coefficient in month \( m \) of fiscal year \( t \) and is shown with a plus/minus two-standard-error confidence interval. Daily coefficients are estimated using the following regression model:

\[
\text{SALES}_j + \text{EXP}_j = \alpha + \sum_{\tau=0}^{251} \beta_{\tau} \cdot \text{ret}_{jt} + \text{controls} + \epsilon_j.
\]

Note that \( \text{ret}_{jt} \) is the stock return of firm \( j \) during trading day \( \tau \), where \( \tau = 0 \) (\( \tau = 251 \)) is the first (last) trading day of fiscal year \( t \). Note that \( \beta_{\tau} \) is the estimated sales/return or expenses/return coefficient on trading day \( \tau \) of fiscal year \( t \). All models are separately estimated for a subsample of 31,233 observations with a positive annual stock return in fiscal year \( t \) (\( \sum_{\tau=0}^{251} \text{ret}_{jt} \geq 0 \)).

the assumption of linearity may be reasonable; there appears to be a downward slope for the sales revenue/daily return coefficients and an upward slope for the expenses/daily return coefficients.

As a second test of the validity of our linearity assumption, we regress sales revenue and expenses on each of the 12 monthly returns of the year. Unlike regression (2), where the idiosyncrasies in the daily returns are averaged in the variables, \( \sum_{\tau=0}^{251} \text{ret}_{jt} \), and \( \sum_{\tau=0}^{251} (\text{ret}_{jt} \cdot \frac{\tau}{251}) \), these idiosyncrasies are averaged in the 12 monthly returns. The estimates of each of these monthly coefficients and the corresponding 95% confidence intervals around these coefficients are shown in figure 2 for the sample of observations with positive annual returns and in figure 3 for the sample of observations with negative annual returns. We also show the line joining our estimate of the sales/returns coefficient (and the expenses/return coefficient) at the beginning of the year and at the end of the year. Our assumption of linearity appears to be empirically valid: this line is always within the bounds of the confidence intervals around the monthly coefficient estimates.

5. Summary

We call the portion of the change in stock price that is recognized in earnings of the period, ERT. We dissect ERT into two components: (1) an element due to sales and matched expenses, and (2) an expectations element. The first component is a manifestation of the matching principle of accounting in which expenses are recognized in the same period as the related benefits (i.e., sales) are recognized. The expectations element reflects

\[\text{ERT} = \text{sales} + \text{expenses} + \text{expectations}\]

Our results are virtually unchanged if, in regression (2), we replace \( \sum_{\tau=0}^{251} \text{ret}_{jt} \) and \( \sum_{\tau=0}^{251} (\text{ret}_{jt} \cdot \frac{\tau}{251}) \) with \( \sum_{\tau=0}^{12} \text{mret}_{jt} \) and \( \sum_{\tau=0}^{12} \text{mret}_{jt} (\text{mret}_{jt} \cdot \frac{\tau}{12}) \), where \( \text{mret}_{jt} \) is the monthly return and we extrapolate by half month to estimate the expectations element. We expected this to be so because the key difference between the daily and the monthly specifications is that, in the former, the daily idiosyncrasies are averaged in the regression specification while, in the latter, the same idiosyncrasies are averaged to form a monthly return and then averaged in the regression specification.
Fig. 3.—Dissection of the sales/return and expenses/return coefficients for a subsample of observations with a negative annual return number of trading days relative to first day of the fiscal year, $\tau$. This figure plots the sales/return and expenses/return coefficient estimates, $\beta_\tau$, as a function of the number of trading days relative to the first day of the current fiscal year, $\tau$. Linear coefficients are estimated using the following regression model:

$$SALES_{jt} \text{ or } EXP_{jt} = \alpha + \sum_{\tau=0}^{251} \beta_\tau \cdot ret_{jt} + \text{controls} + \epsilon_{jt},$$

subject to: $\beta_\tau = \beta_{beg} + \frac{1}{251} \cdot (\beta_{end} - \beta_{beg}) \cdot \tau$.

The dependent variable is either $SALES_{jt}$ (columns 1 and 3) or $EXP_{jt}$ (columns 2 and 4). Note that $SALES_{jt}$ is firm $j$’s annual sales revenue in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $EXP_{jt}$ is firm $j$’s annual expenses (equal to earnings less sales revenue) in fiscal year $t$ scaled by stock price at the beginning of fiscal year $t$. Note that $ret_{jt}$ is the daily stock return of firm $j$ on day $\tau$, computed as the change in stock price plus dividends on day $\tau$ scaled by stock price at the beginning of fiscal year $t$, where $\tau$ is the number of trading days relative to the first day of fiscal year $t$. Note that $\beta_{beg}$ ($\beta_{end}$) is the estimated sales/return or expenses/return coefficient at the beginning (end) of fiscal year $t$ and $\alpha$ is the regression intercept (not reported). Additional controls (not reported) include: (1) annual earnings and annual sales revenue in the prior fiscal year scaled by stock price at the beginning of the current fiscal year; (2) the natural logarithm of price per share, the natural logarithm of market value of equity, the ratio of the book value of equity to market value of equity, and the ratio of book value of current and long-term debt to market value of equity measured at the end of the previous fiscal year; and (3) year-fixed-effect and industry-fixed-effect parameters, based on classifications defined in Barth, Beaver, and Landsman [1998]. Monthly coefficients are estimated using the following regression model:

$$SALES_{jt} \text{ or } EXP_{jt} = \alpha + \sum_{m=1}^{12} \beta_m \cdot ret_{jtm} + \text{controls} + \epsilon_{jt}.$$
Figure 3.—(Continued)

Note that $\text{ret}_{tm}$ is the stock return of firm $j$ during month $m$, where $m = 1$ $(m = 12)$ is the first (last) month of fiscal year $t$. Note that $\beta_m$ is the estimated sales/return or expenses/return coefficient in month $m$ of fiscal year $t$ and is shown with a plus/minus two-standard-error confidence interval. Daily coefficients are estimated using the following regression model:

\[ \text{SALES}_j + \text{EXP}_j = \alpha + \sum_{\tau=0}^{251} \beta_\tau \cdot \text{ret}_{j\tau} + \text{controls} + \epsilon_{j\tau}, \]

Note that $\text{ret}_{j\tau}$ is the stock return of firm $j$ during trading day $\tau$, where $\tau = 0$ $(\tau = 251)$ is the first (last) trading day of fiscal year $t$. Note that $\beta_\tau$ is the estimated sales/return or expenses/return coefficient on trading day $\tau$ of fiscal year $t$. All models are separately estimated for a subsample of 22,469 observations with a negative annual stock return in fiscal year $t$ ($\sum_{\tau=0}^{251} \text{ret}_{j\tau} < 0$).

Changes in expectations about future earnings and the associated recognition of expenses in earnings in the current period. The change in the earnings/return coefficient over the fiscal year is a manifestation of the sales and matched expense element of ERT. The estimate of this coefficient at the end of the fiscal year is the expectations element of ERT.

As far as we know, the two fundamental precepts of accounting have not previously been identified empirically. The main contribution of our paper is the development and implementation of a method that permits empirical identification of the effects of the accounting for matched expenses and the expectations element of expenses on the mapping from returns to earnings (i.e., ERT). This is important in and of itself in view of the fact that the mapping from returns (and unexpected returns) to earnings (and unexpected earnings) is the most studied relation in market-based accounting research and the two accounting precepts, which we identify empirically, are at the core of financial accounting. The key features of the method could be applied, for example, in the examination of changes in accounting over time. Dichev and Tang [2008] examine changing properties of earnings over time and relate these changing properties to changes in matching of revenues and expenses over time. They do not address the question of the effect of changes in matching on the value relevance of earnings, which is a central question in market-based accounting research. Our method could be used for such an analysis (value relevance being estimated via the components of ERT).

We show, via an example, that empirical identification of matched expenses and the expectations element of expenses provides additional insights in studies that examine differences in ERT across various scenarios. The example we examine is the comparison of positive annual return and negative annual return subsamples, which is, following Basu [1997], the most widely studied analysis of ERT. We argue that asymmetric timely

27 The method of estimation of matching in Dichev and Tang [2008] differs considerably from ours; they use the estimate of the coefficient on contemporaneous expenses in a regression of revenues on lagged, contemporaneous, and leading expenses.
loss recognition will be manifested in the expectations element of ERT because it reflects the portion of value change recognized in contemporaneous earnings related to changes in expectations about future earnings. The concept of asymmetric timely loss recognition does not, however, predict that the matched expense element of ERT will differ across subsamples of positive annual returns and negative annual returns. Our method permits separation of the expectations element of expenses and, hence, a focus on the element at the heart of arguments regarding asymmetric timely loss recognition.

We find that the matched expense element of ERT is statistically significantly positive for the subsample of observations with positive annual returns but it is not statistically significantly different from zero for the subsamples of negative return observations. The expectations element of ERT is statistically significant for the negative annual return subsample but it is not significantly different from zero for the subsample of observations with positive annual returns. In short, the asymmetry in the ERT is due to both the matched expense element and the expectations element of ERT (although most of the asymmetry is due to the expectations element).

Since our interest is in identifying and understanding the matched expense element and the expectations elements of expenses, we dissect annual earnings into two components: sales revenue and expenses (i.e., earnings minus sales revenue). By so doing, we identify the separate contributions of recognition of sales revenue and expenses to ERT. We show that the sales revenue/return coefficient declines from significantly positive at the beginning of the year to not significantly different from zero at the end of the year. We show that the expenses/return coefficient increases (i.e., becomes less negative) from the beginning of the year to the end, reflecting the matched element of expenses (i.e., the portion of expenses that are matched to sales).

We document a statistically significant difference between the average expenses/return coefficients for the positive annual returns subsample and the negative annual returns subsample. This asymmetry is the combined effect of a positive and statistically significant coefficient for the positive annual returns subsample and a relatively small and not statistically significant coefficient for the negative annual returns subsample. In other words, the observed asymmetry in ERT reflects the fact that expenses are correlated with returns only when news is good. At first glance, this result appears to be surprising and inconsistent with the Basu [1997] notion of asymmetric timely loss recognition. The apparent inconsistency is due to the fact that the expectations element of the expense component of ERT is statistically significantly negative while the matched expense element of the expense component of ERT is statistically significantly positive. The net effect from both elements results in an estimate of the expenses/return coefficient that is, on average, not significantly different from zero for the negative annual returns subsample. These analyses illustrate the usefulness of our
method in facilitating focus on the element of ERT that is of interest to the researcher—in this example, the expectations element of expenses.

In summary, we present a method, which permits identification of the effects of two fundamental precepts of accounting on ERT, and we provide an example of analyses where the separation of these effects provides new insights.

There is much room for further analyses of intraperiod changes in earnings/return coefficients. Some examples include: (1) consideration of lagged returns (returns of the prior period) and leading returns (returns of the subsequent period) as additional independent variables; (2) comparison of, say, the fourth quarter with the other quarters of the year; and (3) a more detailed analysis of earnings announcement effects. We consider our paper to be the necessary first step to other analyses of components of earnings. This is due to our focus on the fundamental precepts of accounting and our empirical identification of elements of ERT, which reflect the effects of these fundamental precepts.
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