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1. intrecducticn

Baroaining situations frequently 2arise where zt least cne
party must take z2ccount not only of the immediate negotiation
confronting it, but also of its impact on the outcome of
subseguent negotiations with other parties. Labor unions may
negotiate contracts with several different firms. Contracts to

provide certain serv
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problem is similar. One player may wish to manipulate the
information both he and other players receive a2bout exogenous
payoff-relevant events to his own advantage. The problem again
is one of manipulating information which is valuable to plavers
of the game, but here, and unlike the reputation problem, the
information is not asymmetrically observed. As in the
incomplete informatioen analysis of reputation problems, here I
wish to study how the opportunity to control egogenous

pavoff-relevant informetion affects play.

I Ilike to think of this problem in the legal context. E firm

engages in an activity which is potentially anticompetitive and

in violation of the antitrust laws . The firm's competitors
bring a series cf suits against the firm. The firm, when
concidering the first suit 2gatinst it, has twe alternatives.

The firm can settle the suvit by peaying 2 mutuzlly agreed upon

sum of monevy to the plaintiff ecr it can litigate. If it
litigates, it either wins or loses, and this cutcome is not
known in advance to either side. Cther plaintiffs will revise
tneir beliefs about the merits cf their case--the possibility
ci success for their suit--in licht ¢f this first ocutcome. If
Eringing suit i1e costly for the ciantififes, then an 2cdverse
cecision fer the first plaintiff may convince subsequent
plaintiffs not to sue. Similarly, a2 favorable decision for the

"

1ret plaintiff mav convinece cther injured parties toc litigate,
and it will increase the minimum csettlement thes would agree

to. in both cases the rendom and unknown outcome cf litigation



will affect the subsequent losses of the defendant, and so he
must take this into account in deciding whether te litigate or
settle the first suit‘z Cach plaintiff brings only one suit,
but the defendant must respond to all suits brought by all

plaintiffs.

In this setting, information about the probability of
successful litigation is revealed to each litigamt every time
there is a2 trial. At any point in time, the defendant can
control the flow of information to subseguent piaintiffs by
settling suits so that no subsequent observaticns cn the
judicial process are observed. The effect of the defend;nt‘s
abiiity te contrel information revelation can be measured by
comparing the incentives to settie in the "one-stage" game (the
game with onlv one plaintiff) with the incentives te settle in

gamees with many plaintiffs.

The conclusions for the simple mode | studied here are
strong. The incentives for the defendant to cetiie are lese in
the many plaintiff game than in the single plaintiff{ game. In

other words, there are suits that the defendant would settle

against on:y oniy cne plaintiff that he wouid not seitle were
ne contempi:cting actions by subsequent plazintifis. This result
clearly has implications for litigation strategyv by
plaintiffs. For example, class action suits allow the bundling

of many suite by individuzl plaintiffs intc one suit brought on

benalf of =2Il piaintiffs. The advantages of this and other



bundling devices should be ezamined in light of the effect on
defendants' ezpected return from bringing suit of changing

favorably the defendant's incentive to settle.

This and other topics will be taken up in the concluding
section of this paper. The next section lists all notation to
be used in the sequel, and the formal! model is presented in
section 3. Results for the one plaintiff model are presented in

section 4, and for the many plaintiff model in section 5.



2.

Notation

following notation will be used

in

model and subsequent analysis in sectione 3 and 4.
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amount of

settlement

gain to defendant in the event of no suit
plaintiff's lcss
plaintiff's litigation costs in the event of a
settlement
plaintiff's litigation costs in the event of a t
I, -1
t 5

defendant's litigation costs in the event of a
settlement
defendant's !itigation costs in the event of 2z t
mt-mE
plaintiff's predicted probability of an award in
the pleintiff
Cefendant's predicted probability ¢of zn award in
the plaintiff
plaintiff's prior probability of EL
defendant's prior probability cof €

L
reguency c¢f awerds in favor of the pileintifé in
*low' state
tequency of awards in faver cf the plaintiff in
*high' state
expected valiue to the plazintiff of 2 settlement

rial

rial

favor

the

the

the description of the

o
<
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erpected value to the plaintiff of a trial

expected value

expected value

to

to

the defendant cf a2 settlement

the defendant of a2 trial



3 The Model

B risk neutral firm, called player 0, undertakes some action
which inéures another risk neutral firm, called player 1. This
action has generszted a gain for plaver 0 of g dollars, and
caused player | h dollars of harm. Player 1 contemplates
bringing suit against player 0 for the full amount of the
damages. If a suit is brought against plaver 0, three outcomes
are possible: & settlement, litigation with a victory for the
plaintiff (plever 1), and litigation with 2 victory for the
defendant (plaver 0). First suppcse the suit is settled for
cdollar amount a. Reeching this agreement is costly for both
parties. The cecst is IS te the defendant and ms te the
plaintiff. Thus the net benefits ¢f settling for amount a are

US = g-ls—a

fer the defendant and

v = sa-h-m

= s
for the plaintiff. Suppose next that the swit e litigated.
There are cnly two possible outcomes of " the Iitigatien
Drccess There can be & findince in fever cf the plaintiff, in
which cese the defendant must pay the piaintiff the entire
amount h ¢f the claimed damazges, cr there can be a finding in
favor of the defendant, in which c¢case the defendant pays
ncthing and the plaintiff receives nothing. Litigation is
costly for beth sides in the suit, with costs ! for the

t



defendant and m, for the plaintiff. In the event of a2 victory

for the plaintiff, the net gain to the defendant is g-lt-h and

the net gain to the plaintiff is —mt. In the event of a

victory for the defendant, the defendant's net gazin is g-It and
the plaintiff's net gain is —h—mt. These payoff possibilities

are summarized in table 1.

Payoffs to Litigation Strategies

defendant Plaintiff
Mo Suit: g ~-h
Suit:
Settle: g-1 -a a-h-m
s s
Litigate:
Fl. Win: g—lt—h -m,
Tl . -1 ~Rh-m
Fi. Lose: a L h n{
The outcome o0f the judicial process is randem. If the suit
is actually tried, the cutcome--win or lose~-~-is random.

intiff nor defendant knows the true

fon
[\

Turthermore, neither =3

7

robability of plaimntifi’ ne words "win® and

w©
e
n
0]
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n
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fuccess"” will alwave refer to a2 vi

n
—~
o
3]

v by the piaintiff, and

‘lose” will refer teo a loss for the plaintiff ) There are twe

possibili:ties: success probability <. and SH, with the latter
L
greater than the fermer . The plaintiff places prior

crobability r on EL beinc the true process, and the defendant



assigns it pricr probability s. The resulting predicted
probabilities of success for the plaintiff and defendant are,
respectively:
= rf_+(l-r3e
P L i
and
= s€_+(1-5)6
4 L i
I interpret the judicial process in the following wavy . The
probability of success depends upon the merits of the case. I¢
the plaintiff has & "good" case, the success probability in
court is GHA If he has a "bad" case, the probability of
success is EL. Beth plaintiff and defendant are uncertain
zbout the merits of the czse and thus zbout whether the
correct success probability is Sw or GL.
i

The game tree for this game is picturec in figure i The
cpening random meve captures the players' uncertainty about the
perameter describing the jucdicial preocess~--the merite of the
case . The settlement subgame is not modeled ezplicitly. Onlv
ite cutcomes need be noted. The possible outcomes are alr,s)
cr litigation. Ncte that the settlement rule is assumed to
tepenc only uporn the two plavers' pred:icted probabilities ¢f
success .

(04 course thie 18 a verv stylized model cf the legal
pPreccess. There s no model of the litigationm technology, and =z
ccnnection between litigatién costs and the probability of =2
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successful suit. The distribution of awards in the litigation

process is oversimplified. Most important, there is no model
of how the settlement value a gets determined. This is itself
presumably the outcome of some non-cooperative game.3

Presumably, the outcome of the settlement process mus t be a
dollar amount that is individually rational. This is to say,
the amount & must exceed the plaintiff'e expected gain of
litigatioen and not exceed the defendant's expected loss from
litigation. This range is the cbject of study, and more will

be said about it in the next section.

S5¢ far only the game with one plaintiff, playver i, hacs been

described. I want to compare the one-plaintiff game with a
game conta:ining a seguence of plaintiffs. In this game
plaintiffs are plavers | through T, idemntical in 2all respects

csave the infermation which thev have at the time of thei

"

opportunity te sue. The piaintiffs are concidered seguentially
By the defendant. When each plaintiff's turn comes up ., the
game is exactly that which was just described. At stage t it
ig plaintiff t's turn to decide whether or not to sue, and if

he sues the possible outcomes are litigation " cor settlement .
However, at stage t both the defendant znd pleintiff t have had
the opportunity to learnm e2bout the judicieal process frem the
experlience of previous litigation. I assume that the relevant
case law is well established and known to all parties, so that
there is no rooem for precedent. Given the underlying merits of

the cases, the enly uncerteainties are due te the randon
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behavior of juries, or the qualities of the presentation of the
cases, etc. Furthermore, we explicitly ignore (for the moment)
the effect of procedural devices, such as collateral estoppel,

which create 2 causal link between the outcome of a current

case and the disposition of previous cases. Thus the cutcomes
of the judicial process are, in this case, assumed to be
H S < Now the defendant must be concerned not only with the

ezpected outcome of the current suit, but its effects upon the

incentives of subsequent plavers to sue . Let rt, Pt' s and

¢
q dennote the respective posterior and predicted probabilities
of the defendant and plaintiff t at the beginning of round t.
This i to savy, rt and St are the posterior probabilities of GL
after t-1 rounds of plavy (which ma y include Iess than t-1
observatione of the judicial procese if some of the previous

fsuits have been settled or not been brought. The cazme tree for

cf 1t is pictured in

e

thie cvame (rather, a representative par



g . Analvsis of the One Tlaintiff HModel

Consider first the cne-plaintiff model. In this case there
is only one stage, and the defendant need not consider the
effects of information revelation. Define the expected values
of litigation

u, = q(g-lt-h)+(1—q)(g-1 )

t
t = Q—lt-qh

for the defendant and

v = =—=pPm

¢ t—(i-p)(m +h)

= -mt—(l—pSh
for the plaintiff.

The ovutcome of the settlement subgame is an amount a=afl(r,s).
This settlement is feasible only if both the defendant and the

plaintiff prefer the settlement to litigation--either plaver

can ctherwise refuse to accept &an offered seitlement. For the
plaintiff, this is cnly possible if

v >ov

s = t

a-h-m y -mt-(l-p)h

a 2 ph+m -m, . ]
<

e

lt-ls+qh > oa.

]
jog
[
n

the range of possible settlements is



lt-ls+qh > a ) ph-—mt+mS
A settiement is only possible, then, if
(N l+m > (p-g)h

Suppose., then, that (1) is satisfied. Then the suit will be
settled, and the value toc the plaintiff of bringing the suit is

v Thus the plaintiff{ will bring the suit only if

and this occurs if and only if

This is to say, the amount ct the cettlemen’ must exceed
the cost of reachine it.

Consider first the egxtreme case where the settlement value is
his correspondes to a settlement mechanism
where ziter the suit is filed the defendant makes a “take it or
leave it cffer, if he makes anv offer at all. The cost
minimizing acceptable offer for the defendant is the lowest

acceptable cffer to the plazintiff. in this case

This settliement offer gives the plaintiff & return egual to the
expected return from litigation. With an offer this low, the
plaintiff€ ie indifferent between litigating and settling, and

hie returr from doing either is:



-{(1-p)h-
i-pi)>h mt

The plaintiff will not bring suit unless this exceeds -h, and
so in this case, no suit will be brought by the plaintiff
unless

ph 2 mt.
Note that if there is no cost to bringing suit, the plaintiff
will always sue because the egpected court award, ph, is

puvsitive.

The plaintiff's decision whether or not to bring suit clearly
depends upon his subjective beliefs about the probability of
success, andg several cases are possible. Recall that the
iudicial process is assumed to decide for the plaintiff with

probability either GL cr GH, with the latter greater than the
former . The worst case for the plaintiff is when he knows with

certainty that the true process is described by GL. This is to
say his prior r is | The best case is when r=0 and he knows
fcr sure that the judicial process is described by parameter
vaiue er. It is possible te imagine configurations of h, mt,
1
€. and & such that the plaintiff will never sue, or aiwavys
sue These cases ovtcur, respecitivelyv, whern
€. < m,/h
H
and
£ > m, lh.
L t
for the remainder of the paper the most interesting case



will be assumed:

GL < mt/h < GH.

In this case, we see that if r is sufficiently high, no suit
will be brought. The plaintiff will sue if and only if

2) r < (eHh-mt)/(eH—eL)l

and cur zessumption implies that the right hand side is between

zeroc and one.

Now consider the other extreme, where the settlement is the
highest amount that the defendant is willing to pav. This
corresponds tc a settlement mechanism where the plaintiff makes
a "take it or leave it" offer. In this case the cnly ratienal
cffer is for the highest amount that the plaintiff is willing
teo pay.. If this offer is lese than the plaintiff's expected
return from litigatien. then the suit will be settled rather

than litigated. The mest thet the defendant will be willing to

pay is the amount ithat leaves him indifferent between settling

and litigation. . calculation shows that this zmount is
2 = qh+1.
The suit will be settiled oniy sc long ac

The piaintiff will sue only if

max{l+gh.-m+ph) > ms

This concdition can be reduced to a ccndition on the prior



probability assessments of the plaintiff and defendant.

Clearly the plaintiff is no less likely to settle in this case

then at the other extreme, and the defendant is no more likely

to settle in this case then as before.



5. Anaiysis of the Manv Plaintiff Model

In this section the decisions to settle and to litigate are
considered in the context of not one but many plaintiffs.
Suppose that there are T plaintiffs, ordered 1 through T. The
plaintiffs are considered sequentially. First plaintiff 1
decides whether or not to sue. I1f he brings suit, the the suit
is either settled or litigated, and the outcome is observed by

the defendant and every subsequent plaintiff. Then it i

m

plaintiff 2's turn, and so forth. Analysis of NOon-zero-sum
repeated games of incomplete information such as this can be
very complicated because it is frequentlv the czase that there
are either nc equilibria or very meaeny eguilibria, and in the
latter case many of the equilibria are implausible. Perfection
and properness represent two attempts to refine the set of Nash

egulilibria of anv Game to those eqguilibria satisfying certain

plauvuesibility criteria. Here I use en eguilibrium concept
. D C s . 4 . .

called sequentiazi eguilibrium. This concept is znalogous to

Selten's concept of perfect eguilibrium, but is mere natural

for cames of incomplete information. The concept of subgame

perfection reguir

g
n
O

f eguilibrium strategies not only that

they be an equilib

-

tum fer the whole game but that they zlse be

an equilibrium for any subuame cf the criginal game. Consider
the branching of the game tree from any node of the extensive
Came . This constitutes 2 subgame , and the strategies--rules

which essign to each pleayver a play a2t each node where it ie his

turn teo plav--must alsc describe an equilibrium for this game



as well. The notion of sequential equilibrium goes one step
further by considering not just nodes of the game tree but
information sets as well. Whenever a playver has the move, he
also has subjective beliefs about where within his information
set the game 1s actually being played. Sequential equilibrium
requires optimal play from each information set (and so it
includes the subgame perfection concept), and it also requires
that the probability assessments each player assigns to the
nodes within his current information set be consistent with

previous play.

Cguilibrium strategies for the plaintiff are easy to
describe. When it is plaintiff t's turn to sue, he can look =at
the previous historv of judicial outcomes and revise his
beliefs about the merits of his case using Bayes rule. He will

then compute his erxpectations for suit and settlement, and then

cecide whether or not te bring suit. Civen that he brings
suit, he will accept the settiement award a(r,s) only if it
exceedes his expected vaiue of litigation. The nzture of the

eqguilibrium for the T plaintiff game can Ee seenn from the

following proposition.

Trepesition i It it is ceptimal for the defendant to settlie
with plaintiff t, then it is 2aiso optimal for him to settle

This preoposition is true because first, the judicial preccess

is stationarv--which i¢ to say thaet the outcome of litigation



is independent of the name of the plaintiff--and second,
because settling gives noe information to either plaintiffs or

defendant.

Proof of proposition 1: It suffices tc show that, in the T

plaintiff game, the defendant will litigate plaintiff T-1 if he

—

itigates plaintiff T The extension back to previous
plaintiffs then follows from Ehe standard backward induction
arguments familiar from dynamic programming theory. Suppose
that zfter the completion of the T-2'nd round the defendant heas
posterior s and the twe remaining plaintiffs have posterior r.
Suppose that it was cptimal for the defendant to settle with

T

plaintiff -1 and to l!itigate with plaintiff T. First note that

[
-+

£ the case with plaintiff T-1 ie settled, no new informztion

is introduced, and sc beliefs about the judicial process remain

the same. Since the settlement a2ward depends only oT beliefs
¢f{ the twe parties itnveolved in the case, the settlement with
plaintiff T-1 and the setfiement with plaintiff T are
identical. The hypothesis is that the expected value of
litigatien with pleaintiff T given the information available
after plaintiff T-2 exceeds the value to the defendant of
setiling with claintiff T. Therefore it exteecs the exzpected

value of settling with pleintif

n

-3
|

—

u (T-1) = uv (T),
s =53
E{u (T3:T=-2) > u (T,

and so



where us(k) is the immediate value to the defendant from

settling with plaintiff k assuming both T and T-1 are settled,
and E(ut(T):T-Z) is the expected value to the defendant from
settling with plaintiff T given the information available after
T-Z..Since the judicial process is a martingale, it is easy to
see that

C{u, (T):T=-22

E(ut(T-l):T-Z},

E{u (T-1):T=-2} > u (T-1).
t s

lHence the immediate reward to the defendant from litigating the
case with plaintiff T-1  emceeds the immediate reward from
settling the czase. Hence, if it was optimal for the defendant
te settle with T-1 and litigate T, it must be the case that the
expected value tc¢ the defendant of the optimal action against

~—

plaintiff T conditioned on the information available after T-2

g

nd ascsuming that T-1 is litigated is less then E{ut(T):T—z

s

But this is net the case because

C{E{return from optimal zction¢<T) :T-1{}:T=-2)
1y T-22

> E{E{u (T>:T-

Thus the hvpothesis that the strategvy of settliing T-1 and



litigating T is contradicted.

Q.E.D.

Proposétion 1| describes the nature of equilibrium strategies
for the defendant. The defendant's equilibrium strategy is a
stopping rule which tells him when to step litigating. Once he
first settles, he will continue to settle for "the remainder of
the game . The ezistence of eguilibrium, then, depends upon the
existence of an optimal stopping rule for a particular sequence

of random variables.

The judicial process gives & seqguence oOf 0-1 valued random
variables, correspending to victories for the plaintiff and
defendant, respectively. The probability of observing a

success at any given time is independent of previous outcomes,

and is given bv the parameter (which is noet known to anv
litigant). L stopping ruie for this process is 2 random
variable with values in the set of positive integers {1,2,...3
annd such that the event {1t = n) depends solely on the outcomes
observed by plaintiffs and the defendant up to time n. In the
T plaintiff game stopping rules aTe rules Which tell the

defendant when toc stop litigating.

.

The stochastic process being stopped is easy to decscribe. I
view the defendant as stepping the process of cettlements
(cdescribed below) . The cost of sampling from this process is
the random cost of litigation. Suppose there are T plzintiffs,

and suppose the first k pizintiffe have sued the defendant znd



that he has litigated rather than settled. What should he do
in subsequent suits? After litigation of suits 1 through k the

defendant's posterior is 5k+1 and the plaintiffs' common prior

is T pwtl” fhould the defendant settle all subsequent suits, his
payoff is

X = (T-k)(g-max{a(r

X )-ms),OJ-lt),

£ %t
the total return from settling all subsequent suits (and taking
account of the prospect that no subsequent plaintiff will

choose to bring suit). Should he choose to sample again--to

observe another outcome of the judicial process—-—-the cost is

random. The return to the defendant from sampling is:
. : . . .
; g if the plaintiff does not sue
ep = { g—lt if the plaintiff loses
{
' g-1,-h tf the plaintiff wins.
The three states of Ck can be defined in terms of
inecuaiities for r and s , and their occurances can be
k+1! k+1
described in terms of the success probability of the Jjudicial

Erocecss.

[
14
"
[
o}
m

The T plaintiff game has =z sequential (Nach) equilibriuvm if
there is an optime!l stopping ruile for this sequence of randon

variables.



Theorem 1. ARll T plaintiff games with bounded (measurable)

settlement rule a(r,s) have a sequential (Nash) equilibrium.

Proof éf Theorem 1: We have already computed each plaintiff's
optimal action gyiven the information available when it is his
turn to bring suit, and we have seen that the defendant's
ocptimal response to these strategies——the optimal way to
maenipulate information available to the plaintiffs--1is a
stopping rule detailing when litigation should stop. The
pevoffs from stopping after plaintiff k zare described by the
stochastic process {yk}. An equilibrium for the T plaintiff
game with settlement rule 2a(r,s) exists if and only if there
exists an optimal stoprping rule for the payoff process {yk}_
Enn optimal stopping rule for this process does indeed exist.

L)

See Chow, Robbins and Siegmund Theorem 3.2 .

C.E.D
Comparisons between the T plaintiff game and the cne
platntiff game are facilitated by the characterization cf

ocptimal strategies found in proposition 1. The mazin result in

this direction is the observation that the incentives for the

plaintiff te csettle are reduced when there are many
plaintiffs. Any suit settled in the T plaintiff came wiii also
be settled in the ocne plaintiff game. At first this result
seems surprising. One can imagine two possible stories for
this model. In the first, the plaintiff would be more likely

te settle in contemplation of the enormous costs involved



should he lose and should many plaintiffs then be induced to
bring suit. In the second, the plaintiff is eager to litigate
because if he wins many plaintiffs may decide not to bring
suit. It is this second story that is correct, and it is
easily seen to be correct even when the defendant is allowed to

exhibit aversion to risk.

This result depends upon two assumptions about the judiciazal
process and the behavior of the plaintiffs. First, the
judicial process is stationary so that the average egpected
outcome for many trials equals the egpected cutcome of one
trial. Second, it is costly to bring suit, and so if the
possibility of success for the plaintiffs is sufficiently
remote, thev will choose not to bring suit. Suppose, for

example, that our model were cspecified so that in the one

~ 1
SN

m

intiff geame the plaintiff wouid sue were he to know that the

parameter value describing the merits of the case, §, was EH,
Eut not if it was GL. Suppose the plaintiff's prior was such
that he chocses to bring suit. Let's compare the expected

return to the defendant from litigeting in the one pleaintiff

game with the return from centinual litigation in the T
piaintiff game assuming thet! the perameter valive goverming the
judicial process is in fact EH. I1f litigeation was to proceed
zgainst eVErYy csingle plaintiff, the expected return per

pleaintiff would egual the expected return from Iitigation inmn
the one plaintiff game. But if the defendent were to litigate

every single suit, it is possible that & st

"

ing of losses (for



the plaintiffs) would occur that is sufficiently long to make
the plaintiffs think that in all likelihood the merits of their

case is described not by €  but by GL, Were this to occur they

1
would cease to bring suit, and the defendant will be even
better éff than if he had won the suit, since he need not pay
litigation costs It' This possibility of driving plaintiffs
out of court increases the value of litigation to the defendant
in the T pleintiff game, and so the zone of feasible settlement
decreases. It will be clear that the prebability of driving
out, say, the last half of the potential plaintiffs, increases

_—

with T, and so larger values of T make settlement less Ilikely.

Theorem 2.

For each specification of parameters regarding damages,

litigation and s

m

ttiement cests, prior beliefs and
cpecification of the judicial process, and for each bounded

(measurable) settlement rule a(r,s), anv suit settled in the

hel
o
[J]
=]
ja
Ias
-
.
e,

el
w
B
m
b3
~
—
[

also be settled in the one plaintiff game.

Proof ¢f thecrem Z. Let u denote the exrxpected return to the
cdefendant from litigating the first suit and ocptimel play in
csubsequent suiis. Let U, denncte the ezxpected return te the
defendant from litigating every suit in the k plaintiff game .
Let Us dencte the return to the defendant from settling every
sulit in the K plaintiff game . Let & dencte the set of all
sample paths ¢f the judicial process (of length T) and for k <«

T let Sy denote those sample paths that lead the plaintiffs to



£=1
cease litigation after the k'th trial. Let s = s/U_]

Sk.Finally, let 2 denote the value of settling the first

suit. Denote by {vk) the stochastic process of awards to

plaintiffs. This is to say, vk = h 1f the k'th trial is won by

a plaintiff, and 0 otherwise. Computing average returns per

plaintiff:

T TU > T Yy
- T“*Zi:i Pr(s YE(Tg-kl - Z?zlvj)
N 'r_i):lt;i Pres JE(Tg-TL, - z;,‘:lvj)
T 1%t

Proposition 1 states that if it is optimal to settle the
first suit in the T plaintiff game, it is optimal to settle
every suit in the k plaintiff game, and the average return per

plaintiff is the seame as the return from settling in the one

plaintiff game. Suppose, then, that settlement is the optimal
strategy In the T plaintiff game. Then
-1
u = T _u
i s I s
-1
2 T _u
2 v

en€ sc it 15 c¢cpitimel to setitle Iin the onme piaintiff came.
G.E.D
If T is sufficiently large, one of the St, t ¢ T, will ocecur
withn positive probability andc ) settliing will strictly
doeminate litigation in the cne plaintiff game. Alternatively,



for any settlement rule there are parameters 6 8 prior

L' H'

beliefs r and s, and settlement and litigation <costs such that
for T sufficiently large, suits will be litigated in the T
plaintiff game that would be settled in the one plaintiff
game . For an extreme example, ccnsider the settlement rule
discussed in section 4 where the plaintiff makes a2 "take it or

leave it" cffer tc the defendant. This is the case where

a = agh+1.

In the one plaintiff game the defendant is indifferent

between settling end litigating any suit. However , if T is
sufficiently large, then so long 2s r ( i, the predicted
probability of scme £ is strictly positive, and so no suit
will be settled. This erample is particularly interesting

because it answers a guestion zbout the modeliing strategy

adopted for the treatment of settlements. Censider the
admissable range cf settlement offers. The amount a¢reed upon
{net of litigation costs), if it is to be feacible, must exceed
the erxpected value of litigation for the plaintiff and be
bcunded above the expected value of litigation for the
defendant This lzst concept is easy io de fine in the CTie

-

glaintiff{ game but I is hard te get handle on when there are

m

Il

many plaintiffe. In this case we have to consider the value to
the defendants of the information revealed bv the litigation
process. This reaily involves studying recursion relationships

defining the vaiuve function of the dvynamic programming preblem



faced by the defendant. Theorem 2 states that the expected

value to the defendant of the information revealed by
litigation is positive, and the egample shows that the
one-plaintiff "take it or leave it" offer bounds from above the

set of feasible offers.



-3 Conclusion

In 2 simple model of repeated litigation it appears that the
presence of many potential plaintiffs for 2 given cause of
action decreases the incentives for the defendant to settle a
case. This result depends upon the characterization of the
defendant's cptimal strategy as a stopping rule. The stopping

t continues te

e

L)

rule property is very robust. oI erxample,
hold under 2 variety of rules for distributing the expense of
litigation between the two parties involved in any trial, and
under more general judicial processes where the damages awarded

by the court are random and possibly do neot eqgual h, the

damages actually incurred by the plaintiffs.

it is interesting to use the analysis of the previous
sections to compare the incentives to settle under cdifferent
procedural rules. k natural guestion to a2sk in light of the
results on sequential litigation is what hzppens if the
plaintiffs are zllowed to consclidate thei:r individua! suits
into one big suit. Mechanisms for consclidating suits de
existi--perhaps the most well-knowr device fe; achieving this
goal is the class action suit, but other mechanisms alsc czn

reach this end.

Tc be specific, suppose that the settlement rule is linear in

damages, and suppose thet the technologies for l1itigating and
settling erxhibit constant returns to scale. This is to sav, in

considering any suit, whether it be an individual suit or the



consolidated suit, the settlement rule is al(r,s) = b(r,s)D,
where D represents the reward at stake--h for an individual
suit and Th for the conscolidated suit, and settlement and
Iitigation costs in the consolidated suit are‘T times those in
the individpal suits. In this case it is straightforward to
show‘that if the consolidated suit will be litigated, then so
will the first of the sequential suits. The reasoning is
similar te that employed in the proof of theorem 2. The return
from litigating ail of the sequential suits erceeds the return
from litigating the consolidated suit because of the
possibility of driving plaintiffs out of the courts due to a
run of adverse decisions. This truncates the distribution of
rewards to the plaintiffs and also economizes on legal costs.

The return from settling all of the sequential suits equals the

return frem settling the consolidated suit. If it is ever
optimal to Ilitigate the seguential suits, it is optimal to do
sc at the outset. These statements can be put together exactly

.

as they were in the proof of thecrem Z to prove the result.

The conclusion here is that class action suits (and similar

to be settied than are &
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ceguence of incdividuail suite.
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plaintiffs are better cff with a ¢ zcticen suit, because =zt
P

least some of them are foregoing paycff relevant information
that would ctherwise be obtazinazbie from observed frecm previcus

suite. So far I have been unable f{¢ disgcern which sitvaetion is

better for the plaintiffs.



Other procedural rules can be evaluated as well. In a
subseguent paper I will use a variant of the mode! presented

here to discuss collateral estoppel.

Froposition | and theorems [ and 2 make use of the fact that

the defendant is risk nevtral. It is interesting to see how
far we can go when we alliow for risk aversion. How far we can
gc depends on how the reward process ie modeled. If we assume
that utility is additively separable over t ime (over
pleaintiffs) and strictly concave, it is easy to see that all
the results co through just as before. If we assume that the
defendant assigns utility to sums of all outcomes then

immediatly things are harder because proposition i need ne
longer be true. L defendant mav prefer to settle initial cases
in contemplation of horrendous losses from subseguent

plaintiffs, but he may be willing to risk litigaticn once the

pocl of potential pleintiffs becomes sufficiently semall.
Eowever there ig still &2 result of sorts zbout coensclidating
caces. It is the case thzazt settling a consclidated cese gives
the same return &as settling all ¢f the seqguential czases. It ig¢
alse the case that the return from litigeting all of the
secuential cases erceeds the retuern frem i1ticaeting the

consolidated case because it the distribution of mnet pavouts by

’

the defendant {including for litigation costs) can be shown teo

- .
H

have a lower exzpected value anc be less risky in the seguential
Came . Thus, sc lcng as the defendant's uvtility function does

not erxhibit increzesing absolute risk avercsicn, 1t will be the



case that if he litigates the «consolidated case, he will also
litigate at least one of the sequential cases. However, since
the defendant's optimal strategy is no longer a stopping rule,

he may not litigate the first case.

The models discussed in this paper are applicable not only to
bargzining in the shadow of repeated litigation but also to
cther bargaining sttuations. Labor arbitraticn presents
another erxample of a similar process. The general question
addressed in this paper 2lso arises whenever state contingent
contractsz must be written to cover some long period of time,
but contract writing s costly. In this setting each party
must decide whether to bear the cost of specifing the contract
fer & particular state of nature or to rely on some external
process to resclve any difficulties should this state arise. E

model for this gquestion will be more complicated than the model

cdiscussed here because of the bilateral nature of the
contracting process, but it would be rich in applications. The
issue of i1nformztion revelation caised in this paper will be
impertant in the contreact setting for determining the optimel
coverage anc ren cf contracte--both important prcblems in

contemperary ceoentracte thecrov .
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1. See Kreps and Wilson, and Milgrom and Roberts.

2. Through some mechanism of judicial precedent a previous
decision may increase the probability of & subseguent favorable
decision. ARlso, the parameters of the judicial process may be

unknown, and so learning behavior must be considered.
3. For examples of formal models of non-cooperative bzrgaining
games see, among others, papers by Mclennen and Rubinstein. In

an explicitly legal setting, see Coocter et. al.

4. S5ee Kreps and Wilson, Econometrica









