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An Econometric Model of Development: Comment

By SARA S. BERRY*

Sixty years ago, Joseph Schumpeter began
his Theory of Economic Development with a
discussion of the partial character of all
economic analysis. "Economic development
is ... simply the object of economic history
which in turn is merely a part of universal
history ... Because of this fundamental de-
pendence of the economic aspect of things on
everything else, it is not possible to explain
economic change by previous economic condi-
tions alone" (p. 58). Schumpeter was writing
primarily about the historical experience of
European societies who shared many com-
mon cultural and institutional features; his
point is, if anything, even more relevant for
contemporary students of economic develop-
ment who try to explain patterns of eco-
nomic change for a much greater variety of
societies. Yet, although many economists
have recognized that differences in the eco-
nomic pertormance of different societies can-
not be explained by economic factors alone,
few have attempted systematic analyses of
the respective roles of economic and non-
economic factors in generating economic
change. Consequently, the literature on eco-
nomic development offers few general prop-
ositions about the quantitative importance of
political and cultural factors for develop-
ment, or about the way in which such factors
interact with economic forces to alter the
structure or volume of an economy's produc-
tive capacity.

In their article "An Econometric Model
of Socio-Economic and Political Change in
Underdeveloped Countries," Irma Adelman
and Cynthia Taft Morris have undertaken
an important step toward filling this crucial
gap in the literature. Specifically, they have
attempted, using stepwise regression anal-
ysis, to estimate the importance of a large
number of variables for explaining differ-
ences in the economic performance of sev-

* The author is an assistant professor of economics at
Indiana University..

enty-three non-Communist countries during
the 1950's and early 1960's.1 They then used
the regression coefficients to calculate multi-
pliers measuring the impact of changes (of
one standard deviation) in eighteen of the
independent variables on a country's "de-
velopment potential."

They included a number of social and in-
stitutional variables which are not readily
quantifiable and explored relationships about
which there are few widely accepted theoret-
ical propositions. The significance of their
conclusions about how and why countries
develop economically depends not only on
the, form of their statistical analysis, but
also on their identification and quantification
of relevant variables and on their interpreta-
tion of the statistical associations discov-
ered. In all these respects the authors faced
formidable problems, which they have not
always solved very successfully.

I. The Independent Variables

In constructing quantitative indicators
for various institutional and social factors
which may affect countries' economic de-
velopment, Adelman and Morris follow the
general procedure of classifying countries
into several categories according to the fac-
tor in question and then assigning values to
the categories at arbitrary intervals on a
linear scale? They justify this procedure on
the grounds that al iheir variables are con-
tinuous and that "thi ly difference between
our case and the aore usual one is that
deficiencies in information led us to scale our
variables by means of a yardstick which has
demarcations at coarse intervals only (e.g.,

. In their article, Adelman and Morris label their
original dependent variable "development potential"
.but it consists of a classification of countries according
to several indicators of. past economic performance.
(p. 1188, fn. 6)

2 Detailed explanations of how Adelman and Morris
defined and measured the variables in their model are
given in their book, Society, Politics, and, Development.
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feet or yards instead of inches)" (p. 1204).
This argument is misleading since, for a
number of variables, the "intervals" to
which Adelman and Morris have assigned
equal numerical values do not represent
equal quantitative changes in the underlying
variables. For example, in constructing their
index of "social mobility" (Xa), the authors
assigned scores of 90 to countries with more
than 40 percent of the population aged 5 to
19 in school and more than 10 percent of the
active males in "middle class" occupations;
50 to countries with 25 to 40 percent of the
5-19 age group in school and 5-10 percent of
the active males in middle-class occupations;
and 10 to countries not classed in the above
groups (pp. 34-35). Thus, the 40 point dif-
ference between the first two groups repre-
sents a 1 to 15 percent .difference in the
proportion of school-aged children in school,
while the 40 point difference between the
latter two groups represents a 1 to 25 per-
cent difference in this indicator. In addition,
some countries received lower scores than
these criteria warranted because they were
judged to have "prohibitive cultural and
ethnic barriers to upward social mobility."
This criterion further obscures the meaning
of an interval on the social mobility scale
because it is not operationally defined. In
short, what the intervals seem to measure is
as much the authors' opinion (or the opinions
of anonymous "country experts") about the
extent of social mobility in different countries
as any objective evidence on the subject.$

Some of the independent variables in-
cluded in Adelman and Morris's model are
not only arbitrarily measured but also am-
biguously defined. A case in point is their
treatment of dualism, an overworked term

2 Moreover, by assigning arbitrary scores to different
cultural or political characteristics of a society, the
authors interject their own preferences into the esti-
mated relationships between those characteristics and
the society's economic performance. Another observer
who chose to "evaluate" the three levels of social mobil-
ity defined above at scores of 10, 5 and I would obtain
a different estimate of the regression coefficient relating
differences in social mobility to differences in the
authors' index of "development potential." For ex-
ample, see R. D. Luce and H. Raiffa's discussion of Ar-

in development literature which has long
ceased to have any precise meaning. The
original proponent of the term, J. H. Boeke,
defined it as "the clashing of an imported
social system with an indigenous social sys-
tem of another style" (p. 4). Others have
used the term to characterize economies with
various kinds of sectoral differences, e.g., in
technology and factor proportions, in the use
of money and exchange, in the institutions
available for capital accumulation and tech-
nical change, or in people's attitudes toward
work, profit and efficiency. In order to use
the concept of dualism in a quantitative
model, one is faced with the task of sorting
out various possible definitions into observ-
able variables whose relationship to develop-
ment potential can be interpreted meaning-
fully.

Adelman and Morris's definition does not
accomplish this task, but tends to reflect the
confusion in the literature. For example,
they assign the lowest score on their dualism
scale to the "largely agrarian societies having
extremely small exchange sectors."' At the
other end of the scale are "countries with
continuous interaction between modern and
non-modern elements" (p. 1214). Apparently
we are to assume that the larger the exchange
sector and the less agrarian the society, the
greater the degree of interaction between
modern and non-modern elements. But it is
not clear, either in theory or in practice, that
the exchange sector always grows at the ex-
pense of the agrarian sector. In many West
African countries, for example, commercial
activity and the use of money are wide-
spread, yet the majority of the population is
still 'engaged in agriculture. Indeed, the
authors appear to recognize this fact in dis-
cussing intermediate points along the scale:
"countries in which the growth of an in-
digenous small-scale cash-crop sector using
conventional techniques evolves at the ex-
pense of a traditional subsistence sector"
rank relatively high on the scale. This sug-

4 Adelman and Morris's terminology is somewhat
confusing here-they state that "positive changes in
dualism involve reductions in the cleavage between
modern and traditionai sectors" (D. 1194) or, the less
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gests that it is the extent to which goods are
sold for money, rather than the composition
of output or the occupational structure which
best reflects the degree of interaction be-
tween modern and non-modern elements. If
this is what the authors have in mind, how-
ever, it is difficult to see why they argue that
"societies in which a foreign-financed and
directed modern sector is superimposed upon
a predominantly agrarian society" should
rank below countries where cash-cropping is
widespread among the indigenous popula-
tion. In countries such as Zambia or Malawi
(which rank low on Adelman and Morris's
scale), many of the indigenous population
regularly exchange goods and services (e.g.,
labor services) with foreign-financed and di-
rected firms while continuing to engage in
traditional agriculture. Thus there is a good
deal of monetary exchange between modern
and non-modern elements. Evidently, the
authors had some other form of interaction
in mind, but they do not state it explicitly.
They have combined so many criteria (not
all of which are closely intercorrelated) in
their definition of dualism that is not clear
what they are trying to measure or what
significance ought to be attached to their
statistical estimates of the associations be-
tween dualism and other variables in the
model.

Moreover, in ranking individual countries
on their dualism scale, Adelman and Morris
have not applied their own criteria very
consistently. For example, South Africa
ranks well above Zambia, although in both
economies a "foreign-financed and directed
modern sector" exists side by side with a
low-income agrarian sector; Uganda, where
the bulk of the cash crops are produced
on small farms by indigenous farmers,
is scored below Rhodesia and Kenya, both of
which have substantial foreign-financed and
directed sectors. Since the authors do not
justify their rankings of individual countries
in detail, it is impossible to say what other
criteria they used. However, available data
suggest that South Africa does have a higher
per capita income than Rhodesia which, in
turn, has a higher per capita income than
does Uganda. If, in effect, Adelman and

Morris's index of dualism measures levels of
economic performance rather than some in-
dependent structural characteristic of the
economies in question, then the strong cor-
relation- they find between dualism and de-
velopment potential is neither surprising nor
very instructive.

I have discussed the ambiguities in Adel-
man and Morris's definition and measure-
ment of dualism at some length to illustrate
what seems to be a fairly extensive problem
in thair analysis. There is not room in the
present discussion to examine each of the
nineteen variables in their model, but dual-
ism is not the only one whose meaning is
ambiguous because the authors have either
combined several types of information in one
index or defined variables in such a way as
to assume relationships they are trying to
measure.'

II. The Regression Coefficients

Even for those variables which are un-
ambiguously defined, it is not always clear
why the authors interpret their results as
they do. In reading their initial premise,
that "there are no firmly validated theories
of the process of socio-economic and political
change [so that] we consciously avoided a
priori specification of the functions we wished
to fit" (p. 1184), one anticipates a fairly
thorough discussion of alternative interpre-
tations of these functions once they are
fitted. However, Adelman and Morris's ex-
planations of their regression coefficients and
the multipliers derived from them are very
brief. In many cases they consider only one
of several possible interpretations of a sta-
tistically significant, relationship. Take, for
example, the first regression equation which
the authors present (after the discriminant

'In other instances they have simply not taken the
trouble to express themselves clearly. In defining "the
importance of the indigenous middle class," one pre-
sumes that the authors do not really mean that "this
classification is based upon the relative size ... of
indigenous people in middle-class occupations" (p.
1214), but the fact that they say so does not increase the
reader's confidence in their other stated opinions or
conclusions.



COMMUNICATIONS 225

function which is used to construct the de-
pendent variable):

(1) X13 = .60X4 + .33X21 R= = .57

where X13 is the degree of improvement in
financial institutions; X4 is the degree of
industrialization; and XZ1 is the extent of
dualism. According to Adelman and Morris
this equation shows that increased demand
for credit in both industry and agriculture
has a favorable effect on the performance of
financial institutions. Since, as we have seen,
dualism is not quite the same thing as the
agricultural sector's demand for credit, their
interpretation of the second regression co-
efficient seems a bit arbitrary. More im-
portant, however, is their failure to explain
why the line of causation should run from
industrial expansion to improved financial
institutions rather than vice versa. In gen-
eral terms, it seems just as plausible to argue
that the growth of the banking system facili-
tates industrial expansion by helping to
mobilize potential savings and to inform
investors of their availability. In fact, in
their 1967 study, Adelman and Morris argued
that changes in structural variables might
be considered causes of changes in economic
performance because "it is difficult to see
how, in the short run at least, causality
could run in the opposite direction" (p. 175).
Evidently they have changed their minds;
one would be interested in their reasons for
doing so.

Another difficulty of interpretation arises
out of the authors' technique of analysis.6

Stepwise regression is useful in this kind of
study in that it permits one to select from a
large number of variables the few which are
most closely associated with a particular de-
pendent variable. Moreover, the technique
selects first that independent variable which
explains the greatest proportion of the varia-
tion in the dependent variable; second, the
independent variable wifich explains the
largest share of the remaining unexplained
variation in the dependent variable, and so
on. The disadvantage of stepwise regression

*I am indebted for this point to my colleague Jeffery
Green.

is that in selecting variables for inclusion in
the regression equation, if any of the inde-
pendent variables are intercorrelated so that
they affect the dependent variable jointly as
well as independently, the technique attrib--
utes all of the joint effect to the variables
selected for inclusion. Thus, some variables
rejected by the stepwise regression analysis
as not adding significantly to the R2 for a
particular relationship may, in fact, have an
important influence on the dependent vari-
able. In the present example, if a rejected
variable (say, X2, the gross investment rate)
is intercorrelated with X4, the regression
coefficient for X4 includes the joint effect of
X 2 and X4 on Xia. Thus, the conclusion that
the gross investment rate does not have a
significant effect on improving financial in-
stitutions in developing countries may be
incorrect.

III. The Multipliers

In the last section of their paper, Adelman
and Morris provide "a statistical explanation
of the economic and noneconomic forces
which directly and indirectly determine a
country's capacity for economic growth"
(p. 1184). Specifically, they use the regression
coefficients of the model to calculate multi-
pliers which estimate the quantitative im-
pact of changes in different socio-economic
and political variables on development (mea-
sured by the discriminant function), and
from the multipliers they draw conclusions
about the relative importance of different
variables for understanding how and why
economies develop. Their conclusions seem
questionable on several grounds. In the first
place, there is no more evidence for the mul-
tipliers than there was for the regression
coefficients concerning causal sequences. One
may argue just as plausibly from their data
that development will generate significant
changes in outlook, economic structure and
financial institutions as vice versa. Second,
because their regression coefficients may in-
clude joint effects of variables not included
in the equations (to say nothing of those not
specified to begin with), the meaning of the
multipliers is somewhat ambiguous. For ex-
ample, the multiplier for the improvement
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in financial institutions, 2.309, does not mean
that if the rate of improvement in financial
institutions rises by one standard deviation
then development performance will rise by
2.309 standard deviations ceteris paribus,
because other things are not necessarily equal.
But if the multipliers cannot be interpreted
in this fashion, it is not clear how they pro-
vide us with a valid ranking of the inde-
pendent variables in terms of their impact
on development.

Finally, the ambiguities in' the authors'
initial definitions and measurements of the
independent variables are in no way miti-
gated by the statistical analysis. Since we
still do not know, for instance, whose out-
look weighs most heavily in Adelman and
Morris's index of modernization of outlook
or what kinds of information they used to
measure differences in outlook, their con-
clusion that greater modernization of out-
look will have a significant impact on eco-
nomic development is not very enlightening.
In the case of dualism, insofar as the authors'
classification of countries was based on dif-

ferences in economic performance, their con.
clusion is tautological; otherwise it is merely
confusing. In short, although Adelman anc
Morris have undertaken an important anc
formidable task, they do not seem to hav4
solved enough of the problems inherent ii
any attempt to quantify interactions be
tween economic and ,noneconomic forces t(
have produced significant or conclusive re
sults.
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An Econometric Model of Development: Comment

By PETER ECKSTEIN*

In the December 1968 issue of this Review,
Irma Adelman and Cynthia Taft Morris
present a cross-section analysis of the recent
growth experience of underdeveloped coun-
tries. Their "econometric model of develop-
ment" seeks to supplement economic anal-
ysis and country case studies as means of
isolating those policies most likely to pro-
mote rapid development. The argument of
this note is that their model not only fails to
deal directly with some of the inherent prob-
lems of cross-country comparisons but also
neglects some of the prime rules of scientific
inquiry and offers, therefore, no reliable
guide to policy-making. In commenting on
their work, I shall also make reference to
their book, Society, Politics and Economic
Development, and to their journal article
which appeared in May 1968.

The model has three stages: a discrimi-
nant analysis of 73 non-Communist under-
developed countries grouped according to
"development potential"; a series of mul-
tiple regression equations for the four ex-
planatory variables that emerge as important
from that analysis; and a setof "multipliers,"
based on these two analyses and designed to
measure the impact on "development po-
tential" of some 18 political, social, and
economic variables. Each of these stages will
be examined in turn.

I. The Discriminant Function

Discriminant analysis is a method of find-
ing those characteristics which most clearly
set off the members of one group from the
members of other groups. Like regression
analysis, it is a means of explaining or pre-

* Assistant professor of economics, University of
Michigan, and research associate, Center for Research
on Economic Development. I am indebted to Elliot
Berg, Lester Taylor, Wolfgang Stolper, and Shanti
Tangri for careful and critical readings of earlier drafts.
This note represents a condensation of my larger dis-
cussion paper, "Quantitative Measurement of Develop-
ment Performance."

dicting a dependent variable (here called a
criterion variable) in terms of several inde.
pendent (or prediction) variables. Unlike
regression analysis, only the prediction vari-
ables of discriminant analysis are defined
continuously. The criterion variable is the
group membership of the observation where
this membership is known beforehand for all
the cases in the sample.1

Adelman and Morris begin their analysis
by classifying the countries by their average
annual rates of growth. of per capita Gross
National Product (GNP) between 1950-51
and 1963-64: "high" for rates above 2 per-
cent, "intermediate" between 1 and 2 per-
cent, and "low" below 1 percent. They ex-
plicitly reject, however, growth of GNP per
capita as a measure of the "prospects for
sustained economic growth" on the grounds
that there are many cases of "growth with-
out development." They therefore modify
the membership of these groupings in several
ways (discussed below) in order to arrive at
a classification according to high, interme-
diate, and low "development potential." Al-
though they begin with 29 potential predic-
tion variables, their final discriminant func-
tion requires only four to assign each of the
seventy-three countries a score closely ap-
proximating the mean for its own group and
to account for "over 97 percent of the overall
variance in membership." The four predic-
tion variables are "the degree of improve-
ment in financial institutions," "the degree
of modernization of outlook," "the extent of
leadership commitment to economic develop-
ment," and "the degree of improvement in
agricultural productivity."

Unfortunately, the impressive statistical
power of the function seems largely the re-
sult of the ways in which the authors have
defined and measured the criterion variable
and the prediction variables.

1 See, for example, Kendall's A Course in JMtliseiate
Analysis.
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Defining "Development Potential"

There are two general reasons for regret-
ting the decision to move from individual
estimates of country growth rates to group-
ings of countries by development potential.
By arbitrarily dividing the sample into only
three groups, they have lost information
about the substantial differences in growth
performance within each of the groups.2

Moreover, by attempting to transform group-
ings by growth rates into groupings by, de-
velopment potential, the authors have rested
the entire analysis on a concept that could
easily elude the most careful efforts at defini-
tion and measurement.

In practice, however, the authors neither
define development potential prior to the
analysis nor measure it independently of the
prediction variables. They move from esti-
mates of growth of per capita GNP to their
concept of development potential in three
distinct steps, each of which reduces the
extent to which the variable being explained
is observed independently of the variables
being employed to explain it.

First, six countries with high growth rates
are declared "unclassified" as to develop-
ment potential and initially excluded from
the analysis. Two-Panama and Burma-
are completely unexplained, while four are
African countries "in which, as of about
1960, over 90 percent of the population was
in the traditional subsistence sector where
per capita GNP had not changed signif-
icantly since 1950" (Adelman and Morris,
1967, pp. 89-90). For these four, then, poor
performance on one of the prediction vari-
ables-improvement in agricultural produc-
tivity-was the explicit basis of the declassi-
fication, but five of the six countries are pre-
dominantly low on all four prediction vari-
ables.

Next, because they are interested in "de-
velopment" rather than "growth," the au-
thors seek to eliminate from the high-poten-
tial category those countries whose high

SFor example, Turkey (with a per capita GNP
growth rate of 2.1 percent) is grouped (and therefore
assumed identical in "potential") with Greece (5.9 per-
cent) but not with Costa Rica (1.9 percent).

growth rates "had only a limited overall
impact within the economy." They there-
fore relegate to the intermediate category
eleven fast-growing countries that do not
rank "at least moderately high" with re-
spect to five out of seven "economic per-
formance characteristics."3 Unfortunately,
all seven of these characteristics are included
among the twenty-nine variables which the
computer later scans in order to build the
discriminant function. Not surprisingly, two
of the seven-improvement in financial in-
stitutions and improvement in agricultural
productivity-that are here used to cate-
gorize countries as to development potential
are also among the four that are eventually
"found" to be the best predictors of the
categories to which countries belong.'

The third step by which growth-rate group-
ings are transformed into development po-
tential groupings is the most disturbing. On
the basis of the rankings already described,
the authors develop an initial discriminant
function which contains four prediction vari-
ables-three of the four mentioned above,
plus "degree of improvement in physical
overhead capital" instead of the agricultural
productivity variable. When scores on this
discriminant function are calculated for the
sixty-seven countries in the analysis, twelve
countries are found to have ratings on the
prediction variables more characteristic of
countries in different categories of develop-
ment potential, while three are marginal.

Adelman and Morris react to these dis-
crepancies by observing that their confidence
in the initial classifications for potential was
"not especially high" inithe first place (Adel-
man and Morris, MAy1968, p. 277). They
do not explain howAther discriminant func-
tion could possess more validity than the
criterion variable from which it is directly
derived, or how their prediction variables-

= The seven are: change in degree of industrialization;
improvement in agricultural productivity; improvement
in physical overhead capital; improvement in financial
institutions; improvement in the tax system; and im-
provement in human resources.

' Examination of the ratings for the high-growth
countries confirms that those rated low on either of
these two characteristics were far more frequently
demoted to the "intermediate potential" category.

s
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apparently measured no more carefully or
objectively than the criterion variable-
could greatly exceed it in validity. Neverthe-
less, they proceed to employ both the dis-
criminant function and the initial classifica-
tions of the prediction variables not only to
classify the six countries for which develop-
ment potential had been treated as unknown,
but also to declassify the fifteen countries
which the function did not fit well. They
treat these new classifications and declassifi-
cations not as hypotheses but as the equivalent
of data-that is, as the input to (or exclusions
from) another discriminant analysis. The
discriminant function resulting from this anal-
ysis is then used to reclassify the unknown
development potential of the fifteen coun-
tries, and these classifications are treated as
part of the data input to a third discriminant
analysis.

When this procedure is complete, all
seventy-three of the countries have been
classified-although for twenty-one countries
observed growth performance has been
treated as irrelevant, and classification has
been based entirely on ratings on the four
prediction variables included in the first two
discriminant functions. When the third and
final function is calculated from those classi-
fications, it accounts for "over 97 percent of
the overall variance," and it renders "the
separation between groups.. . considerably
better ... and the dispersion within the
groups ... substantially reduced" (Adelman
and Morris, May 1968, p. 278). This should
not be surprising since the new function
employs three of the four prediction vari-
ables used in classifying so many of the ob-
servations.5

Thus, there are thre operations by which
a classification of countries by growth rates

6 In all there are 32 reclassifications in which 26 of
the 73 countries end up in new categories. In my dis-
cussion paper I have shown that the final discriminant
function produces very similar scores for countries
with high and intermediate rates of GNP growth,
though the low-growth countries generally score lower.
The ability to distinguish between countries ranked
high and intermediate on development potential is
largely achieved when the first discriminant function is
used to reclassify the 6 originally unclassified countries
and to declassify the 15 which fit it poorly.

evolves into a classification by development
potential, and each operation brings the
implicit definition of high development po-
tential closer to being nothing more than
high performance on the four final prediction
variables. There can, of course, be no scien-
tific interest in even the strongest of statisti.
cal relationships between variables that have
been defined to be similar.

Defining and Measuring the Prediction
Variables

At least some of the statistical power of
the discriminant function is based on under-
lying associations between the four predic-
tion variables and the rate of growth of
GNP." Unfortunately, we cannot conclude
from these associations that any of the four
is an independent cause of faster economic
growth. Two of the variables could easily
have been influenced by the same empirical
phenomena that lay behind the growth-rate
categorizations; the other two may merely
serve as proxies for more basic explanatory
variables.

"Leadership commitment to economic de-
velopment" is one of several qualitative or
"judgmental" variables; these were initially
quantified by the authors on the basis of
recent country studies and subsequently
checked by country experts (largely officials
of the U.S. Agency for International De-
velopment). Countries were ranked highest
on leadership commitment if the government
and central economic leadership had under-
taken "concerted efforts" to promote growth,
"serious attempts" to alter "institutional ar-
rangements unfavorable to growth" and
"some reasonably effective development
planning" (Adelman and Morris, Dec. 1968
p. 1216; 1967, p. 80). The difficulty is that a
judge must rely on indirect evidence to de-
cide whether all that commotion over plan-
ning and development really represents
"concerted" and "serious" effort, and the
best indirect evidence may be whether or not

The simple correlation coefficients with rate of
growth are: .35 for leadership commitment, .61 for
agricultural productivity, .54 for modernization, and
.6Q for financial institutions. The statistics are taken
from Adelmnan and Morris (1967).
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the effort is succeeding. Can a leadership
really be judged "committed," can planning
really be judged "effective," can institutional
reform really be judged a contribution to
growth, if the country is in fact not growing?
Until more independent measures can be
developed, we must suspect that unavoidable
biases of judgment, not underlying causal
relationships, account for some of the asso-
ciation between leadership commitment and
growth.

A second prediction variable, "ilnprove-
ment in agricultural productivity," was in-
tended to be a measure of total factor pro-
ductivity. For economies dominated by agri-
culture, even accurate and complete data
would be expected to show a high correlation
between output per worker (or per factor)
in agriculture and output per worker (or per
capita) in the economy as a whole. We can-
not find a great deal of theoretical interest in
an empirical finding that across countries in
which agriculture accounts for most of GNP,
agricultural productivity and GNP growth
rates are highly correlated.

In practice, the authors concede that even
"reasonably reliable" data were often not
available for either variable-and partic-
ularly not for the many low-income African
countries-and they were forced to rely on
purely "qualitative indications" or "esti-
mates" (Adelman and Morris 1967, pp. 87-
89, 104-108). There must have been available
very little concrete evidence, then, on which
to move from estimates of growth of output
per worker in agriculture to quantitatively
different estimates of the growth of output per
factor in agriculture or of output per capita
in the larger economy.

"Modernization of outlook," another judg-
mental variable, could easily be a proxy for
such basic economic factors as level of GNP
per capita or the extent of subsistence agri-
culture. In particular, a high negative corre-
lation of "modernization" with the "size of
the traditional agricultural sector" (-.82)
implies very few differences in the rankings
on the two variables. Those differences may
have been because of actual differences in
populair "ceutlook," but they also may have

been because the concomitants of high or low
growth colored the interpretations of the
experts. Indeed, the fact of growth itself
could easily have been taken as evidence of
popular support for "programs of political
and economic modernization"-one of the
major components of the definition of mod-
ernization of outlook. Even small differences
of this sort would be sufficient to account for
the greater explanatory power of this vari-
able when it enters the discriminant function.

The variable "improvement in financial
institutions" could easily be a surrogate for
the "widespread pattern of dynamic im-
provements" that the authors find "well
correlated" with it-"changes in the degree
of industrialization, improvements in agri-
cultural productivity, improvements in tax
institutions, and to a lesser extent, improve-
ments in human resources" (Adelman and
Morris, May 1968, p. 269). Its statistical
superiority over these other variables (sev-
eral of which were also involved in the defi-
nition of the criterion variable) may be
partly explained by the fact that one of its
two components is "the approximate in-
crease in the real value of private domestic
liabilities to the banking system" (Adelman
and Morris 1967, p. 121), apparently mea-
sured absolutely, not in relation to a growing
GNP. Thus, even if all countries maintained
a constant ratio of financial liabilities to
GNP, this measure would be larger for the
faster-growing economies.

Our examination of the four prediction
variables in the discriminant function, then,
provides no basis for confidence that they do
represent important causal forces explaining
differences in rates of'economic growth or
the potential for growth.

IT. Regression Analysis

The regression stage of the model is an
effort to explain the four prediction variables
used in the final form of the discriminant
function. These are introduced as the de-
pendent variables in four multiple regression
equations. Five additional regression equa-
tions are developed to explain some of the
independent variables a the first set, and
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four more are then developed to explain
some of the independent variables in the
second set.

In building an equation for each depen-
dent variable, the authors apparently began
with' all twenty-eight other variables as
candidates for inclusion and let the com-
puter choose those most strongly associated
with the dependent variable. In a few cases
"variables were omitted from equations in
which their inclusion would lead to a clear-
cut violation of the direction-of-causality
constraint," but the criterion was applied
only "sparingly." The unfortunate result of
this restraint is that very few of the actual
regression equations appear to describe gen-
uine causal relationships between indepen-
dent and dependent variables. There are
three general sources of doubt.

Definitional Overlap

Several of the dependent variables have
definitions which seriously overlap those of
the independent variables being used to ex-
plain them. For example, regression equation
(6) finds "the character of agricultural orga-
nization" most strongly explained by the
"size of the traditional sector." Yet "agri-
cultural organization" runs from "commu-
nally owned agricultural lands in which the
marketing of crops is only of incidental im-
portance," up to large and viable "commer-
cial owner-operated farms." The "traditional
sector" is defined as "traditional subsistence
agriculture in which ... marketing of sur-
pluses [is] of incidental importance"; it spe-
cifically excludes "modern commercial agri-
culture." Equation (7) in turn finds "the
size of the traditional sector" to be nega-
tively dependent on "the extent of dualism."
Yet the low point of the "dualism" scale is
"the largely agrarian society having an ex-
tremely small exchange sector." All we really
know from these relationships is that there
are many countries with a large share of
the population in subsistence agriculture-
whether this be classified as high on a "tra-
ditional sector" dimension or low on "dual-
ism" or "character of agriculture" dimen-
sions. If a high degree of correlation among

these dimensions holds any interest at all, it
is only as a reliability check on the coding
techniques.'

Implausible Causation

Many of the regression equations associate
effects with very implausible "causes." One
general difficulty is that variables represent-
ing short-run rates of growth are sometimes
used to explain variables which express long-
run levels. In equation (11) "the extent of
literacy" (level for population aged 15 and
over in 1958) is explained in part by "the
rate of improvement in human resources"
(measured by attendance ratio of school-age
population in 1961). The two variables should
be related-some coun tries have stronger
traditions of mass education than others-
but hardly causally, given that almost no
one aged 15 or over in 1958 was of school age
in 1961. In equation (12) the size in 1961 of
the "indigenous middle class" is explained by
the extent of social mobility in 1961.

A second difficulty is that some of the
equations seek to explain very "hard' eco-
nomic realities in terms of rather "soft"
social or political rankings. For example,
equation (8) explains the degree of "dualism"
in the economy as partly dependent on
"modernization of outlook." Equation (6)
explains the "character of agricultural or-
ganization" partly in terms of "leadership
commitment to development." Any implica-
tion that such transient attitudinal variables
as "commitment" and "outlook" are signif-
icant causes of the size of the subsistence
sector is better postponed to the day when
the scientific bases of Coudism are more
firmly established.

Inferences of Mutual Causation

Strong associations are far too readily in-
terpreted as evidence of mutual causation.
When two variables are strongly associated,
it is not unexpected that each will figure
prominently in a multiple regression equa-
tion for the other. In five cases where this
occurs the authors do not hesitate to attrib-

'For other examples, see Eckstein, pp. 17-18.
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ute this result to "reciprocal causation" or,
more grandly, to a "mutually reinforcing
feed-back relationship." For example, the
variable "rate of development of human
resources" is found in the equation explain-
ing the "change in the degree of industriali-
zation," while the industrialization variable
is found in the equation explaining the hu-
man resources variable. In the authors' in-
terpretation, not only does human invest-
ment remove constraints on industrialization,
but industrialization creates a necessary de-
mand for human investment. The authors
offer no justification for automatically dis-
carding three alternative interpretations of
the observed association: the unidirectional
impact of industrialization on human invest-
ment, the unidirectional impact of human
investment on industrialization, or the im-
pact of a third variable (e.g., governmental
activism) on both phenomena. Nor do they
consider whether the regression coefficients
should be adjusted downward from their
observed levels so that each does not reflect
individually a full association that they are
assumed to be causing together.

III. The Multipliers

The culmination of the econometric model
is the calculation of multipliers estimating
"the relative impact of the various economic
and noneconomic forces represented in the
model upon the potential for economic de-
velopment." Only the four prediction vari-
ables are assumed to have a direct impact on
development potential; but all eighteen in-
dependent variables in the regression equa-
tions are assumed to have an indirect impact
through the network of relationships to the
prediction variables which those equations
imply. There are two important problems
with this multiplier analysis.

Utilization of Cross-Section Relationships

As econometricians have long recognized,
there are substantial limitations on our
ability to use cross-section analysis either to
infer intertemporal relationships from the
past or to project such relationships into the
future. The inf erence of past time-series re-
lationships requires that they have been

neither exaggerated nor obscured by such
factors as: differences among countries in
their economic institutions; differences in the
environment-external and internal-within
which different economies function; causal
interactions among variables; disequilibria
in relationships at the time of observation;
and the impact of the relative performance
of other nations. Even if the cross-section
estimates actually do reflect intertemporal
relationships, their use as a basis for projec-
tions into the future requires that no signif-
icant lags will exist in a country's response to
a 'new level of performance; and that dy-
namic considerations-technological prog-
ress, changing consumer tastes, and a shifting
structure of world demand at higher world
income levels-can safely be ignored.8 The
authors do not address themselves to any of
these thorny issues. It seems unlikely, how-
ever, that these requirements are met by
very many of the relationships described in
their model.

Lack of Independent Basis

The authors never attempt to establish a
logical relationship between the discriminant
analysis and the multipliers. In the earlier
analysis all twenty-nine variables were ex-
amined for their relationship to development
potential, and four of these were found suffi-
cient to account for more than 97 percent of
the variance between groups. Are we to take
that result as meaningful, or must we go
beyond it and see as significantly related to
development a whole slew of variables that
were already tried and found unable to ac-
count for more than 3 percent of the remain-
ing variance? If we must go beyond the
results of the discriniinant function, would
we not be more interested in the direct asso-
ciation of each of the variables with develop-

, ment potential itself, rather than the indirect
association through the four variables in the
discriminant function?

These questions could have practical im-
plications, because there are wide discrep-
ancies between the results of two analyses,

* See Eckstein, pp. 21-22, for possible applications tc
the model.
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Two prediction variables-the degree of im-
provement of financial institutions and the
degree of modernization of outlook-emerge
from the multiplier analysis as still the most
important influences on development poten-
tial. However, the other two prediction
variables-ieadership commitment to eco-
nomic development and improvement in ag-
ricultural productivity-fall to eighth and
tenth place, respectively. What advice, then,
are we to give to the development planner
who might wish to act on the basis of
the values in the Adelman-Morris analysis?
Should he seek to inculcate leadership com-
mitment and to increase agricultural pro-
ductivity, as suggested by the discriminant
analysis? Or should he attempt to reduce
dualism, to make physical overhead capital
more "adequate," to accelerate industriali-
zation, and to increase investment in human
resources-all of which have greater im-
portance in the multiplier analysis?

Anyone tempted to employ the Adelman-
Morris multipliers should examine the highly
indirect relationships on which they are con-
structed. For example, the seventh largest
multiplier is that for "rate of improvement
in human resources." Fully 61 percent of its
value comes from making possible more rapid
industrialization, and in turn fully 85 percent
of the multiplier for industrialization comes
from its impact on "improvements in finan-
cial institutions." The latter variable carries
the largest multiplier of all, and both the
earlier ones are largely based on it. The im-
plication then, is that one should attempt to
influence a variable that has no directly-
demonstrated relationship to development
primarily because it may influence another
variable that also has no directly-demon-
strated relationship to development bit that
may influence a third variable which may
have a direct relationship. It may be that
"For want of a nail. . . a kingdom was lost,"
but more than mere statistical association
would be required to establish so tenuous a
chain of causation.

IV. Structured vs. Unstructured Models

Throughout their joint work-ncluding
the factor analysis not covered in this dis-

cussion-Professors Adelman and Morris
have relied on completely unstructured sta-
tistical techniques. In both the discriminant
and the regression analysis, they "consciously
avoided a priori specification of the func-
tions" and instead presented the computer
with a long list of variables and "let the data
specify the model." Thus, they are forced to
judge variables entirely by their contribution
to the explanatory power of the equation.
The high multicollinearity in their data,
however, renders this doubly dangerous. One
typical result of collinearity is that coeffi-
cients of the variables have very large stan-
dard errors of estimate. Even when a coeffi-
cient is significantly different from zero (as
are most of those in the Adelman-Morris
regression equations), it is very unlikely to
be significantly different from the coefficients
of other closely-related variables. Thus, dis-
criminant functions and regression equations
are built on the bases of very narrow statis-
tical differences, and their compositions are
easily determined by random influences or
small biases. Yet the authors take their re-
sults at face value and assume, for example,
that the twenty-five variables not included
in the discriminant function are important
only insofar as they help explain the four
variables that are included. When the data
are highly collinear, however, the case is
stronger than ever for using as much logic,
theory, and prior knowledge as the investi-
gators can muster in order to preclude a
capricious selection among available explan-
atory variables.

The authors argue that their unstructured
statistical techniques are necessary at this
stage in the study of development, "since
there are no firmly validated theories of the
process of socio-economic and political
change."9 Yet even if we have very few
answers-established quantitative measures
of the empirical relationships among vari-
ables-certainly we know enough about the
logical relationships among variables and

* Note that the authors themselves must have had
such a theory in mind when they required that a fast-
growing country score high on five out of seven particu-
lar variables in order to qualify as having "high de-
velopment potential,"-
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levels of analysis to be able to pose questions
in an ordered manner. For example, the rate
of growth of GNP per capita might be ex-
pressed as the rate of growth of GNP minus
the rate of growth of population. The growth
of total GNP might then be disaggregated
into a weighted sum of either the growth of
sectors or the growth of individual factors
and their overall productivity. The growth
of population might be expressed as the
difference between crude birth rates and the
rates of mortality and net emigration. Given
these disaggregated measures of performance,
development might be conceived as a three-
stage process in which the country's "re-
sources"-its natural wealth, physical capi-
tal, and human attributes-become translated
through "economic action," governmental
policies and private behavior, into "economic
performance."'0 The point, however, is not
the operational or theoretical merit of a
particular framework, but merely that the
absence of "firmly validated theories" does
not prevent us from conceptualizing a process
in a way that may lend some order-and
greater meaning-to empirical analysis.

V. Conclusions

There are many problems inherent in any
attempt to separate out the strands of causa-
tion in the complex web of differences in the
performance and potential of underdeveloped
countries. Unfortunately, Professors Adel-
man and Morris have not adequately ad-
dressed themselves to these problems. There
may be methods of direct observation that
would permit the objective measurement of
such subjective phenomena as "commitment"
and "outlook"; but it is impossible to be
confident that purely "judgmental" mea-
sures can ever be purged of the judge's
preconceptions as to their causes and con-
comitants. Measures of the rate of growth of

1o This would imply that very unlike processes are
being mixed in the authors' attempt to compare in one
function the relative importance of two "resources"
(modernization of outlook and leadership commitment),
"ne set of "actions" (improvement in financial institu-
tions), and one element of "performance" (improved
enioiuial productivity).

per capita GNP in underdeveloped countries
are themselves fraught with great uncer-
tainty; but even the best of empirical mea-
sures would prove an inadequate foundation
for the elusive concept of "development
potential." Comparisons across countries can
offer clues as to intertemporal relationships;
but careful justification would be required
before policy implications could safely be
inferred from even the best-established of
cross-section findings. No statistical tech-
nique can by itself separate out causes,
effects, and joint effects or even the most
important associations among closely cor-
related variables; but completely unstruc-
tured techniques, in which theory and prior
knowledge are neither tested nor used to
order the relationships are the least likely
to produce meaningful results.

The greatest problems with the study,
however, are not the inherent ones. In order
to persuade us of the validity of their model
as a whole, the authors would have to demon-
strate first the soundness of both their dis-
criminant and their regression analyses and
then the legitimacy of their "multipliers" as
a separate level of inquiry. Yet in neither sta-
tistical analysis do they establish either the
independent measurement of the variables
they are relating or the structural logic of the
relationships they are describing. They also
fail to make clear why the "multipliers,"
describing as they do indirect associations
with development potential, should be taken
more seriously than any direct associations
that might be observed.

The general conclusion the authors offer is
that "the important impediments: to in-

creasing capacity to develop" that emerge
from the model "are social and political as
well as economic." This is intrinsically a
rather plausible statement. Unfortunately,
neither its plausibility nor that of the specific
relationships described has been augmented
by any of the statistical results which com-
prise the "econometric model of develop-
ment." On the contrary, our analysis of the,
model suggests that formidable obstacles
remain to be confronted before the measure&
mnent of cross-sectional statistical associa-!
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tions can begin to challenge economic analy-
sis-the creative interaction of general
theory and the knowledge of particular insti-
tutions-as the fundamental tool of policy-
riaking for economic development.
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An Econometric Model of Development: Reply

By IRMA ADELMAN AND CYNTHIA TAFT MORRIS*

The comments of Peter Eckstein and
Sarah Berry highlight the major methodo-
logical issues in our cross-section analyses of
socio-economic and political change in
underdeveloped countries. Our purpose in
this reply is to clarify those characteristics of
our research design and data which dis-
tinguish them from more conventional ap-
proaches; and to note our agreement or dis-
agreement with the major comments. Our
reply touches on both our earlier and current
work since "An Econometric Model of
Development" represents only one segment
of our research and treats only sketchily the
underlying methodological issues.

Before proceeding further, we would like
to emphasize the limitations we have imposed
on our work. We have not claimed to offer a
"reliable guide to policy-making." We have
not attempted to explain differences in rates
of change of per capita GNP. We certainly
have not claimed at this early stage of our
inquiries to have "separated out causes,
effects, and joint effects." We have used an
empiricist approach to construct an explora-
tory model and have described cause and
effect relationships implied by the model. We
can make no better correction of Eckstein's
view of our purposes than to repeat the
final statement of our paper:

... it is to be hoped that the various
noneconomic and economic features of
low-income countries that appear in the
present model to have particularly strong
effects upon development potential may
give some indication to social scientists
of the most profitable directions for re-
search into the determinants of inter-
country variations in overall capacity to
perform well economically in the long
run.1

* The authors are, respectively, professor of econom-
ics at Northwestern University and professor of econom-
ics at The American University.

1 Adelman and Morris (December 1968, p. 1212).
The italics have been added.

I. Statistical Methodology: General Comments

In designing our recent research on the
interrelationship between economic and non-
economic forces in economic development,
we have used statistics as a tool for indicat-
ing the structure of the underlying phenom-
ena rather than as a device for testing
hypotheses. We have chosen this approach as
most efficient in view of the extremely small
quantity of validated knowledge concerning
the "laws" governing the complex inter-
actions between economic, social, and po-
litical forces in the process of economic
development and modernization. Since the
statistical theory for testing a given hy-
pothesis against more than one alternative
is at an early stage of development, the
hypothesis-testing approach is only efficient
when an operationally testable hypothesis
can be formulated, and the equally plausible
alternative hypotheses capable of formula-
tion are few in number and clearly distin-
guishable. Neither of these prerequisites
appears to be satisfied in the field of research
under discussion.

The literature of economics, history,
sociology, and anthropology have produced
a large number of reasonable, yet not well
validated theories which would justify'the
choice of a multiplicity of alternative vari-
ables for the explanation of intercountry
variations in economic development. There-
fore we see no grounds for Eckstein's view
that an a priori choice among competing
hypotheses is either less arbitrary or more
meaningful than a selection made by a rea-
sonable and fairly robust empirical procedure.
We need hardly add that we reject his recom-
mendation that the problems posed by the

$ For a discussion of this point, see E. L. Lehman who
develops the theory of hypothesis testing against
multiple alternatives for the case in which the alterna-
tive hypotheses can be parameterized. The latter con-
dition is seldom met for the kind of alternative hy-
potheses relating to our present research.
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presence of interrelated qualitative influ-
ences be solved by a priori specifications
limited to directly measurable and (we
suppose) weakly intercorrelated influences.
It so vitiates the formulation of the problem
that it in effect would require that we change
the subject of our inquiry.

The only specific suggestion for an alter-
native model which Eckstein makes relates
only marginally to the subject of our re-
search. Furthermore, it by no means escapes
the methodological problems posed by the
existence of a multiplicity of interrelated
influences in economic development. His
three-stage model would face a serious
problem of direction of causality since the
private and government actions by which
his resources are translated into economic
development are, in fact, major causes of
changes in the quantities of inputs. In addi-
tion, there are significant intercorrelations
among the va'rious actions as well as among
the various elements of economic perfor-
mance. Eckstein's failure to escape these
difficulties reinforces our view that the prob-
lems he cites are inherent in our subject of
inquiry and are not quite so amenable to
solution as he supposes, even with a priori
specified models.

It is our belief that there are many differ-
ent ways to approach subjects of scientific
inquiry, each with its own special defects
and advantages as well as defects and ad-
vantages held in common with other ap-
proaches. We are not recommending the
rejection of structured techniques nor ob-
jecting if others prefer to apply them to our
subject. We simply consider them less suit-
able than unstructured techniques for our
particular research given the general state of
knowledge and our particular resources at
this point in time.

The Robustness of our Research

Mr. Eckstein and Mrs. Berry have ac-
cused us of arbitrariness particularly with
respect to decisions we have made in pre-
paring our various definitional schemes.
Yet they are both certainly aware that
arbitrary assumptions do not, in and of
themselves, invalidate a model. The first

point we would like to stress in discussing the
arbitrariness of our assumptions is that the
choices we faced were not, as our critics
imply, between arbitrary decisions we have
made and nonarbitrary decisions we might
have made. On the contrary, because of the
unsatisfactory state of the general theory of
social change and modernization, the fact
that the concepts in which most theoretical
discussions are couched are not operationally
defined, the inadequacies of factual informa-
tion on developing countries, and the pro-
hibitive cost of direct measurement, our
choices of assumptions for data construc-
tion invariably involved a selection among
arbitrary alternatives. In making the neces-
sary decisions, we relied upon the same con-
siderations which influence the decisions of
most other investigators; that is, a priori
reasoning, judgments regarding data avail-
ability, our common sense, and an evalua-
tion of the sensitivity of the results to our
choices. However, whereas the various
simplifying assumptions on which conven-
tional economic composites are based are
familiar, there are few precedents for the
choices which we had to make in order to
prepare our definitional schemes.

In discussing the arbitrariness of our as-
sumptions, Eckstein in particular has em-
ployed some fine rhetoric to indicate that a
number of decisions made in the course of
our research could affect the results we ob-
tained. Yet nowhere does he even hint that
the evaluation of the extent of arbitrariness
of any assumption in any model requires,
among other things, a study of the actual
sensitivity of the results of the model to
reasonable alternative a priori specifications.
We would not, ourselves, claim to have
avoided completely assumptions to which
our results will prove sensitive upon further
testing. Nevertheless, since neither Eckstein
nor Mrs. Berry has performed any sensitiv-
ity tests, despite the fact that the raw ma-
terial for doing so was available to them,
their confidence that the results would vary
greatly with specific alternative definitions,
measurement of the variables, and choices of
procedures is rather surprising.

For example, Eckstein contends that we
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TABLE 1-COMPARISON OF FINAI MULTIPLIERS
RESULTING FROM THE USE OF DISCRIMINANT

FUNCTIONS D;' AND D'.

Variable Multipliers Ranks based on Multipliers

D,' D' Di' Dj,

X,:' 2.212 2.309 1 1
X~' 1.705 2.169 3 2
X21' 1.832 2.13 2 3
Xa'b 1.545 1.98 41 4
X4' 1.545 1.624 41 5
X2' .913 1.062 6 6
X~' .873 .955 7 7
X4 ,' .727 .940 9 8
X.' .754 .884 8 9%
X 7

1c .095 .823 13 10
X,' .685 .797 10 11
Xso' .414 .536 11 12

X27# .347 .407 12 13
X,'c .033 .288 15 14
X47' .052 .018 14 15
Xu -. 232 -. 300 17 16
X4,-.253 -. 310 18 17
X' -. 168 -. 320 16 18

See text for explanation.
b One needs to add to this the change in physical

overhead capital
* Agriculturally related.

ought to have used the first discriminant
function (Di') obtained in our original dis-
criminant analysis rather than the second
(D2') as a starting point for our econometric
model. Table 1 presents the multipliers ob-
tained using both Dl' and D2'. It indicates
that the ranking and order of magnitude of
the multipliers of the first nine variables are
virtually unaffected. The primary effect is
to reduce the already low multipliers of the
agricultural variables while leaving the order
of magnitude and ranking of the other mul-
tipliers essentially unchanged. This was to
be expected, since the replacement of the
index of improvements in physical overhead
capital by the indicator of improvements in
agricultural productivity is the principal way
in which D2' differs from Di'. The finding
that the final multipliers are fairly insensi-
tive to alternative specifications of the struc-
ture of the present econometric model is
further reinforced by the virtual identity of
the multipliers obtained through the step-
wise procedure with those which result from

the application of the techniques of canonical
analysis to the same data. (See Adelman,
Geier, and Morris, May 1969.) As is well
known, canonical analysis is equivalent to a
limited information simultaneous equation
procedure. Thus, the ranking in the model of
the important forces affecting development
potential appears rather insensitive to the
choices made in constructing both the dis-
criminant function and the model.

Mr. Eckstein discusses certain variables
in our discriminant function which he im-
plies .entered merely by chance. We have
tested the robustness of the choice of vari-
ables in our final discriminant function to
alternative statistical criteria for adding and
deleting variables. An alternative stepwise
discriminant procedure which uses the F-
ratio test instead of the generalized distance
criterion yields results identical to D2'.

Mrs. Berry criticises the arbitrariness
involved in our choice of scoring scale. In
our reply to 0. T. Brookins' criticism of our
scoring scheme we presented factor analytic
results based upon three alternative trans-
formations of our numerical data inputs
(logarithmic, squaring and rank), (see Adel-
man and Morris, forthcoming). Not only
does the mean absolute difference in factor
loadings never exceed .08, but in only one
instance out of 267 for the three test analyses
is the loading sufficiently different to lead to
the assignment of a variable to a factor
different from that to which it originally was
assigned.

How many conventional econometric
models perform as well? In different esti-
mates of consumption functions with similar
data but over different (though overlapping)
time periods, the marginal propensity to
consume out of quarterly disposable income
was found to vary between .1 and .6, the
long-run marginal propensity to consume to
range from .60 to .98, and the estimated co-
efficient of past peak income to be anything
from a significant value of -. 625 to an in-
significant value of -. 241. (See Griliches,
Maddala, et al.; Zellner; Duesenberry et al.)
In alternative estimates of production func-
tions for the United States the elasticity of
output with respect to labor was estimated
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to be as different as .18 and 0.95 despite the
use of the same functional form. (See Klein
and Goldberger, Valavanis-Vail.) In the
study of investment behavior, estimates of
the elasticity of capital stock with respect to
relative price range anywhere from a value
of .8 to a value of .09, and with respect to
output anywhere from a value of .6 to a
value of 1.0. (See Eisner.) Yet, all these widely
divergent estimates were obtained by well
recognized econometricians sharing a com-
mon theoretical framework and applying
similar econometric techniques to analogous
bodies of empirical information. Thus, a
comparison of the sensitivity of the results
of our analyses with the sensitivity of results
of other econometric work indicates that our
research is quite robust, not only in absolute
terms but also by the standards of more con-
ventional econometric studies.

Since we have used unstructured tech-
niques of statistical analysis for the purposes
of hypothesis-making, there is yet another
test of validity applicable to our research,
namely, whether the hypotheses suggested
by the various statistical manipulations of
our data are mutually consistent. After all,
the use of inductive techniques is likely to
provide a good foundation for theory con-
struction only if the hypotheses suggested by
different analyses are both sensible when
viewed in isolation and mutually compatible.

While it is somewhat too early in our work
to apply this criterion of robustness with
great stringency, we can cite several general
propositions whose validity is reinforced by
the several different pieces of empirical
analyses. First, our work shows that in the
analysis of economic development, the di-
vision between endogenous and exogenous
variables along traditional disciplinary lines
can produce misleading results. This conclu-
sion emerges from our socio-political factor
analyses published in 1967 in which social
and political forces explain 79 percent of
intercountry differences in economic growth
rates for low-level underdeveloped countries,
49 percent for the intermediate-level, and 61

.percent for the high-level (pp. 187, 213, 241).
It is reinforced by our discriminant analysis
of May 1968 in which only 2 out of 4 vn

ables explaining variations in development
potential are economic (p. 277). It is further
strengthened by our paper in this Review in
which we found that 67 percent of the rela-
tionships of the economic variables are with
noneconomic variables and that, of the mul-
tipliers which exceed .80, only 4 are purely
economic (p. 1201 ff).

Second, in studying economic perfor-
mance, one should distinguish among a mini-
mum of three different typologies of under-
development. In our factor analysis of 1967
we found systematic differences between the
patterns of interactions among economic and
noneconomic influences upon rates of eco-
nomic growth for the three subsamples
representing successive levels of development
(pp. 6-7, and Chaps. V-VII). This evidence
is reinforced by our canonical analysis of
May 1969 in which we found systematic
variations in relationships between policy
instruments and policy goals for countries at
different levels of development (pp. 416-23).

Third, for an average underdeveloped
country, the connections be'tween economic
and sociological forces are more intimate
than the connections between economic and
political forces. In our 1967 full-sample factor
analysis of per capita GNP, 40 percent of
intercountry differences in income per head
were explained by social and socio-economic
variables and only 26 percent by political
forces (p. 151). In our econometric model in
this Review, 90 percent of the interconnec-
tions between economic and noneconomic
variables were between variables in the
economic block and variables in the social
and socio-economic blocks and only 10 per-.cent were with political forces (pp. 1201-3).

Fourth, the most important political
variable for economic performance is the
nature of leadership attitudes towards eco-
nomic development. This conclusion emerges
from our 1967 socio-political factor analysis
of rates of economic growth for high-level
underdeveloped countries in which extent of
leadership commitment by itself accounted
for approximately 59 percent of intercountry
differences in rates of economic growth. It is
reinforced in our May 1968 discrminant
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economic development was the only political
variable in the discriminant function. This
conclusion is also emphasized by the multi-
plier results of our econometric model in
which the extent of leadership commitment
to economic development was the only
political variable to enter the "top ten"
list.

Thus there would appear to be a fair ex-
tent of congruence among hypotheses derived
from various different statistical analyses
performed by us with our data. ,

We have been quite aware that the ap-
propriate scientific procedures for evaluat-
ing a model include fairly extensive test-
ing of the sensitivity of the results to
reasonable changes in its specifications.
Consequently, an important part of our
past and present research has been devoted
to such tests.3 Preliminary tests suggest that
our results are not very sensitive to reason-
able variations in the specification of our

3 In addition to the sensitivity tests reported upon in
the text, while preparing our data we tested the sensi-
tivity of our factor analyses to changes in the definition
of selected variables for which we had a choice of feas-
ible possibilities. In defining the degree of centraliza-
tion of political power in two different manners, for
example, we found our results substantially unchanged.
Compare the factor analysis results based on the first
definition in our 1965 paper (p. 562) with those based
on the second definition in our 1967 study (p. 58 and
p. 151). We defined improvements in human resources
in several ways: one stressing primary education; one
emphasizing primary education for low-level countries
and secondary education for more developed countries;
and one based on a combined index of secondary and
higher education. Since our results for the different
samples did not change significantly with these var-
iants, we chose the third alternative as the simplest to
prepare and as reasonable a priori as the others.

We have also tested the sensitivity of our factor
analyses to changes in the loss of information due to our
grouping procedures by varying the number of cate-
gories for several indicators (e.g. changes in per capita
GNP, gross investment rates, crude fertility rates) for
which we had point estimates for the majority of coun-
tries in the sample. Since the results proved relatively
invariant to changes in the number of class intervals,
we chose that number of brackets which gave us both
reasonable discrimination among countries and reason-
able reliability of the judgmental information used to
make interval estimates for countries without point
data.

data,' to our scoring techniques, or to the
detailed structure of our econometric model.
In addition, different statistical approaches
appear to lead to mutually reinforcing con-
clusions.

II. Data: Theory and Taxonomy

Our research efforts of the past six years
have been directed to the interaction of non-
economic and economic influences in the
economic development of underdeveloped
countries. We have chosen to approach this
subject through quantitative analyses of
those social, political, and economic char-
acteristics of underdeveloped countries
which, according to a priori reasoning,
descriptive historical studies, and the rele-
vant social science literature seemed likely
to affect the economic performance of de-
veloping countries. Our subject of inquiry
and choice of approach required us, there-
fore, to devise measures of qualitative non-
economic and economic institutional char-
acteristics for which the full range of
underdeveloped countries could be ranked.

Direct measurement of the relevant in-
fluences was rarely possible because of over-
whelming data deficiencies. Choices of in-
direct measurements were constrained by
the small number of feasible alternatives for
tle measurement of each influence. Finally,
in choosing to include countries for which
all data were poor (usually those at the
lowest development level) and thereby to
avoid a major bias present in most cross-
section studies of developing countries, we
were restricted to measurement by intervals
sufficiently wide so that descriptive and
judgmental information could be used to
make reasonably reliable interval estimates.

Our critics have f ailed to distinguish clearly

4 As would be expected, our results have proved sensi-
tive to changes in definition which involved major
conceptual revisions. Our original measure of "intensity
of nationalism and sense of national unity" associated
with leadership characteristics. We replaced it in re-
sponse to criticisms by Everett Hagen with a measure
of the "degree of national integration and sense of
national unity" which associated with indicators of
social development. Compare the results cited in fa. 3.
(See also p. 55 of our 1967 study.)
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between difficulties peculiar to our data and
those which our data share with conven-
tional economic and psychological data. We
sha)l therefore discuss what are the essential
attributes of our data. In particular, we
shall point out their multidimensionality,
their qualitative and ordinal character, and
our translation of ordinal ranks into cardinal
scores. We will then consider in some detail
the conceptualization and definition of
qualitative indicators.

Multidimensionality of Data

Almost all our variables are composites of
several component elements. Consequently,
as for all composites including such indices
as GNP, cost of living, and intelligence,
either a formal theory or an a priori con-
ceptualization of the phenomenon is re-
quired in order to construct an aggregate
index. What distinguishes our data from
conventional aggregates is not the use of
theory in measurement, but the fact that
the a priori judgments we have made in ag-
gregating the components of each index are
less securely based in explicit theory than is
the case for conventional composites.

Qualitative Character of Data

Most of our indicators are either purely
qualitative or partly qualitative variables
in which descriptive information and expert
opinion were used to classify individual
countries. The ranking of individuals by
expert opinion is a completely accepted pro-
cedure in psychology; nevertheless, there
are several pitfalls in its application. Experts
may interpret concepts and definitions
differently; their opinions about the facts
may differ; and they may be biased. We at-
tempted to minimize the effects on our data
of these sources of variation in expert opin-
ion; we used interviews to probe differences
in expert reactions to both our definitions
and the individual country classifications.
Moreover, we attempted to define our con-
cepts operationally prior to the consultation
of experts. By using relatively objective
criteria for ranking individual countries, we
sought to eliminate systematic errors in our

data arising from expert biases of various
sorts.' With respect to the extent of leader-
ship commitment for economic develop-
ment, for example, these criteria included:
the presence or absence of cooperation be-
tween the government ministries, planning
agencies, and national banks, engaged in
central guidance of the economy in actions
to promote growth; the presence or absence
of leadership measures for institutional
changes to promote economic growth (e.g.,
land reform); the presence or absence of full-
time planning groups engaged in both
planning for and execution of national plans.
The application of these criteria permitted us
to rank the majority of countries with the
use of descriptive information. Experts were
consulted only in order to resolve doubtful
cases. Our critics would do well to study
carefully the criteria for classifying countries
specified in our actual definitional schemes.
Mr. Eckstein appears to have based his
criticism on his intuitive view of the concepts
suggested by the titles of the indicators,
while Mrs. Berry has based her criticisms on
her reactions to our general statements pre-
ceding the definitions.

While it is obvious that we have not suc-
ceeded in eliminating all expert biases of
various sorts, we reject Eckstein's conten-
tion that there is a systematic bias in our
data due to the tendency of experts to as-
sume that good growth performance is
achieved by committed leadership. The
evidence supporting our view6 is that the
simple correlations between rates of growth
of per capita GNP and most of our socio-
economic and political variables are signifi-
cantly different for the subsamples repre-
senting different levels of development; the
correlations between economic growth rates
and leadership commitment to development,
for example, are .59, .16, and -. 02, for the
high, intermediate, and low groups of
countries, respectively. To maintain that the

I For a useful discussion of the nature and varying
importance of different kinds of errors in measurement,
see our 1967 study (pp. 199f.)

* It is readily available in the Appendix of our 1967
study.
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barely statistically significant correlation of
.35 for leadership for the full sample is due
to bias, it is therefore necessary to assert
that the bias of experts varies significantly
with the level of development-a rather
implausible contention. To reemphazise our
basic point, we do not claim that some or
even many experts were not biased in various
ways but only that these biases do not ap-
pear to have systematically distorted our
results.

Cardinal Translation of Scores

The third special characteristic of our
data, the assignment of numerical scores to
ordinal data is criticized by Mrs. Berry.
We have discussed this in detail in our
forthcoming paper, but let us note here
again that our procedure is an accepted and
conventional one in the field of psychology.
It is no more arbitrary than a host of other
commonly accepted econometric simplica-
tions and abstractions. The practical point,
surely, is the sensitivity of the results to the
choice of scale; as already indicated, our
preliminary tests suggest that the structure
of interrelationships underlying our data
are surprisingly insensitive to wide varia-
tions in methods of scoring.

It should be noted that the choice of a
cardinal scale with equal intervals even for a
measurable characteristic such as school
enrollment ratios is in no way free of possible
bias. It involves a selection among such alter-
natives as raw scores, squares, logarithms or
other transformation. This choice must be
based in part on the presumed relationships
between school enrollment ratios and what-
ever underlying characteristic (such as the
quantity of skilled human resources) they
are presumed to measure as well as on the
presumed relationship between that under-
lying characteristic and the purpose of the
investigator's inquiry. In our own data
preparation, a priori reasoning together with
the other sources of knowledge available to
us were used in order to choose breaking
points between intervals.

T he Conceptualization of Qualitative Indicators

The major difficulties of our data lie, in

our opinion, neither in the fact that they are
qualitative and based on judgmental in
formation nor.in our translation of ordina
ranks into cardinal scores. The core difficultie
lie rather in the conceptualization and defi
nition of phenomena for which there are ni
theories as precise and acceptable as those
on which qualitative economic measures are
based. There are few available theorie
suited to defining continua along which the
full range of underdeveloped countries cai
be ranked for most of the characteristics ii
our study. In addition, there are little dat
to fit such theories as are current. Further
more, our efforts at definition were con
strained by the frequent necessity to use in
direct rather than direct evidence. As gen
erally recognized, the use of indirect evidenc<
requires inferences concerning "presume<
connections, usually causal, between wha
is directly observed and what [a] term sig
nifies.. ." (Abraham Kaplan, p. 55).

The process of conceptualization an<
definition which we followed in constructing
our composite indicators is a procedure wel
tried in the history of scientific inquiry-i
the physical as well as the social sciences
Abraham Kaplan in The Conduct of Inquir;
has the following to say about the deriva
tion of scientific concepts in the early stag
of scientific inquiry:

In short, the process of specifying
meaning is a part of the process of in-
quiry itself. In every context of inquiry
we begin with terms that are undefined
-not indefinables, but terms for which
that context does not provide a specifi-
cation. As we proceed, empirical find-
ings are taken up into our conceptual
structure by way of new specifications
of meaning, and former indications and
references in turn become matters of
empirical fact .. .

What I have tried to sketch here is
how such a process of "successive defi-
nition" can be understood so as to take
account of the openness of meaning of
scientific terms. For the closure that strict
definition consists in is not a precondition

ostar ith we do not kow just what
we mean by our terms, nmuch as we do
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not know just what to think about our
subject-matter. We can, indeed, begin
with precise meanings, as we choose;
but so long as we are in ignorance, we
cannot choose wisely. It is this ignorance
that makes the closure premature.
[p. 77-78, Italics added]

In the preparation of our qualitative
multidimensional indicators, we began with
a priori definitions. Next, we studied the
descriptive data in order to see how well ac-
tual country situations fit our formulation of
the concept. The inadequacies of the initial
fit were then used to reformulate the con-
cept to fit better the characteristics' of the
real world. We then consulted expert opinion
and again reformulated the definitions. We
continued this process of confronting suc-
cessive reformulations with information on
actual country situations until we were able
to classify the 74 countries in our sample
with reasonable confidence.

Example of the Dualism Indicator

The construction of our indicator of the
extent of socioeconomic dualism illustrates
well the interaction of conceptualization and
testing against the actual world which took
place in the preparation of our data. We
choose this indicator for discussion because
Mrs. Berry criticizes it in her comment.

In constructing our dualism indicator, our
major conceptual difficulty was the ranking
of two intermediate categories, for we
characterized both ends of the continuum
by the absence of marked dualism. Dualism
is absent at the lower end by reason of the
overwhelming predominance of nonmarket
subsistence agriculture combined with the
extremely limited growth of a market-
oriented sector; while the upper end is not
markedly dualistic because the intermingling
of modern and traditional elements through-
out the economy resulted in the absence of
a clearcut geographic cleavage between a
market-oriented sector and a distinct pre-
dominantly nonmonetized traditional sector.
In our initial a priori definition, we con-
ceived of a single intermediate category
characterized by sharp social, economic, and
technological constrasts between a geo-

graphically distinct and important planta-
tion, extractive, or industrial sector using
advanced technology and a major subsis-
tence nonmarket agricultural sector.

When we confronted our original a priori
definition with descriptive data from coun-
try studies, we immediately discovered that
it made no provision for countries with a
geographically quite distinct, important,
and rapidly growing market sector char-
acterized by the predominance of indigenous
cashcropping with conventional techniques.
The countries in which peasant cashcrop-
ping dominate the market sector differ sig-
nificantly from those in which extractive or
plantation enterprises using advanced tech-
nologies dominate the market sector. In
particular, resource flows in the latter
countries are limited primarily to the inter-
mittent labor flows, while in the former
countries, resource flows included move-
ments of land, labor, and capital.

In reformulating the dualism indicator we
therefore gave weight to the extent of inter-
sectoral resource flows as well as to socio-
economic and technological contrasts and
to the presence or absence of a relatively
clearcut cleavage between market and non-
market sectors. We defined two intermediate
categories for countries with both a geo-
graphically distinct and important market
sector and a relatively large predominantly
nonmonetized traditional sector. We gave
higher scores to countries in which: (a) the
market sector was characterized by the pre-
dominance of indigenous cashcropping; (b)
less marked contrast existed between tech-
nologies and styles of life; (c) more extensive
economic interaction occurred between tra-
ditional and modern sectors. We did so be-
cause of our judgment that these countries
were further along the path to the pervasive
intermingling of modern and traditional
elements throughout the economy charac-
teristic of the upper end of the spectrum
summarizing the extent of dualism.

The reformulated four-way classification
scheme enabled us to rank the great major-
ity of countries in our sample. An examina-
tion of additional sources of country infor-
mation led to only minor reformnulations of
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the category descriptions which were neces-
sary to take better account of the diversity
of individual country situations.

In criticizing our dualism indicator, Mrs.
Berry did not mention the actual definitional
scheme which consists of the set of descrip-
tions of the categories just discussed. Con-
sequently, her attack on individual country
classifications is most misleading. She does
not state anywhere that her criticism is pri-
marily in terms of a criterion, the extent of
foreign finance and direction, which is not
even mentioned in the definition. It is true that
in our general comments we point to foreign
finance and direction as typical of countries
in the lower-ranking categories of dualism.
However, because of those country situa-
tions Mrs. Berry cites, we explicitly did not
include foreign finance and direction as a
classificatory principle in the definitional
scheme.-

On the general subject of the reasonable-
ness of our individual country classifications,
it is self-evident that, in making 3,034 classi-
fications, we have probably made some
misclassifications which will be pointed out
to us in the course of time. It is nevertheless
our opinion that the number and size of these
errors are significantly less than in con-
ventional quantitative economic data on
underdeveloped countries.

' The particular countries Mrs. Berry mentions as
all having foreign financed and directed sectors can be
classified reasonably well in terms of the criteria given
in the definition. To illustrate with our ranking of
South Africa, Rhodesia and Uganda: according to our
information, South Africa was the only one of the three
which in 1960 did not have at least a moderately defi-
nite cleavage between an important industrial and/or
agricultural exchange sector and a single relatively large
geographically distinct predominantly nonmonetized
sector; it is consequently the only one of the three which
met the stated criteria for category a. The minus score
to South Africa was given because of the existence of
relatively small predominantly nonmonetized agricul-
tural pockets in its economy. Rhodesia and Uganda
differed in 1960, according to our information, because
the former had a significantly more important indus-
trial, mining, and agricultural exchange sector than the
latter and a relatively less important geographically
distinct predominantly nonmonetized traditional sector.
On both counts, Rhodesia was placed in category b
rather than c.

III. The Discriminant Function

Mr. Eckstein's criticisms of our discrimi-
nant analysis consist of an attack on the
original grouping by development potential;
objections to our procedures in obtaining
the final discriminant function; criticisms of
the variables in the function; and criticisms
of our interpretations. We will consider each
in turn.

Grouping by Development Potential

The focus we chose for our discriminant
and regression analyses was economic de-
velopment in the broad sense of institutional
transformations which create a capacity for
widespread and continuous economic growth.
For our purpose, the use of per capita GNP,
however precise, was inappropriate since,
as is well known, the raising of the growth
rate of per capita GNP can take place, even
over periods of a decade or so, without being
accompanied by fundamental institutional
change in other than a sporadic and limited
way. In choosing to devise a less precise but
more appropriate classification of countries,
we considered that, for our purpose, a "gain'"
of information on the breadth of recent
economic change would more than compen-
sate for any "loss" of information on per
capita GNP.8

The classification we devised is akin to a
more recent effort by Paul Clark and Alan
Strout to construct measures of economic
performance of developing countries. To
quote their recent paper:

The concept of a developing country's
economic or development performance
can cover many different phenomena.
The growth process consists of a com-
plex and convoluted series of cause and
effect relationships ranging from plans
and rhetoric to eventual improvements
in the level and conditions of living.
Performance can apply to the effective-
ness of pursuing either intermediate or
ultimate goals and can be observed at a
wide variety of points in the develop-
ment process.

* It should be noted that we had already devoted an
entire book to a factor analytic study of intercountry
differences in rates of growth of per capita GNP.
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Thus performance can include such
diverse aspects as (a) choice of effective
policies to promote desired growth and
development; (b) effective implementa-
tion of policies chosen; (c) mobilization
pf additional resources for growth and
development; (d) efficiency of use of
both domestic and foreign resources;
(e) structural and other changes neces-
sary for longer-run economic, political,
and social growth; (f) final effects on
level and distribution of income and
welfare. [p. 3]

In grouping countries by development po-
tential, we sought, as do Clark and Strout,
to distinguish between countries in which
registered increases in per capita GNP were
narrowly based and those in which they were
accompanied by widespread economic
change. Our three-way classification of coun-
tries by development potential would rank
countries somewhere between the two ranks
(by growth and policy performance) on the
Clark and Strout index since our grouping is
based on both kinds of performance criteria.'

We agree with Eckstein that independent
evaluations of country development poten-
tial comparable to those used, for example,
by Clark and Strout would be preferable to
the wide range of indirect evidence on which
our classification by development potential
was based. However, because of the breadth
of information we took into account, we see
no particular reason to expect that intensive
field research would produce country rank-
ings very different from those we obtained.

Procedures for Obtaining Discriminant
Function

The iterative procedure we used to obtain
our second discriminant function is attacked
by Eckstein as unsound. We disagree. Our
aim, as explained in our original article, was
to seek the best means for classifying coun-
tries into performance groups using a small
number of performance characteristics. The
procedure we followed is that developed by
E. Forgy for deriving the optimal partition
among a group of objects. This procedure

*Exact comparisons cannot be made because the
time period for their measures is different from that
for ours.

involves starting with a partition (in our
study, we used the best partition we could
devise on the basis of the external evidence
on country performance available to us) and
then reassigning each object to the group to
whose center of gravity it is the closest. In
Forgy's procedure, the value of the newly
formed partition with higher value no longer
results."

The Variables in the Discriminant Function
We can hardly disagree with several of

Eckstein's comments on the limitations of
the variables contained in the discriminant
function. First, we certainly have not ob-
tained "independent causes of faster growth
rates." The role of the variables in the dis-
criminant function was merely "to classify
countries into performance groups, using a
relatively small number of performance
characteristics." Second, in both the present
article and the original discriminant study,
we ourselves have been at pains to emphasize
the fact that statistical associations may
represent causality in either direction or be
the result of common forces affecting both
dependent and independent variables. We
would, however, be fascinated to find any
meaningful statistical analysis in which
common underlying forces do not influence
both sides of the equation.

Third, as we pointed out in both the
present article and in our May 1968 article
on the discriminant analysis, each variable
in the discriminant function certainly repre-
sents closely related influences not directly
measured by the variable itself as well as
those directly represented. This possibility
is surely self-evident for any statistical
analysis in which the influences measured
are proximate ones only. In our view, the
appropriate method for understanding better
the influences represented by a particular
variable in a set of statistical results is to
analyze carefully those variables which are
the next-best alternatives to the particular
variable chosen at each step in the analysis.

-For a good general discussion of the problems and
procedures involved in deriving optimal classihcations
of N objects into categories, see H. P. Friedman and
J. Rubin and the references cited therein.



246 THE AMERICAN ECONOMIC REVIEW

We have recently rerun the discriminant
function with a stepwise program having an
F-ratio criterion for the entry and rejection
of variables and giving F-ratios for all
variables at each step." The index of mod-
ernization of outlook is consistently the first
variable to enter the discriminant function.
As would be expected, the variables which
are the next-best alternatives (as indicated
by high original F-ratios combined with
relatively large decreases in F-ratios as a re-
sult of the entry of the modernization index)
represent a complex of closely interrelated
economic and social influences, including the
level of development of financial,, agri-
cultural and industrial structures, the extent
of social mobility, the importance of the
indigenous middle class, and the extent of
secondary and higher education. Thus, the
index of the modernization of outlook is
undoubtedly closely related to basic eco-
nomic influences." Nevertheless, since the
program was free to select direct economic
measures and did not do so, it seems reason-
able to interpret the choice of the moderni-
zation index as indicative of some indepen-
dent influence of the noneconomic forces
represented by the measure itself. With as
many as 74 observations, and a difference of
1.3 in F-ratio, there is no reason to suppose
that the choice of the modernization index
rather than the leading economic index was
the outcome of purely random influences.

The fourth point about the variables in
the discriminant function on which we agree
with Eckstein is that a positive relationship
between improvements in agricultural pro-
ductivity and growth performance (actual
or potential) was to be expected since agri-
culture forms a very important sector in
less-developed countries.'3 One would simi-

J1 Unfortunately, no program giving information on
all variables is available for the stepwise discriminant
procedure which applies the criterion of the greatest
contribution to explaining the generalized distance
between group means.

" See Adelman and Morris (1967, row 4 of Appendix
Table A-1) (correlation matrix for social, political and
economic indicators: full sample).

12 The simple correlations between rates of change of
per capita GNP and improvements in agricultural pro-
ductivity for the high, intermediate, and low samples,

larly expect improvements in industrial
technology to be closely related to growth
performance in advanced economies. But,
what is the point? Is one to eliminate vari-
ables for which there is a strong a priori
reason to expect a high intercorrelation? Is,
not an identification of such variables the
main function of a priori theorizing?

IV. The Stepwise Regression Model

We now turn to the specific criticisms by
Mr. Eckstein and Mrs. Berry of the nature
of the stepwide procedure we employed and
of the interpretation of our stepwise results.

Statistical Procedure

The particular stepwise regression pro-
cedure we applied is the one recommended
by Draper and Smith for deriving optimal
empirical relations from a body of data.
Specifically, at each step in the procedure, a
reexamination is made of the contribution
of each variable in the equation as if it had
been the most recent variable entered. This
is done by computing the F-ratio for each
variable in the regression and comparing it
with a preselected percentage point of the
appropriate F distribution. Any variable
whose contribution is no longer significant is
removed from the equation. Thus, the re-
gressions obtained represent the best, in a
least squares sense, summary of the multi-
variate associations present in the data.
Despite Fisher's dictum against "fishing
expeditions," this use of regression analysis
to indicate and summarize the underlying
multivariate associations seems to us a
perfectly legitimate and technically more
powerful extension of such measures of two-
by-two associations as contingency tables
and correlation matrices which are often
used to investigate the presence or absence
,of interactions.

Interpretation of the Model

The major problems of interpretation
raised by our critics are (1) the problem of
direction of causality, (2) the problem created
by the fact that any variable entering a

respectively, are .78, .28, and .44. Thus the correlation
is higher for countries with smaller agricultural sectors.
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statistical equation may be a surrogate
for influences other than those directly
measured by the variable, and (3) the prob-
lem of interpreting cross-section results as
representing historical processes.

Our original decision to apply sparingly
the direction-of-causality criterion for omit-
ting variables was based, as we stated in the
paper, on the general state of ignorance re-
garding the potential interactions among the
variables included in our study. We never-
theless agree that greater restrictiveness is
desirable and have rerun the stepwise
analyses with more restricted lists of poten-
tial causal indicators established by a priori
reasoning based on an extensive examination
of the relevant social science literatures.
These lists do not, however, exclude cases
of genuine mutual interaction since the ex-
clusion of an interacting independent vari-
able produces results which are biased by the
omission of relevant influences.

We reject Eckstein's implication that an
a priori selection among closely related
causal variables yields a meaningful solution
to the problem posed by variables which are
proxies for influences other than those di-
rectly represented. The only effective meth-
od for understanding these influences is to
study explicitly at each step in the analysis
the F-ratios of the omitted variables, the
net correlations between the dependent and
the omitted variables, and the pattern of
actual country residuals. These pieces of
information and the matrix of simple corre-
lations together can give a reasonable idea
of the forces for which each variable in the
regression equations may be presumed to
stand.

We agree with Eckstein and stressed in
our book (pp. 265-66) that, strictly speaking,
cross-section analyses cannot be interpreted
to have any specific time dimension. Con-
sequently, an important part of our current
research consists of cross-section studies for
several different historical periods and in-

,dividual country time-series studies of the
process of economic development.

V. Conclusion

bicusion, we firmly believe that the

empirical approach to scientific inquiry
forms an extremely useful complement to the
usual structured techniques of the economist
for the study of the process of economic
development. We reject the view that, in the
investigation of the complex interactions
among noneconomic and economic influ-
ences in development, a priori models are
likely to produce much more meaningful
results than models based upon empirically
determined regularities. The multiplicity of
plausible hypotheses regarding causes of
variations in the capacity of low-income
countries to perform economically is so
great and the body of validated knowledge
so small that a priori choices among can-
didate variables are inevitably quite arbi-
trary and tend to reflect primarily the
disciplinary preferences of the investigator.
We do not deny, and indeed are ourselves
convinced that models with a priori speci-
fied functions are very important for the
analysis and understanding of particular
subsets of interactions about which a reason-
able amount is known." We only propose
strongly that alternative empirical pro-
cedures may be more fruitful for the initial
exploration of those wider interactions in-
volved in economic development which, by
crossing disciplinary lines, involve relation-
ships about which very much less is known.

The evaluation of any methodology in-
volves an estimate of its success in achieving
its purpose. As we stated clearly in the in-
troduction of the paper under discussion, the
purpose of our work has been to provide a
good starting point for a process of experi-
mentation in which further empirical testing
and theoretical reasoning must interact. This
we believe that we have done in view of the
demonstrated robustness of our research and
in view of the mutual compatibility of the
hypotheses which emerge from our different
analysis.
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