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ABSTRACT

Development of a Human Centric Multidisciplinary Design Optimization Method Using Fuzzy Logic Systems and Controllers

by

Brian J. Cuneo

Chair: David Singer

During early stages of design of large scale engineering systems, such as ships, competing objectives of multiple discipline analyzers must be taken into account. Currently, tools such as Multidisciplinary Design Optimization (MDO) provide an automated method for analyzing trade-offs between competing discipline design objectives. While automated design methods are useful in the design world, automation removes the human ability to interpret results of analysis. Current design tools lack the ability to incorporate the intent of experienced designers in the communication between disciplines, so MDO results are dependent on the fidelity of the analysis models being used rather than human input. When evaluating designs, a team of experienced engineers communicates information about the design space to each other with respect to their own disciple’s objectives and design constraints.

This thesis presents a new method of MDO which provides a framework to emulate the intent of an human designer in a MDO optimizer. The method uses the ideas of managing trade-offs and modeling discipline interactions from MDO. Typical MDO algorithms utilize a system level optimizer, which receives information from discipline
optimizers and moves toward a globally optimal solution. Generally, the information communicated to the system level optimizer is point data about the individual discipline’s optimal point, which is then interpreted as the potential improvement from the current system design state. The proposed algorithm would communicate the discipline’s preferred areas of the design space to be combined with the other discipline’s preferences in an attempt to find a globally optimal solution.

This design intent modeling is introduced through fuzzy logic systems and fuzzy logic controllers. Fuzzy logic systems provide a method to interpret design analysis tools and glean more information to use in the decision making process. Fuzzy logic controllers are often used to emulate human decision models in the control of physical systems. These methods are extended to evaluation of designs to combine data from multiple disciplines to find the optimal system design while considering trade-offs between multiple disciplines. This dissertation will present the development of a novel method of MDO which incorporates fuzzy logic systems and controllers in the MDO optimizer. The method will be evaluated using a basic mathematical test case, then extended to a ship design case study to demonstrate the benefits of the design intent models.
CHAPTER I

Introduction

Ship design presents a unique set of challenges. During early stages of design, alternatives must be evaluated with relatively little information available. Early on, design are evaluated using low fidelity parametric models. In order to use more advanced analysis tools, designers are forced to make critical design decisions. Ideally, designers would be able to gather more data about the feasible designs before these decisions are made because making design decisions prematurely could inadvertently eliminate desirable solutions.

The motivation to evaluate feasible solutions before decisions are made has led to the development of design methods which explore feasible solutions. One widely used method in engineering design is multidisciplinary design optimization (MDO). MDO searches alternatives for a design that best satisfies the objectives of multiple discipline analyses. However, the approach used in the design selection process of MDO is purely objective and removes any human interpretation of information.

This dissertation will introduce a new MDO method which incorporates a human intent model into the MDO optimizer. The goal of the method presented is to increase the fidelity of the optimizer for decision making instead of relying on higher fidelity models in analyzing designs.
1.1 Background and Motivation

Throughout the design of a system, engineers search to find solutions to the design requirements. While searching alternatives, designs are evaluated by human designers and computer evaluation programs. Both humans and computers possess unique strengths in relation to the creation and evaluation of designs, such as a human’s intent and understanding of analysis models or a computer’s calculation speed and objectivity.

1.1.1 Multidisciplinary Design Optimization

Design optimization is one automated design method used to search for the best design of an engineering system. Optimization algorithms rely on mathematical models representing the system’s performance with respect to a design objective. For small systems with low complexity, single objective function optimization algorithms may be sufficient, but when dealing with entire complex systems, these techniques lack the ability to model the interactions between disciplines with competing goals. For complex engineering systems, a multidisciplinary design optimization (MDO) algorithm that can model interactions between disciplines is necessary because “the performance of a multidisciplinary system is driven not only by the performance of the individual disciplines but also by their interactions” [48].

These algorithms provide a structured approach to considering design trade-offs. When dealing with complex systems with interacting disciplines, MDO algorithms offer an efficient method to explore a design space. As MDO gains acceptance in different industries, many different algorithms have been developed (outlined in [48]) allowing MDO to adapt to virtually any design problem. However, the overall goal of all MDO algorithms remains to “provide a more consistent, formalized method for complex system design than is found in traditional approaches” [40].

While multidisciplinary methods are successful in locating an optimum design
for a particular problem, these automated approaches remove the human designer from the creation and evaluation of design alternatives. When the human designer is removed, the benefits that humans bring to the design evaluation is limited. One of the main benefits of human design input is the knowledge of the intent of the system being designed and the understanding of the analysis models used. Knowing the goal of the overall system, a human designer can interpret the results of each discipline analysis and use this information to understand better the trade-offs that must be made.

Early stages of ship design rely heavily on the use of low fidelity parametric models, which generally show trends compared to the highly accurate models that are used later in the design process. For example, different mathematical models would be used to evaluate the resistance characteristics of a ship during different design stages. Figure 1.1a, displays a parametric model used in early stages of design where the partial resistance of a ship can be estimated from basic parameters [46]. The results, when compared to a computational fluid dynamics (CFD) analysis (figure 1.1b), would likely be different even if the basic parameters of the ship being analyzed were the same; however, to use higher fidelity tools such as CFD, more information is required than what is available in the early stages of design. Therefore, to run a CFD code, designers would need to make critical decisions early in the design so that the higher fidelity models could be used and more precise calculations become possible.
While analyzing parametric models, human designers glean more information from the low fidelity models than a MDO method that only analyzes the objective function values when evaluating trade-offs. A designer better understands the limitations of analysis models based on how the model was developed. Also, the data that is output from the models can relate back to the true intent of the design, even if robust formulas are not available.

1.1.2 Set-Based Design

Research in set-based design has shown strong results in early stages of ship design based on the input of human designers [72, 20, 73]. In SBD, a design team analyzes different disciplines of the ship design, and communicates preferences between design disciplines to locate globally optimal designs. Engineers analyzing different disciplines of the ship are able to interpret the results from analysis models without relying on automation to create and evaluate the feasible designs. This research is focused on emulating the design intent of the designers into a MDO algorithm to evaluate quickly early stage designs alternatives.

If the design intent and knowledge of experienced designers can be built into a
MDO process, then an automated design space exploration method may be able to make more intelligent decisions with the limited models used during early stage design. The remainder of this dissertation will describe the development of a MDO method that provides an adaptable approach to building designer intent into an automated design process. The structured approach to analyzing trade-offs derived from current MDO methods will be combined with Hierarchical Fuzzy Logic Controllers (HFLC). HFLC have been used in many applications to emulate human decision making in the control of a physical system, this process will be extended to making decisions in the engineering design process.

1.2 Dissertation Contributions

This dissertation presents the development of a new MDO method. The significant contributions to the field from this work are as follows:

- Developed a new method of multidisciplinary design optimization
- Extension of set-based design fuzzy logic systems to MDO
- Extension of Set-Based Design Fuzzy Logic System using Hierarchical Fuzzy Logic Controllers to Combine Discipline Outputs
- Applied Hierarchical Fuzzy Logic Controllers to MDO
- Incorporated Expert Opinion into MDO Optimizer

The contributions listed previously are the center of this research. Together they contribute to the overarching goal of aiding naval architects during early stage design evaluation.
1.3 Dissertation Overview

This dissertation is organized as follows. The following chapter will introduce multidisciplinary design optimization, beginning with a background on the development of MDO methods and describing how MDO is used in the current research. Chapter III will introduce fuzzy logic, fuzzy logic systems, and hierarchical fuzzy logic controllers. Chapter IV will provide a detailed description of the MDO method developed in this thesis and a simple example problem. Chapter V will develop a ship design case study as an example of the MDO method. Finally, chapter VI draws some conclusions and offers future research recommendations.
CHAPTER II

Multidisciplinary Design Optimization: Providing Structure to Design Analysis

2.1 Introduction

This chapter will describe various methods of MDO while providing background information and relevant literature. MDO is the basis of the method presented in this thesis, and this chapter will present information needed for the description of the method.

First, a general description of optimization will be provided. Then, MDO will be introduced, and previous methods of MDO will be discussed to present different ways that communication and trade-offs between disciplines are handled.

2.1.1 Optimization Introduction

During the development of a new product, engineers search design spaces for the best possible design out of all feasible designs. Models are developed to provide “an abstract description of the [product] using mathematical expressions of relevant natural laws, experience, and geometry” [56]. These models allow the engineer to make decisions based on quantitative measures of performance. The use of mathematical models to describe a product has led to the development of design optimization meth-
ods to generate and evaluate alternatives in search of the design that best achieves the design goal while satisfying any constraints placed on the final product.

Optimization methods provide an efficient method to converge on an optimal solution. The use of the word optimal should be taken in context, realizing that the “optimal” solution selected by an optimization algorithm is dependent on not only the mathematical models used, but also the specific goals and constraints in the problem’s formulation; the optimal design is thus subject to interpretation. In the following sections, basic optimization terminology will be presented for use in the remainder of this dissertation.

2.1.1.1 Optimization Notation

Basic Optimization Statement: Equation (2.1) shows a general optimization problem statement. This statement is in Negative Null form, [56], which requires all inequalities to be less than or equal to zero. In this statement, \( f \) is the objective function, \( \mathbf{x} \) is the vector of design variables, \( \mathbf{g} \) is the vector of inequality constraints, and \( \mathbf{h} \) is a vector of equality constraints. The goal of the optimization statement is to find the vector of design variables that produces the smallest value of the objective function while satisfying all constraints.

\[
\begin{align*}
\text{minimize} & \quad f(\mathbf{x}) \\
\text{Subject To:} & \quad \mathbf{g}(\mathbf{x}) \leq 0 \\
& \quad \mathbf{h}(\mathbf{x}) = 0
\end{align*}
\] (2.1)

Objective Function: The objective function \( f \) of an optimization statement defines the performance metric that will be optimized. In a resistance optimization problem, the objective function would be whichever tool is used to calculate the resistance for a given set of design variables and parameters. This function could be a simple parametric model of resistance or a more expensive analysis tool, like a com-
putational fluid dynamics solver. When an optimization algorithm has converged on the minimum objective function value, that minimum is denoted $f^*$. 

**Design Variable:** Design Variables are inputs to the system that the designer has control over. Examples of design variables (DV) in preliminary ship design could be the ship Length (L), Beam (B), and Draft (T). In standard optimization notation, the DVs are listed in a $I \times 1$ vector denoted $x$, where $I$ is the number of DVs in the current design problem. Generally, each DV is given an upper and lower bound, although some variables may be feasible throughout all real numbers. Like the objective function, when the minimum is found, the optimal DV values are denoted $x^*$. 

**Constraint Function:** A constraint function ($g$ or $h$) in an optimization problem defines a boundary to the design space. In equation 2.1, $g$ is a $k \times 1$ vector of inequality constraints, where $k$ is the number of inequality constraints and $h$ is the vector of equality constraints. These boundaries may be either a physical requirement of the model or an artifact of the design tools used. Simple examples of constraints include: restricting the dimensions of a ship such that it is able to fit through the Panama Canal or a design tool restriction such as a L/B restriction based on the resistance model. Generally, a constraint can be either an equality constraint or an inequality constraint. For example, restricting the beam to fit through the Panama Canal would be an inequality constraint, while restricting the beam to exactly 33.31 meters (the maximum value that can fit through the Panama Canal) would be an equality constraint. For many optimization architectures, only inequality constraints will be used. However, no modeling problems are introduced since equality constraint can be modeled as two inequality constraints. 

**Parameter:** A parameter in a design optimization problem is an attribute of the system over which the designer has no control. Examples include physical constants, such as the acceleration due to gravity, or any dependent variables that are changed
by the DVs that the designer does not have direct control over, such as a ship displacement for the given DVs of L, B, T, as well as the ship’s block coefficient ($C_b$).

2.1.2 Optimization Methodologies

Many methods exist for evaluating an optimization problem (equation (2.1)), with different strengths and weaknesses depending on the problem being addressed. The literature on optimization algorithms is vast and thorough, so specific algorithms will not be described here. Instead general classifications of algorithms and their approach to finding an optimal solution will be discussed.

2.1.2.1 Numerical Optimization Techniques

The classic approach to design optimization provides a closed form solution to an optimization problem by solving a system of equations. Using methods, as described in [4] and [56], optimal solutions can be found and verified as optimal. These methods are limited in the problems that may be solved because they are constrained by the requirement that the objective and constraint functions must be continuous in both the first and second derivative.

For problems with more complex objective functions, or where expensive analysis tools are desired, numerical techniques are used for optimization. Iterative numerical techniques provide an efficient method for moving through the design space when a closed form solution is difficult or impossible to calculate. These methods include gradient type methods [44] and Newton type methods [14]. Numerical techniques for solving optimization problems use local approximations of the objective and constraint functions’ gradients and Hessian matrix to find a series of steps resulting in decreasing objective function values until a stopping criterion is met at a function’s optima.

Gradient or steepest descent methods rely on the gradient of the objective function
to make a linear approximation while selecting the search direction. Newton type methods include information from the Hessian matrix or a modified Hessian matrix to give a quadratic approximation of the objective function for selecting the search direction. Gradient type methods, such as the steepest descent method, generally perform poorly when the algorithm is near the objective function minimum[4]. On the other hand, Newton type methods perform well when close to the minimum with faster convergence, but convergence is not guaranteed unless the starting point is near the optimal value [4].

2.1.2.2 Population Based Optimization Techniques

Another group of optimization techniques involves a more heuristic approach to evaluating the design space. These types of methods are generally used when the design space is extremely non-convex, resulting in many local optima. Examples of heuristic type optimization algorithms include genetic algorithms and particle swarm optimization. These methods vary greatly in the approach used to find an optimal solution in a design space. Nonetheless, both methods do not use a single path through the design space as compared to the numerical techniques described previously. Instead, these methods rely on a sampling of design points to find the optimal solution.

Genetic algorithms attempt to emulate the theory behind evolution and “survival of the fittest” [31]. A “population” is initialized within the design space with each “individual” in the population given a fitness value (generally the output of the optimization objective function). The fitness values of all individuals in the population are then compared. The individuals with the strongest fitness values are then allowed to “reproduce” to create a new generation of the population. As the generations continue this process, the population converges toward an optimal solution [5].

Particle Swarm Optimization (PSO) relies on the communication of many different
“particles” or possible solutions in a design space, and swarm intelligence to move to an optimal solution [15]. Like a genetic algorithm, a population of “particles” is initialized, and each individual in the population is given a fitness value. Based on the best fitness value found by the population, the particles move toward the best solution. The motion of the particles is dependent on the particular formulation of PSO, but the overall goal of all PSOs finds if a better solution is available in the design space because it will be found as other particles move toward the current particle with the greatest fitness value [64].

The techniques described in this section provide many ways to search a design space of an optimization problem with a single objective, but for design of more complex systems, multiple objectives must be examined in order to find the best compromise leading to an overall optimal design. The next sections will introduce different architectures that allow these techniques to be used in a system with competing design objectives.

2.2 Multi-objective Optimization

A brief introduction of multi-objective optimization (MOO) will be presented in this section to introduce elements used in analyzing solutions with a MDO structure. In the design of engineering systems, generally a single objective is not desired. A ship, for example, would be interested in minimizing the resistance to reduce fuel cost and also maximizing the amount of cargo that can be carried at a single time. These two objectives have competing goals as increasing the weight of a ship would cause more wetted surface leading to more resistance. As described in [47], the general multi-objective optimization problem is shown by equation (2.2).
minimize \( \mathbf{F}(\mathbf{x}) = [f_1(\mathbf{x}), f_2(\mathbf{x}), \ldots, f_j(\mathbf{x})]^T \)

subject to:

\[ g(\mathbf{x}) \leq 0 \] \hspace{1cm} (2.2)
\[ h(\mathbf{x}) = 0 \]

Where, \( \mathbf{F} \) is a vector of all discipline objective functions, \( f_j \) is the objective function for discipline \( j \), \( g \) is the collection of all inequality constraints, and \( h \) is the collection of all equality constraints.

In contrast to MDO, which attempts to find a single optimal point, MOO generally produces a set of solutions which cannot be shown as mathematically superior to each other. This set of points is called a Pareto front. The Pareto front includes all points that are non-dominated, or points where any improvement to one discipline would result in a reduction in performance in at least one other discipline [56].

One criterion reviewed when analyzing solutions on the Pareto front is the solutions’ distance to the utopia point. The utopia point of a MOO problem is defined as the point where all objectives are at their optimum objective function value [56]. This point is usually infeasible, as it would indicate that all objectives obtain their optimal values at the same DV values with no negative impact on other objectives. While the results of MDO and MOO statements are different, understanding Pareto Frontiers and Utopia is helpful in analyzing the results of MDO problems.

### 2.3 Multi-Disciplinary Design Optimization

#### 2.3.1 MDO Introduction

As products become more complex, it becomes difficult to model a system in a single mathematical model that accurately simulates the interactions of the entire system. Multidisciplinary Design Optimization (MDO) allows a system to be broken down into subsystems based on disciplines so that the interactions can be more
accurately modeled.

MDO originates from aerospace engineering in the optimization of wings which have coupled design disciplines with respect to aerodynamics and structural response [24, 71, 21, 22, 41]. MDO has since expanded to other engineering discipline including: other aspects of aerospace design [33, 53, 79, 30], automotive design [34, 39, 38, 26, 57], and civil engineering [3, 18, 9, 17].

2.3.2 MDO in Ship Design

Recently, there has been a push in ship design for tools capable of rapidly analyzing multidisciplinary systems to reduce costs. For example, the U.S. Navy has “expressed a desire for even more sophisticated design and analysis tools capable of facilitating advanced design methods” [19]. This push has led to the investigation of advanced methods of MDO and their uses in ship design. The following section will present examples of current applications of MDO in ship design.

The ideas from wing optimization, dealing with closely coupled aerodynamics and structures, has been extended to propeller optimization in [85] and [76], where fluid-structure interactions must be considered. These types of MDO problems produced strong results, which demonstrates there are readily available applications of MDO to ship design aspects.

The use of MDO in larger aspects of ship design has also been studied. An investigation of the multidisciplinary optimization of a ship hull based on resistance and hydrodynamic seakeeping was performed by Peri and Campana [63]. This application displayed the difficulties in modifying a ship hull, which cannot be easily modeled mathematically like an aircraft wing or propeller blade section. This difficulty leads to the use of high fidelity analysis tools in a MDO on ship hull design.

In response to the desire for advanced design tools in ship design, the U.S. Navy has began implementation of MDO methods in their Rapid Ship Design Environment
Gray et al. used MDO methods and U.S. Navy design analysis tools to optimize a frigate with respect to resistance operating characteristics and seakeeping performance [19]. Again, the results show the difficulties in varying a ship hull for use in higher fidelity, non-parametric design analysis tools.

The inclusion of uncertainty is one attempt to increase the effectiveness of applying MDO to the models that are available in early naval architecture design. The affects of uncertainty on cost in the multidisciplinary design optimization of a submarine were examined in [29]. Introducing uncertainty to a preliminary ship design MDO was explored in [27], where a container ship hull was optimized with respect to minimizing weight, maximizing cargo capacity, and minimizing transportation cost. Fuzzy membership functions were introduced into MDO ship design in [12] as another method of locating a robust design based on low fidelity models. Here, constraint relaxation was investigated by using fuzzy utility functions in the constraints to introduce goal and threshold constraint values.

These methods increase the robustness of the design selected with respect to the constraints, and are intended to reduce the probability of design failures in later stages of design. That being said, the results are still limited by the fidelity of the analysis tools with respect to the amount of information used in decision-making.

While there are many example of MDO being successfully used in naval architecture design, these methods do not address the issues presented in this thesis. Using high fidelity models in applications led to promising results, but suffered from modeling limitations. Methods of introducing uncertainty led to a more robust final result in early stages of design, but MDO results are still dependent on the models used without the added value of a human designer. The MDO architecture presented in Chapter IV will present a framework to emulate the strengths that a human designer can add to the process of creating and evaluating alternatives in an automated design algorithm.
2.3.3 MDO Classifications

Many types of MDO algorithms have been developed since the ideas were first introduced, and an overview of current algorithms will be introduced in section 2.3.5. MDO algorithms generally fall into two main categories: monolithic systems, with all disciplines at the same level and a single system optimizer (figure 2.1), and systems with a hierarchical design that generally includes a system optimizer and subsystem optimizers, which allow for local exploration within the subsystem (figure 2.2) [48, 78]. In a monolithic MDO, a single optimization algorithm controls the movement through the design space while disciplines are able to pass information between each other. In a hierarchical type MDO formulation, the system has its own objective function, and communicates the information between disciplines and facilitates movement through the design space while allowing the local computation of the subsystems.

Figure 2.1: Single Level MDO Flow Chart
2.3.4 MDO Notation

Equations (2.3) and (2.4) show generalized MDO formulations to demonstrate notation that will be used throughout the remainder of this dissertation. Equation (2.3) is representative of a monolithic architecture where only a system level optimization statement is used.

\[
\begin{align*}
\text{minimize} & \quad f(x, y) \\
\text{subject to:} & \quad g(x, y) \leq 0 \\
& \quad h(x, y) = 0
\end{align*}
\]

(2.3)

Where, \( f \) is the system objective function. \( x \) is the vector of DVs, the vector includes all DVs used in each discipline analysis. \( y \) is the set of coupling variables, where \( y = [y_1, y_2, \ldots, y_k] \) and \( k \) is the total number of coupling variables. The coupling variables are outputs of one discipline that are used by other disciplines. For example, the resistance model of a hull design, is dependent on the structural weight of the structures discipline. Each coupling variable, \( y_k \), is dependent on the DVs, i.e. \( y_k = y_k(x) \). \( g \) and \( h \) are vectors of inequality and equality constraints, respectively. The constraint functions are collections of constraints from all disciplines to ensure design feasibility for all disciplines when the system converges.
For a hierarchical architecture, there is an optimization statement for each of the different levels, as shown in equation 2.4.

**System Level:**

\[
\begin{align*}
\text{minimize} & \quad f_S(x_S, y) \\
\text{subject to:} & \quad g_S(x_S, y) \leq 0 \\
& \quad h_S(x_S, y) = 0
\end{align*}
\]

**Discipline Level:**

\[
\begin{align*}
\text{minimize} & \quad f_j(x_G, x_j, y) \\
\text{subject to:} & \quad g_j(x_G, x_j, y) \leq 0 \\
& \quad h_j(x_G, x_j, y) = 0
\end{align*}
\]

Here, \( f_S \) is the system level objective function, \( x_S \) is the vector of system DVs, which is expanded to the form \( x_S = [x_G, x_1, ..., x_j] \) to include \( x_G \), the vector of global DVs used in two or more disciplines analyses, and \( x_j \) which are DV vectors used only in discipline \( j \), \( y \) is the vector of coupling variables described previously, \( g_S \) and \( h_S \) are the system level inequality and equality constraints. At the discipline level, for each \( j \) discipline, \( f_j \) is the objective function, \( g_j \) are the inequality constraints for the discipline, and \( h_j \) are the equality constraints for the discipline. For the discipline objective and constraints, the inputs into the functions are the vector of global variables (\( x_G \)), the vector of discipline variables (\( x_j \)), and the coupling variables (\( y \)). Again, in some formulations, no equality constraints will be used, but are easily replace by a pair of inequality constraints.
2.3.5 Overview of Current MDO Algorithms

The following sections will describe some highly utilized MDO approaches to demonstrate different methods of structuring multiple discipline analyses into a single system level design statement. This section is not meant to be inclusive of all MDO architectures, but to highlight methods of structuring trade-offs and certain aspects that pertain to this thesis.

2.3.5.1 Multidisciplinary Feasibility (MDF)

The first algorithm presented, MDF, falls into the category of monolithic, as shown in figure 2.1. Considered the “most common way of posing a MDO problem,” MDF relies on a full Multidisciplinary Analysis (MDA) at every DV location that is evaluated [11]. A MDA requires that all disciplines remain consistent for the DV location to be considered. Consistency, in this case, implies that all coupling variables must be consistent between design disciplines. While this type of formulation is more expensive than other types of MDO architectures [11], the resulting solutions from a MDF problem are guaranteed to be consistent. The general form of a MDF architecture is shown in equation (2.5)

$$\begin{align*}
\text{minimize} & \quad f(x, y) \\
\text{subject to:} & \quad g(x, y) \leq 0
\end{align*}$$

Here, the notation is equivalent to what is described in section 2.3.4. In MDF, feasibility is ensured because the constraints are evaluated at each DV location and are dependent on the current coupling variable values at that same location.

The MDF approach provides a method to optimize a complex system with respect to multiple discipline analyses. The approach ensures that disciplines which are highly coupled remain consistent by an iterative approach. An example of this consistency is in design of an aircraft wing. Aerodynamics are evaluated, calculating lift and drag
forces to the wing structure, thus deforming the wing [11]. This new deformed wing will have different aerodynamic properties. In MDF, these two discipline analyses will be evaluated iteratively until an equilibrium is reached and the result is returned to the optimizer.

This idea of ensuring consistency is handled by a MDA. The MDA analysis at each discipline results in high numbers of objective function evaluations, as each MDA requires multiple evaluations of each discipline objective. This presents issues when computationally expensive analysis models are used. Still, MDF has strong results for MDO problems where a single system goal is desired. However, the MDF approach does not allow for multiple goals within the system.

2.3.5.2 Simultaneous Analysis and Design (SAND) and All At Once (AAO)

Two closely related monolithic algorithms, the AAO and SAND architectures, both relax the requirements to conduct a full MDA at each DV evaluation. The AAO architecture is considered “the fundamental optimization problem from which all other problem statements are derived” [48]. There is a disagreement in the literature over the naming of methods, for example, the formulation in equation (2.6) is named AAO in [11] and SAND in [48, 78]. Martins et al. [48] list a formulation for AAO that is different than the AAO form in equation (2.6), which is presented by Cramer et al. [11]. However, these two definitions can be easily reconciled by removing the linking variables (y) and adding set of consistency constraints [48].

\[
\begin{align*}
\text{minimize} & \quad f(x, y) \\
\text{Subject To:} & \quad g(x, y) \geq 0 \\
& \quad R_j(x, M(x, y), y) = 0
\end{align*}
\]  

(2.6)

Again, f is the system level objective function, g is the vector of constraints,
\( \mathbf{x} \) is the vector of DVs, and \( \mathbf{y} \) is the vector of coupling variables. \( R_j \) is the set of “residual” equations for discipline \( j \). The residuals are the governing equation of a discipline which are necessary for “feasibility,” as defined by [11], which is simply for a given set of inputs, the residual equations are solvable. The residuals for discipline \( j \) are evaluated using DVs (\( \mathbf{x} \)), and the coupling variables (\( \mathbf{y} \)). The function \( M \) is a mapping that may be necessary to put the DVs in a usable form for the discipline being analyzed (e.g. creating a mesh for a computational fluid dynamics code.)

In contrast to the MDF method, the coupling variables are not necessarily consistent at each DV location in the SAND and AAO methods. Instead, a set of residual constraints are created to reach consistency when the MDO is evaluated. When the optimization converges, the residual constraints must be satisfied, which leads to consistency at the optimal solution. The major drawback of the AAO and SAND formulations is that the residual constraints and coupling variables lead to high numbers of constraints and high numbers of DVs. This drawback leads to problems with the number of function iterations when dealing with gradient and Newton method solvers [11].

The need for solving the residual equations also presents problems when certain software is used for analyses. Some software used in optimization does not produce the residual equations needed for SAND and AAO constraints [48]. Thereby imposing limits on the problems that can be addressed using these methods.

Finally, the SAND and AAO methods still only allow for a single optimization statement. Thus, these methods do not allow for competing discipline objectives, but are desired when highly coupled disciplines affect an overall optimization goal.

2.3.5.3 Analytical Target Cascading (ATC)

The first hierarchical type MDO that is introduced is ATC. Adapted from a method of system engineering to fit a MDO framework, ATC produces target DV
and objective function values derived from individual discipline optimization to guide the MDO process [36, 2]. The formulation of ATC is formed as a tri-level problem, a top or super system level problem, an intermediate or system level problem, and a bottom or subsystem level problem. The formulation as presented in [37] is shown by level in equations (2.7) - (2.9). The subscript $T$ is applied to all variables, objective functions, and constraints for the top level optimization statement, $s$ is the same for the system level, and $ss$ for the subsystem level.

**Top Level**

\[
\begin{align*}
\text{minimize} & \quad || f_T - f_T^{target} || + \epsilon_f + \epsilon_y \\
\text{subject to:} & \quad \sum_j || f_{s,j} - f_{s,j}^{target} || \leq \epsilon_f \\
& \quad \sum_j || y_{s,j} - y_{s,j}^{target} || \leq \epsilon_y \\
& \quad g_T(x_T), h_T(x_T)
\end{align*}
\] (2.7)

For the top level problem, $f_T$ is the top level objective evaluated for the current design and coupling variables, $f_T^{target}$ is the target value of the top level objective function, $f_{s,j}$ and $f_{s,j}^{target}$ are the current and target values for each $j$th system level objective, $y_{s,j}$ and $y_{s,j}^{target}$ are the current and target values for the vector of coupling variables in discipline $j$, $g_T$ and $h_T$ are the vectors of constraints for the top level, and $\epsilon_f$ and $\epsilon_y$ are the consistency terms placed on the system level objective functions and coupling variables, respectively. These consistency terms are treated as extra DVs in the optimization.
System Level

\begin{align*}
\text{minimize} \quad & \| f_s - f_{s,\text{target}} \| + \| y_s - y_{s,\text{target}} \| + \epsilon_f + \epsilon_y \\
\text{subject to:} \quad & \sum_j \| f_{ss,j} - f_{ss,j,\text{target}} \| \leq \epsilon_f \\
& \sum_j \| y_{ss,j} - y_{ss,j,\text{target}} \| \leq \epsilon_y \\
& g_s(x_s), h_s(x_s)
\end{align*}

(2.8)

For the subsystem level problem, \( f_s \) is the objective function of the current system problem being analyzed, \( f_{s,\text{target}} \) is that target objective for the current system, \( y_s \) and \( y_{s,\text{target}} \) are the current and target values for the systems coupling variables, \( f_{ss,j} \) and \( f_{ss,j,\text{target}} \) are the current and target values for the objective function for each subsystem \( j \), \( y_{ss,j} \) and \( y_{ss,j,\text{target}} \) are the current and target values for discipline \( j \)’s coupling variables, \( g_s \) and \( h_s \) are the constraints on the current system level problem, \( \epsilon_f \) and \( \epsilon_y \) are the consistency terms as described previously.

Subsystem Level

\begin{align*}
\text{minimize} \quad & \| f_{ss} - f_{ss,\text{target}} \| + \| y_{ss} - y_{ss,\text{target}} \| \\
\text{subject to:} \quad & g_{ss}(x_{ss}), h_{ss}(x_{ss})
\end{align*}

(2.9)

In the system level problem, \( f_{ss} \) is the objective function of the current subsystem problem being analyzed, \( f_{ss,\text{target}} \) is the target objective for the current subsystem, \( y_{ss} \) and \( y_{ss,\text{target}} \) are the current and target values for the subsystem coupling variables.

For the system level optimization statement, each system in the design problem would have its own optimization problem, and within each system, each subsystem would have a subsystem level optimization problem. The top level attempts to minimize the difference between its own objective function and the target value for that objective, and the consistency terms (\( \epsilon_f \) and \( \epsilon_y \)), which restrict the deviation from of
the system objective functions and coupling variables. The system levels act in the same manner but also try to minimize the difference between their own coupling variables. Finally, the subsystem level attempts to minimize the difference between its own objective function and coupling variables with no added constraints or variables.

ATC is the first method presented that allows for multiple optimization statements reflecting different goals. This architecture benchmarked well computationally when compared to other hierarchical MDO methods not discussed in this thesis [13]; however, all hierarchical MDO are more computationally expensive than monolithic architectures due to the local exploration of the lower level optimizers [48].

2.3.5.4 MDO with Target Values

Another hierarchical formulation is MDO with target values [28, 79]. This method involves a system level discipline, which may have its own objective function, and is optimized along with the lower discipline level objective functions. Equation (2.10) shows the formulation of MDO with target values.

\[
\text{System Level} \\
\begin{align*}
\text{minimize} & \quad f_S(x_S) + (\|x^\text{target}_S - x_S\|_2)^2 \\
\text{subject to:} & \quad g_S(x_S) \leq 0 \\
& \quad g_i(x_G, x_j) \leq 0 \\
\end{align*}
\]

\[
\text{Discipline Level} \\
\begin{align*}
\text{minimize} & \quad f_j(x_G, x_j) \\
\text{subject to:} & \quad g_j(x_G, x_j) \leq 0 \\
\end{align*}
\]

Where \(f_S\) is the system level discipline objective function, \(f_j\) is discipline \(j\)'s objective function, \(g_S\) is the vector of constraints for the top level discipline, and \(g_j\) are the vectors of constraints for each lower level discipline. The system level DVs
(x_s) consist of the vector of global DVs (x_G) and each discipline level vector of DVs (x_j). x^{target}_S is the vector of all target variables defined by equation 2.11.

\[ x^{target}_i = \frac{\sum_{j=1}^{N_j} x^{optimal}_{i,j} (f_{start}^j - f_{optimal}^j)^2}{\sum_{j=1}^{N_j} (f_{start}^j - f_{optimal}^j)^2} \]  

(2.11)

Where \( x^{target}_i \) is the target value for the \( i \)th DV, \( x^{optimal}_{i,j} \) is the value of DV \( i \) at the optimal location of discipline \( j \), \( f_{start}^j \) is the value the \( j \)th discipline value at the start of the discipline optimization, \( f_{optimal}^j \) is the optimal value found for discipline \( j \), and \( N_j \) is the number of disciplines that use DV \( i \).

In each iteration of the top level optimizer, the disciplines evaluate a local optimization where the DVs are given lower and upper bounds based on the starting value. From the discipline optimizations, the target values are calculated with equation 2.11. The target values are then used by the top level objective function. A step is taken in the DVs, and then the disciplines are locally optimized again. This process is continued until a minimum is found which minimizes the top level objective function as well as the distance between the target variables and the final DV values [28].

Like ATC, MDO with target values uses goals for the DVs; however, the addition of compatibility variables is removed in an attempt to improve efficiency [28]. Here, the target values which replace the compatibility variables are calculated using only the function values and DV locations of the disciplines objectives, so target values are dependent on the model’s fidelity.

### 2.3.5.5 Multi-level System Optimization

Multi-level system optimization allows for weighting of each objective function while minimizing the distance to the utopia point on the Pareto Frontier [35]. Another example of a hierarchical form of MDO, the generalized form of the multi-level system
optimization is shown in equation (2.12).

**System Level:**

\[
\begin{align*}
\text{minimize} \quad f_S(x_S) &= e^{\left(\sum_{j=1}^{J} w_j \left( \frac{f_j - f_{j\text{optimal}}^{\text{prr}_j}}{\text{prr}_j} \right)^2 \right)} \\
\text{subject to:} \quad g_S(x_S) &\leq 0
\end{align*}
\]

**(2.12)**

**Discipline Level:**

\[
\begin{align*}
\text{minimize} \quad f_j(x_G, x_j) \\
\text{subject to:} \quad g_j(x_G, x_j) &\leq 0
\end{align*}
\]

Where \( f_S \) is the system level discipline objective function, \( f_j \) is discipline \( j \)'s objective function, \( f_j^{\text{optimal}} \) is the optimal value of discipline \( j \)'s objective function, \( g_S \) is the vector of constraints for the top level discipline, and \( g_j \) are the vectors of constraints for each lower level discipline. The system level DVs \((x_S)\) consist of all global DV \((x_G)\) and each discipline level vector of DVs \((x_j)\). The \( \text{prr}_j \) is the probable reduction range of discipline \( j \), described in equation (2.13).

\[
\text{prr}_j = \max \left( f_j(x^*_i, x_j) - f_j(x^*_i) \right)
\]

**(2.13)**

The \( \text{prr} \) for discipline \( j \) value finds the maximum difference between discipline \( j \)'s optimal value \( (f_j(x^*_j)) \) and discipline \( j \) evaluated at all other disciplines’ optimal DV locations \( (f_j(x^*_i, x_j)) \). The objective function therefore normalizes the difference between the current DV location and discipline \( j \)'s optimal value with the difference between the largest non-dominated point objective function value and the disciplines optimal value [35]. The idea of plausible reduction range will be used as part of the MDO architecture presented in chapter IV.
### 2.3.5.6 Optimization/MDO Notation Summary

For clarity and consistency, table 2.1 summarizes the notation that will be used throughout the remainder of this dissertation when describing optimization and MDO formulations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$</td>
<td>Number of Design Variables</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Design Variable $i$</td>
</tr>
<tr>
<td>$x$</td>
<td>Vector of Design Variables</td>
</tr>
<tr>
<td>$J$</td>
<td>Number of Design Disciplines</td>
</tr>
<tr>
<td>$x^*_j$</td>
<td>Vector of Optimal DV Values for Discipline $j$</td>
</tr>
<tr>
<td>$f_j$</td>
<td>Objective Function of Discipline $j$</td>
</tr>
<tr>
<td>$f^*_j$</td>
<td>Optimal Objective Function Value of Discipline $j$</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of Constraint Functions</td>
</tr>
<tr>
<td>$g_k$</td>
<td>Constraint Function $k$</td>
</tr>
<tr>
<td>$g$</td>
<td>Vector of Constraints</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of Optimization/MDO Notation

### 2.4 Chapter Summary

This chapter presents the basics of optimization and MDO. The techniques of MDO that were presented have all been successfully applied in system design. These methods were presented to show multiple ways that trade-offs have been addressed in automated system design, either by requiring consistency through the design pro-
cess with a single system optimization or breaking the system into subsystems. This literature review was presented to show that, while many methods of MDO are available to address complex system, the design method that this thesis presents provides a unique approach to automated system design. The results of all MDO methods presented are dependent on the fidelity of the models used. A human designer would be able to glean more knowledge from lower fidelity models to make more informed decision on the models available. The next chapter will present Hierarchical Fuzzy Logic Controllers, which emulate human decision-making in controlling physical systems. Using the structured methodology of handling system design taken from MDO, HFLC will be extended to the design space to create a MDO architecture that has the ability to model a human evaluation of design analysis tools.
CHAPTER III

Hierarchical Fuzzy Logic Controllers: Emulating Human Decision in Controllers

3.1 Introduction

This thesis relies heavily on fuzzy logic systems and fuzzy logic controllers. This chapter will describe general fuzzy logic theory. Fuzzy logic is a method of soft computing that allows linguistic variables to be represented in a mathematical fashion [86]. Fuzzy logic involves the use of fuzzy set theory. In classic set theory, an element must either be a member of a set, or not. Fuzzy set theory is an extension of classic set theory that allows an element to be a member of a set with varying degrees of membership.

Fuzzy Logic is important in computing because “humans employ mostly words in computing and reasoning, arriving at conclusions expressed as words from premises expressed in a natural language or having the form of mental perceptions” [88]. Computers, on the other hand, work by manipulating numbers and symbols. Fuzzy Logic provides a method to introduce “Linguistic Variables” by representing a word used in human communication as a fuzzy set. These fuzzy sets can then be treated in a mathematical framework.

When a complex engineering system is designed, communication between design
disciplines is important to find a compromise between each disciplines’ goals. While MDO provides a method to structure this communication, the amount of information that is passed between disciplines is, in general, less than what would be examined by a human design team. Fuzzy logic provides a method where information can be shared between disciplines more similar to a design team’s analysis. Fuzzy logic controllers, an extension of fuzzy logic, provide a method to blend discipline design space preferences in order to search for the best design compromise between multiple disciplines.

3.1.1 Fuzzy Logic Terminology

*Fuzzy Set:* Fuzzy Sets are extensions of classic sets. A fuzzy set has a linguistic term associated with it and allows elements to have membership in the set to varying degrees. Where classic set theory is useful in describing a binary decision, such as the position of a light switch, fuzzy sets are useful in defining sets that do not have clear boundaries.

For instance, describing a person’s height as tall or not tall constitutes a fuzzy set. A “Tall” fuzzy set would have a boundary that is not crisp, meaning that the term “Tall” can imply different heights to different people, and it is this “fuzziness” that can be expressed using a fuzzy set. In contrast, modeling “Tall” as a classic set would require a crisp cutoff height, so modeling height in this way does not capture the imprecision in linguistics [87]. A detailed description of fuzzy set theory can be found in [84].

Example “Tall” and “Not Tall” fuzzy sets are displayed in figure 3.1, and figure 3.2 displays classic sets for “Tall” and “Not Tall.” Where the classic sets require a person to be in only one set, fuzzy sets have a vague area where a person can be a member of both sets to varying degrees. In the classic sets, a person that is 5’11” would be considered not tall; however, in reality, to a person that is 5’4”, the 5’11’ person is
tall. This discretion illustrates the implicit uncertainty associated with linguistics that is missed in classic set theory. In fuzzy set theory, the person who is 5’11” would fall into both the “Tall” and “Not Tall” fuzzy sets.

![Example “Tall” and “Not Tall” Fuzzy Sets](image)

**Figure 3.1: Example “Tall” and “Not Tall” Fuzzy Sets**

![Example “Tall” and “Not Tall” Classic Sets](image)

**Figure 3.2: Example “Tall” and “Not Tall” Classic Sets**

**Fuzzy Membership Function:** Any element that is a member of a fuzzy set is described by two labels, a fuzzy linguistic (in this example “Tall” or “Not Tall”), and a membership value assigned by a membership function. The boundaries of the fuzzy
sets in figure 3.1 are described by membership functions. Membership functions are typically denoted by $\mu$. For a given crisp input value, a membership function returns that element’s membership in the fuzzy set as defined by the membership function.

When looking at the “Tall” fuzzy set in figure 3.1, the associated membership function, $\mu^{Tall}(x)$, would take an input height $x$ and return that height’s membership value in the “Tall” fuzzy set. From the figure, any height below 5'3” would be assigned a zero membership value in the “Tall” fuzzy set while any value above 6'6” would be assigned a membership value of one. In between, the heights are assigned a membership value in the range [0,1]. As with most uses of fuzzy logic in engineering systems, for this work all membership values used for fuzzy sets are constrained to be between zero and one [10].

**Fuzzy Rule:** A fuzzy rule acts the same as rules in classic logic system, i.e. it maps inputs to outputs. Fuzzy rules are typically in the form of a standard “IF (antecedent) - Then (consequent)” statement. Depending on the setup of the rule, different operators from classic logic statements are implemented, such as AND and OR statements. These operators affect how the conclusions are drawn.

### 3.2 Fuzzy Logic Systems

An approach is needed to include fuzzy sets and rules in the design method. Fuzzy Logic Systems (FLS) provide a mechanism that accepts crisp inputs, applies fuzzy rules, and calculates crisp outputs. FLSs allow for the use of linguistic terms in a computing logical system and the inherent uncertainty of linguistic inputs [50, 81]. Figure 3.3 displays the flow chart of a standard FLS, which consists of four steps: fuzzification, application of a fuzzy rule bank, fuzzy inference, and defuzzification.
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Figure 3.3: Fuzzy Logic System Flowchart

Inputs to the FLS are fuzzified by assigning each input to fuzzy sets with corresponding membership values. The fuzzy sets and membership values that are activated by the inputs are then passed to the fuzzy rule bank. The fuzzy rule bank contains rules which are used to map the linguistics of multiple input variables onto the linguistics of the desired output. The fuzzy inference then receives all rules that were activated in the fuzzy rule bank. This step applies logical methods to the multiple fuzzy rules that are activated. The outputs from the fuzzy inference are then sent to the defuzzification interface that produces a single crisp output from the FLS.

3.2.1 Fuzzy Logic System Example

To best describe a FLS, an example relating a person’s heart disease risk to their height and weight is presented. The example is a modified version of the Heart Disease Risk FLS presented in Dr. David J. Singer’s Ph.D dissertation [72]. This FLS will be used to calculate the heart disease risk of a person with a height of 63 inches and a weight of 135 pounds. This example will help in understanding fuzzy sets, fuzzy logic, and FLSs.
Prior to evaluating a FLS, the input and output fuzzy sets must be defined. For this example, input fuzzy sets must be created for the two input variables (height and weight). The height can be assigned to three fuzzy sets, with associated linguistics of “Short,” “Average,” and “Tall.” The input fuzzy sets for height are presented in figure 3.4. The weight can also be assigned to three fuzzy sets, “Light,” “Medium,” and “Heavy.” The weight input fuzzy sets are presented in figure 3.5.

Figure 3.4: Example Height Fuzzy Sets

Figure 3.5: Example Weight Fuzzy Sets

The output fuzzy sets also need to be defined prior to evaluation of the FLS. The output fuzzy sets generate the risk of heart disease for a person. There are four levels of heart disease risk in this example, “Low,” “Average,” “Moderate,” and “High.”
The output fuzzy sets are displayed in figure 3.6.

![Figure 3.6: Example Heart Disease Risk Fuzzy Sets](image)

3.2.1.1 Fuzzifier

The goal of this example is to determine a person’s risk of heart disease based on their height and weight. The subject’s height and weight are entered into the fuzzifier, which contains the six inputs from the fuzzy sets. For the hypothetical person with an input height of 63 inches, two fuzzy sets are activated. As shown in figure 3.7, the input height is a member of the “Short” fuzzy set with a membership value of \( \mu_{\text{Short}}(63) = 0.8 \), and a member of the “Average” fuzzy set with a membership value of \( \mu_{\text{Average}}(63) = 0.2 \). The same method is used for the weight input of 135 pounds, where the resulting fuzzy sets are “Light” with a membership value of \( \mu_{\text{Light}}(135) = 0.25 \), and “Medium” with a membership value of \( \mu_{\text{Medium}}(135) = 0.75 \).
3.2.1.2 Fuzzy Rule Bank

The activated fuzzy sets are evaluated by the fuzzy rule bank to map the input linguistics to the corresponding output linguistics. As noted in section 3.1.1, the rules in the fuzzy rule bank are in the form of IF-THEN rules. For example, “IF Height is Short and Weight is Light, THEN Heart Disease Risk is Low Risk”. The fuzzy rule bank of a FLS must have rules which map all possible inputs to an output.

A decision matrix is then used to display all of the rules in the fuzzy rule bank for the heart disease risk example (figure 3.8). From the four activated fuzzy sets (Short Height, Average Height, Light Weight, and Medium Weight), the decision matrix finds the activated rules. In figure 3.8, the rules activated by the inputs are highlighted in bold.
3.2.1.3 Fuzzy Inference

The fuzzy rule bank maps the input linguistics to output linguistics. From this point, a method assigns an activation level to the output fuzzy sets. Different methods of selecting an activation level and modifying the output fuzzy sets are used depending on the set-up of the FLS. An overview of methods can be found in [84].

The minimum inference method is typically applied when an “AND” operator is in the antecedent of the fuzzy rule. In this method, the minimum membership value from the input fuzzy sets is used as the activation level for the output fuzzy set, as presented in equation (3.1) where $\mu_{out}$ is the activation level for the output fuzzy set and $\mu_{in_k}$ is the membership value from input fuzzy set $k$.

\[
\mu_{out} = \min(\mu_{in_1}, \ldots, \mu_{in_k})
\]  

(3.1)

The results of the minimum inference method for the example inputs are displayed in equations (3.2)-(3.5).

\[
\min(\mu_{Short} = 0.8, \mu_{Light} = 0.25) \implies \mu_{LowRisk} = 0.25
\]  

(3.2)

\[
\min(\mu_{Short} = 0.8, \mu_{Medium} = 0.75) \implies \mu_{ModerateRisk} = 0.75
\]  

(3.3)

\[
\min(\mu_{Average} = 0.2, \mu_{Light} = 0.25) \implies \mu_{LowRisk} = 0.2
\]  

(3.4)
\[ \min(\mu^{\text{Average}} = 0.2, \mu^{\text{Medium}} = 0.75) \implies \mu^{\text{Average Risk}} = 0.2 \quad (3.5) \]

A fuzzy implication method is used to modify the fuzzy sets corresponding to the output linguistics. For the remainder of this work, the trimming method is used. To illustrate the trimming method of fuzzy implication, figures 3.9 and 3.10 demonstrates the modification of the “Low Risk” fuzzy set. Using the membership value found in equation (3.2), the original “Low Risk” fuzzy set is trimmed to give the result of the “Short and Light” fuzzy rule. Figure 3.9 displays the original “Low Risk” membership function along with the trimming line found using equation (3.2). This line trims the “Low Risk” membership function to give the final output for the “Short and Light” activated rule displayed in figure 3.10.

The process is repeated for all activated rules. The four output fuzzy sets are
displayed in figures 3.11 - 3.14. These figures represents the output from the fuzzy inference module of the FLS. The four fuzzy sets created by the fuzzy inference are passed to the defuzzifier, which then outputs a single crisp heart disease risk value for the given height and weight.

Figure 3.11: Activated Rule #1 Fuzzy Set

Figure 3.12: Activated Rule #2 Fuzzy Set

Figure 3.13: Activated Rule #3 Fuzzy Set
3.2.1.4 Defuzzification

As stated previously, depending on the problem being addressed, multiple methods for defuzzification exist [84]. For the purposes of this dissertation, the centroid defuzzification method is used. This method finds the defuzzified output by considering the area and centroid of each of the fuzzy sets input to the defuzzifier. Equation (3.6) shows the centroid defuzzification method, where $I$ is the total number of output fuzzy sets, $A_i$ is the area of output fuzzy set $i$, and $x_i$ is the location of the centroid of output fuzzy set $i$.

$$\text{defuzzified output} = \frac{\sum_{i=1}^{I} A_i \ast x_i}{\sum_{i=1}^{I} A_i}$$

(3.6)

For the input height of 63 inches and input weight of 135 lbs, the values used in equation (3.6) are displayed in table 3.1. When entered into the centroid defuzzification equation, the resulting heart disease risk is approximately 2.44. When this value is compared to the original output fuzzy sets (figure 3.6), the crisp output value corresponds to an “Average Risk” of heart disease, as presented in figure 3.15.
<table>
<thead>
<tr>
<th>Rule #</th>
<th>$A_i$</th>
<th>$x_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9375</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2.56</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>1.14</td>
<td>0.76</td>
</tr>
<tr>
<td>4</td>
<td>1.14</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Table 3.1: Example FLS Defuzzification Input

Figure 3.15: Example Defuzzified Output

The short example presented previously demonstrates how FLSs work, and how they can be used to represent linguistic uncertainty in a logical system. The next section will explain how a typical FLS is extended in a set-based design environment.

### 3.3 Fuzzy Logic Systems in Set-Based Design

The example presented demonstrates how a typical FLS operates. For this dissertation, a modified version of FLSs is used based on the work done in Set-Based Design (SBD). During a SBD analysis, sets of Design Variables (DV) are evaluated instead of individual points in a traditional point based design [73]. FLSs were utilized by Singer [72] and Gray [20] to facilitate communication between different design discipline agents. This process will be adapted for use in the MDO optimizer developed in chapter IV.
A flow chart for the modified FLS is displayed in figure 3.16. In the FLSs used in SBD, the fuzzifier does not receive a single crisp input, but instead is given an input membership function \( \mu_n(x) \) with the preference level over a DV set being analyzed. This input allows the preferences of areas of the design space to be evaluated instead of discrete points. Using the input membership functions, the fuzzifier sweeps through the entire DV range and passes the activated fuzzy sets and their associated membership values to the rule bank. The rest of the modified FLS system acts as a traditional FLS, but evaluates each DV location in the current set.

Figure 3.16: Modified Fuzzy Logic System Flowchart [72]

Figure 3.17 displays how the modified FLS transforms input preferences from different design agents and combines them into a single output preference. In the figure, the DV preferences of two different design agents are shown to the left and above a fuzzy rule matrix. The FLS sweeps through the DVs and assigns each location a Joint Output Preference based on the two agents input preferences with regard to the fuzzy rule matrix. In SBD practices, the lead designer uses this Joint Output Preference plot to evaluate where to place new upper and lower bounds on the DVs as the design progresses toward convergence.
3.4 Fuzzy Control Engineering

The use of FLSs allow for the inclusion of linguistic uncertainty in a system which requires crisp inputs and outputs. By including FLSs in the controllers for physical systems, engineers emulate the decision of a human operator in an automated control process [42, 43]. The basic flow chart of a fuzzy logic controller is presented in figure 3.18.
A simplified example of a fuzzy logic controller is a car’s cruise control, which takes into account the current speed of the car. The “current state value” would be the speed of the car, which would be entered into the controller’s FLS. The FLS would be evaluated in the same manner as described in the heart rate example, based on the input speed. The controller’s FLS would output a new throttle position, the “new control input,” which would be used to adjust the speed of the car to keep it at the target speed.

Due to the limitations of many controllers, Zadeh initially identified the need for fuzziness in controllers in 1972 [87]. Since then, numerous applications of fuzzy logic controllers have been successfully developed, demonstrating the “effective utilization of fuzzy control in the context of complex ill-defined processes that can be controlled by a skilled human operator without the knowledge of their underlying dynamics” [42]. Examples include the automation of train control [83, 70], oil drilling [52, 23], automobile control [51, 69, 66], and aerospace trajectory control [6, 82]. These applications show the ability of fuzzy controllers to incorporate human decisions in control of systems. In the design method presented in chapter IV, the structure of fuzzy logic controllers is extended to emulate human decisions in the design of complex systems.

### 3.4.1 Hierarchical Fuzzy Logic Controller

The MDO algorithm that will be described in the following chapter requires a hierarchical architecture. Hierarchical Fuzzy Logic Controllers (HFLC), an extension of
standard fuzzy logic controllers, allow for inputs to a system controller from multiple feedback sensors. HFLCs were originally developed for the control of gas turbine engines [7], and have since been used in other applications, such as autonomous robots [25], steam generation [67], and control of a milling process [62]. A flow chart of a HFLC is displayed in figure 3.19.

Extending the car cruise control example from section 3.4 provides a simple example of a HFLC. Instead of having a single sensor which reads the current state of the car, a HFLC would have multiple sensors. Example sensors include the speed, the current acceleration, and the current angle of the road that car is traveling on. Each of these sensors would have its own FLS system to transform the sensor output into a new throttle position. Each of the throttle positions would then be input to the fusion logic of the HFLC. The fusion logic contains methods for combining the different inputs from the FLSs. The output from the fusion logic would be a new throttle position for the car to maintain the current speed of the vehicle based on the information received from the sensors. HFLC have demonstrated better results than other types of controllers in emulating how a experienced operator would control a system when multiple inputs are considered [68].

Multiple methods of fusion logic exist, with examples provided in [74, 16]. For
this work, a minimum preference level method of fusion logic is used [8]. This method combines the outputs of the different sensors by taking the minimum output value from all sensors and applying these values as the new control inputs to the system. This method gives control of the system to the individual controller that is least comfortable at the current state values. Equation (3.7) presented the equation used by the fusion logic to blend the outputs of the individual controllers. Where $F_S(x)$ is the system level control input for a given set of variables $x$, $F_j(x)$ is each lower level controller input, and $\land$ is the minimum operator which selects the minimum of all controller outputs.

\[
F_S(x) = \left(\land_{j=1}^{J} F_j(x)\right)
\]  

(3.7)

While fuzzy logic controllers and HFLC have been successful in many applications in emulating human decision making, this process has not been extended to design space evaluation. However, these ideas are analogous to the design of a multidisciplinary system. Each discipline design space can be represented as a single FLS, which a human designer would evaluate. All of the information in the discipline design spaces must be combined for consideration in the final system design. This combination of information is evaluated in the fusion logic in the HFLC analogy. This method of extending the tools of HFLCs to the design space allows for a structured approach to design, while incorporating human decision making in an automated design process. An example flowchart of how a HFLC would act in the engineering design space is shown in figure 3.20.


3.5 Chapter Summary

This chapter provides an introduction to fuzzy logic systems and fuzzy logic controllers. FLSs provide a method for interpreting data output from a system in a more human-like way than found in most computer interpretations of data. The methods used in FLS extend to controlling physical systems with fuzzy logic controllers and hierarchical fuzzy logic controllers. These controllers have shown to emulate better human decision making in the control of systems than typical non-fuzzy controllers. The theory presented in this chapter of emulating human decision making in system control will be extended to the decision making process in system design.
CHAPTER IV

Multidisciplinary Design Optimization

Using Hierarchical Fuzzy Logic Controllers

4.1 Introduction

As described in chapter II, engineers have successfully used different formulations of MDO in many applications. However, these algorithms depend on the fidelity of the models used to represent the system, thereby removing the human designer from the creation and evaluation of design alternatives. In early stage ship design, most decisions are made based on low fidelity models. Many ship designs are successful because of an experienced designer’s understanding the design intent of a ship and interpreting these models from that experience.

The following chapter will outline in detail the MDO method developed in this thesis. Chapter V will present a ship design case study that expands the algorithm to the evaluation of a more in depth design problem.

4.2 Design Method Overview

The method presented will allow for human design intent to be incorporated into the decision making process of the MDO algorithm. Beginning at a discipline level design space, as presented in figure 4.1, different preference levels are assigned to the
design space based on multiple human design intent models, which change depending on the problem in question. Using a fuzzy logic system, the areas of preferences from the different human intent models are then combined to give the discipline's preference level for each set of design variable (DV) values.

![Discipline Preference Assignment Flowchart](image)

**Input:**
Function of Interest to be evaluated with human intent

**Translation To Fuzzy Space:**
Superimpose Human Intent on design space

**Discipline Preference Creation:**
Combines all areas of design intent methods to single discipline preference over design space

Figure 4.1: Discipline Preference Assignment Flowchart

This process of discipline evaluation is repeated for all disciplines. The resulting preferences at each DV location must then be combined to output one global set of preferences for the DVs. Figure 4.2 demonstrates multiple discipline preference curves combined into a single preference curve for the entire system. This system preference
curve identifies the most preferred DV location as well as other areas on which the designer should focus on as the design moves into later stages of development.

![Diagram](image)

**Figure 4.2: System Level Discipline Combination**

The next sections will describe the design method framework in detail. While developing the framework for the MDO method, an example problem will be used for explanation.

### 4.3 Design Intent Membership Function Creation

As described in section 3.3, the design methodology will use modified fuzzy logic systems (FLS) based on work in set-based design (SBD). For the SBD approach to FLS, the system requires input membership functions. In typical SBD, these input membership functions are created by human design agents. Unlike the SBD approach, the input membership functions are created automatically for the MDO method. The design of the input membership functions is one area where the idea of designer intent...
is integrated into the MDO algorithm. The input membership functions are created using on the intent of the discipline being analyzed and the understanding of the analysis tools used.

A mathematic example is presented where minimizing the three disciplines while considering trade-offs between disciplines is the designer intent. The membership functions give a mathematical discipline preference based on three metrics of design evaluation: the objective function value relative to the function maximum and minimum, the closeness of the $\ell_2$ norm of the objective function gradient to zero, and the proximity of the design being evaluated to the discipline objective’s global minimum. The membership functions of these preference fuzzy sets are presented in sections 4.3.1-4.3.3. In the ship design case study presented in chapter V, more specialized membership functions will be developed for each individual discipline.

### 4.3.1 Function Value Preference

The first set of membership functions for the general mathematical disciplines focuses on the desire to have the lowest discipline objective function value. This set of functions assigns the DV values to preference fuzzy sets. The preference levels are assigned based on the objective function value at the current DV location relative to the discipline’s global minimum and the discipline’s “max” value. For this formulation, the discipline max is designated using the probable reduction range (PRR) developed by Kim [35]. The max is defined as the maximum objective function value at the DV location corresponding to the other disciplines’ global minimums. This maximum is used because it lowers the preferences on solutions that are “dominated” by other solutions. This leads to results that are located on the Pareto front of the feasible designs. The equation for the discipline maximum in this formulation is shown in (4.1), where: $f_j^{max}$ is discipline $j$’s maximum and $f_j(x_k^*)$ is discipline $j$’s objective function being evaluated at the optimum $x^*$ values for each other $k$th discipline. The
membership functions are also dependent on the midpoint of the objective function calculated using equation (4.2), where $f^{mid}_j$ is the midpoint of the objective function values for discipline $j$, $f^{max}_j$ is the function maximum, and $f^*_j$ is the minimum value of the objective function.

$$f^{max}_j = \max(f_j(x^*_k)) \quad \forall \ j \neq k \quad (4.1)$$

$$f^{mid}_j = \frac{1}{2}(f^{max}_j - f^*_j) + f^*_j \quad (4.2)$$

Three membership functions map each DV location to a preference fuzzy set. For the objective function value preference, all membership functions will be denoted with a subscript 1. In equation (4.3), $\mu^{high}_1$ assigns membership values to the “High Objective Function Preference” fuzzy set. Objective function values between the function minimum and the function midpoint have a membership value between zero and one. Any value greater than the midpoint of the objective function is not a member of the “High Objective Function Preference” fuzzy set, and therefore is given a membership value of zero.

In equation (4.4), $\mu^{med}_1$ assigns membership values to the “Medium Objective Function Preference” fuzzy set. The DV location of the objective function midpoint is assigned a membership value of one, and the values decrease linearly as the objective function value moves toward the maximum or minimum.

Finally, in equation (4.5), $\mu^{low}_1$ gives any DV location with a value greater than the midpoint of objective function a positive membership function value in the “Low Objective Function Preference” fuzzy set. Any objective function value greater than the function maximum, as described previously, is assigned a membership value of one in the “Low Objective Function Preference” fuzzy set. In equations (4.3) - (4.5), $f^*_j$ is the minimum value of discipline $j$’s objective function, $f^{max}_j$ is discipline $j$’s
objective function maximum, $f^\text{mid}_j$ is discipline $j$’s objective function midpoint, and $f_j(x)$ is the objective function value being examined. A graphical representation of the objective function fuzzy sets are displayed in figure 4.3.

$$
\mu^\text{high}_1(f_j(x)) = \begin{cases} 
\frac{f_j^* - f_j(x)}{f_j^* - f^*_j} + 1 & f_j(x) \leq f^\text{mid}_j \\
0 & f_j(x) > f^\text{mid}_j 
\end{cases} 
$$ (4.3)

$$
\mu^\text{med}_1(f_j(x)) = \begin{cases} 
\frac{f_j(x) - f_j^*}{f_j^* - f^*_j} & f_j(x) \leq f^\text{mid}_j \\
\frac{f_j^* - f_j(x)}{f_j^* - f^*_j} & f_j(x) > f^\text{mid}_j 
\end{cases} 
$$ (4.4)

$$
\mu^\text{low}_1(f_j(x)) = \begin{cases} 
0 & f_j(x) \leq f^\text{mid}_j \\
\frac{f_j(x) - f_j^{\text{max}}}{f_j^{\text{max}} - f_j^*} + 1 & f_j^{\text{max}} > f_j(x) > f^\text{mid}_j \\
1 & f_j(x) \geq f_j^{\text{max}} 
\end{cases} 
$$ (4.5)

Figure 4.3: Objective Function Value Preference Fuzzy Sets
4.3.2 Gradient $\ell_2$ Norm Preference

The next set of membership functions for the mathematical disciplines gives higher preferences to areas with low gradient $\ell_2$ norms. At each DV location, the $\ell_2$ gradient norm ($||\nabla_x f||_2$) is calculated using equation (4.6) where: $I$ is the number of DVs and $\frac{\partial f}{\partial x_i}\bigg|_x$ is the partial derivative with respect to DV $i$ evaluated at $x$. $||\nabla_x f||_2$ gives no preference to local maximums, local minimums, or saddle points; however, the author believes that while analyzing trade-offs, any point where variable changes have little effect on the objective function value would be preferable to a solution with the same objective value but a steep gradient.

$$||\nabla_x f||_2 = \sqrt{\sum_{i=1}^{I} \left( \frac{\partial f}{\partial x_i}\bigg|_x \right)^2}$$ (4.6)

Again, like the objective function preference equations, three equations are used to assign DV locations to preference level fuzzy sets. For the gradient norm membership functions, a subscript 2 will be assigned. In equation (4.7), $\mu_2^{high}$ assigns membership value to the “High Gradient Norm Preference” fuzzy set if $||\nabla_x f||_2$ is between zero and one (from equation (4.6) it can be observed that $||\nabla_x f||_2 \geq 0$.) The value of $||\nabla_x f||_2 = 1$ was chosen as a transition point between gradient norm fuzzy sets, this value is merely for demonstration purposes and could be adjusted depending on the problem being addressed. In equation (4.8), $\mu_2^{med}$ assigns membership values for the “Medium Gradient Norm Preference” fuzzy set, with a maximum membership value of one at the location of the transition point. The “Low Gradient Norm Preference” fuzzy set is defined by equation (4.9), where any gradient greater than the transition point is assigned a membership value ($\mu_2^{low}$) between zero and one. In equations (4.7) - (4.9) $||\nabla_x f||_2$ is the $\ell_2$ norm of the gradient evaluated at the current DV values and $||\nabla_x f||_2^{max}$ is the maximum gradient norm found over the range of DVs evaluated. Figure 4.4 represents the gradient norm preference fuzzy sets.
\[ \mu^\text{high}_2(||\nabla_x f||_2) = \begin{cases} 
-||\nabla_x f||_2 + 1 & ||\nabla_x f||_2 \leq 1 \\
0 & ||\nabla_x f||_2 > 1 
\end{cases} \quad (4.7) \]

\[ \mu^\text{med}_2(||\nabla_x f||_2) = \begin{cases} 
||\nabla_x f||_2 & ||\nabla_x f||_2 \leq 1 \\
\frac{1-||\nabla_x f||_2}{||\nabla_x f||_2^{\text{max}} - 1} + 1 & ||\nabla_x f||_2 > 1 
\end{cases} \quad (4.8) \]

\[ \mu^\text{low}_2(||\nabla_x f||_2) = \begin{cases} 
0 & ||\nabla_x f||_2 \leq 1 \\
\frac{||\nabla_x f||_2 - 1}{||\nabla_x f||_2^{\text{max}} - 1} & ||\nabla_x f||_2 > 1 
\end{cases} \quad (4.9) \]

Figure 4.4: Gradient Norm Value Fuzzy Sets

4.3.3 Distance From Global Minimum Preference

The final set of membership functions used for mathematic disciplines give preferences based on the proximity of the DV location to the discipline’s objective function global minimum. Two membership functions are used to give each DV location a high or medium preference with the highest preference located at the objective function minimum and the lowest preference at the furthest distance from optimum. In the distance from minimum preference design intent model, no low membership function
is used because locations are not excluded due to their proximity to the optimum.

The distance from minimum membership functions are all denoted with a subscript
of 3. In equation (4.10), \( \mu_{3}^{\text{high}} \) gives the membership value for the “High Distance
From Optimum Preference” fuzzy set. This equation gives a membership value of
one at the optimal location and a membership value of zero at the furthest distance
from the optimum.

Equation (4.11) is the equation for \( \mu_{3}^{\text{med}} \), which defines the “Medium Distance
From Optimum Preference” fuzzy set, which has a membership value of zero at the
optimum location and a membership value of one at the greatest distance from the
optimum. In equations (4.10) and (4.11), \( I \) is the total number of DVs, \( x_i \) is the
current value of DV \( i \), \( x_i^* \) is the optimal value for DV \( i \), \( x_i^{ub} \) is the upper bound of
DV \( i \), and \( x_i^{lb} \) is the lower bound of DV \( i \). The distance from minimum fuzzy sets are
displayed graphically in figure 4.5

\[
\mu_{3}^{\text{high}}(x) = 1 - \frac{\sum_{i=1}^{I} (x_i - x_i^*)^2}{\sum_{i=1}^{I} \max((x_i^* - x_i^{ub})^2, (x_i^* - x_i^{lb})^2)}
\]  
(4.10)

\[
\mu_{3}^{\text{med}}(x) = \frac{\sum_{i=1}^{I} (x_i - x_i^*)^2}{\sum_{i=1}^{I} \max((x_i^* - x_i^{ub})^2, (x_i^* - x_i^{lb})^2)}
\]  
(4.11)
The three groups of input fuzzy sets described previously were developed to demonstrate how using Hierarchical Fuzzy Logic Controllers (HFLC) to input designer intent into a MDO formulation can be adapted for a generalized mathematical problem. In the following sections, three example disciplines will describe the MDO method.

A flow chart of the MDO algorithm using HFLC is in figure 4.6. The algorithm begins at level (a), the discipline analyzer which evaluates the discipline objective function, objective function gradient, and any constraints. The information is passed to the discipline fuzzy logic system, level (b), where the “designer intent” is built into the algorithm. The discipline FLS develops preferences for each DV location based on the designer intent defined prior to executing the algorithm. These DV preferences are developed for each discipline separately, and the outputs of the discipline FLSs are passed to level (c), the fusion logic. The fusion logic combines the output from each discipline’s FLS into one system level preference for each DV location, which is passed to the system level decision-maker, level (d). The system level decision-maker chooses the point with the highest combined preference as the system optimum.
4.4 Discipline Fuzzy Logic System

As described in chapter III, Hierarchical Fuzzy Logic Controllers (HFLC) use fuzzy logic systems to transform the system inputs into the desired outputs. Again, for demonstration the fuzzy logic system is adapted to generalized mathematic functions with the design intent of finding a global minimum for all disciplines. As the fuzzy logic system is defined, a simple discipline will be used to walk through the steps and help visualize how the system works. This discipline’s objective function is presented in equation (4.12) where \( \mathbf{x} = (x_1, x_2) \) and \( x_1, x_2 \in [-2, 2] \). Figure 4.7 displays the discipline’s objective function values over the DV ranges and Figure 4.8 displays the \( ||\nabla_x f||_2 \) values over the DV ranges.

\[
f_1(\mathbf{x}) = x_1^2 + x_2^2 \tag{4.12}
\]
Using the membership functions described in (4.3) - (4.5), (4.7) - (4.9), and (4.10) - (4.11) each DV location is assigned to the fuzzy sets for the three design aspects
described previously. These preferences become the input membership functions for the FLS. Using the functions described in section 4.3.1, the value of the objective function is given high, medium, or low preferences relative the the function minimum and maximum (because only one discipline is considered, the functions actual maximum over the DV ranges is used as $f^{\max}$). Figure 4.9 displays the results of evaluating the membership functions for the example discipline. Note that the “High Objective Function Preference” surface is at its maximum membership value at the location of the minimum in figure 4.7, and, as the DV values move away from the function minimum, the preferences transition from high to medium to low.

![Figure 4.9: Example Discipline Objective Function Preference Plot](image)

Figures 4.10 and 4.11 display the input membership functions that are created for the gradient norm preference and distance from optimum preference, respectively. For this example discipline, at the location of the true optimum, both of the design aspects are at their highest preference. This may not always be the case, take for example, a discipline which has a boundary optimum and a local optima which has a higher objective function value. At the boundary optima, the objective function value
and distance from minimum preferences would both be at their highest preference, but the gradient norm preference would have its highest preference value at the location of the local optima.

Figure 4.10: Example Discipline $||\nabla_x f||_2$ Preference Plot

Figure 4.11: Example Discipline Distance From Minimum Preference Plot
In short, figures 4.9 - 4.11 display the input membership functions of the fuzzy logic system for this example discipline. Using these membership functions, the fuzzification interface of the FLS can transform the design space into fuzzy sets as described in the next section.

4.4.1 Fuzzification Interface

Using the input membership functions for the discipline, each DV location is assigned to fuzzy sets and given an associated membership value. This process will be demonstrated by using a test point at $x = (x_1 = 0, x_2 = 1)$ where $f_1(0, 1) = 1$, and $||\nabla_x f||_2|_{(0,1)} = 2$. For each designer intent aspect used, two possibilities exists for fuzzy set assignment. First, the location belongs to one fuzzy set with membership value $\mu = 1$ and all other fuzzy sets have a membership value of $\mu = 0$. Otherwise, the DV location is a member of two fuzzy sets with membership value $\mu \in (0, 1)$ and the sum of the two membership values is equal to one.

For the example discipline, the first design aspect evaluated is the objective function preference. Figure 4.12 displays a section of the example discipline objective function preference plot (figure 4.9) where $x_1 = 0$. A vertical line is added at the location of $x_2 = 1$ to highlight the value of the two non-zero fuzzy sets of which $x = (0, 1)$ belongs to. From both figure 4.12 and equation (4.3), when $x = (0, 1)$, the DV values are members of the fuzzy sets “High Objective Function Preference” (with a membership value $\mu^{\text{high}}_1 = 0.75$) and “Medium Objective Function Preference” (with a membership value $\mu^{\text{med}}_1 = 0.25$).
Figure 4.12: Example Discipline Objective Function Plot Section At $x_1 = 0$

The sections of figures 4.13 and 4.14 at $x_1 = 0$ are displayed in figures 4.10 and 4.11, respectively. The example discipline gradient norm preference is in figure 4.13. At the sample point $x = (0, 1)$ the two nonzero membership functions are $\mu_{med}^2 = 0.787$ and $\mu_{low}^2 = 0.213$. Figure 4.14 represents the distance from minimum preference with the sample point having membership values of $\mu_{high}^3 = 0.646$ and $\mu_{med}^3 = 0.354$. 
To summarize, at the sample point $x = (0, 1)$, table 4.1 lists the point’s member-
ship in each of the eight possible fuzzy sets. The values of all membership functions correspond to the evaluation of the membership functions described at the beginning of this chapter with inputs being: \( x_1 = 0, x_2 = 1, f(0, 1) = 1, \) and \( \| \nabla_x f \|_2 = 2. \)

<table>
<thead>
<tr>
<th>Fuzzy Set</th>
<th>Membership Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_1^{\text{high}} )</td>
<td>0.75</td>
</tr>
<tr>
<td>( \mu_1^{\text{med}} )</td>
<td>0.25</td>
</tr>
<tr>
<td>( \mu_1^{\text{low}} )</td>
<td>0.0</td>
</tr>
<tr>
<td>( \mu_2^{\text{high}} )</td>
<td>0.0</td>
</tr>
<tr>
<td>( \mu_2^{\text{med}} )</td>
<td>0.787</td>
</tr>
<tr>
<td>( \mu_2^{\text{low}} )</td>
<td>0.213</td>
</tr>
<tr>
<td>( \mu_3^{\text{high}} )</td>
<td>0.646</td>
</tr>
<tr>
<td>( \mu_3^{\text{med}} )</td>
<td>0.354</td>
</tr>
</tbody>
</table>

Table 4.1: Sample Point \( x = (0, 1) \) Fuzzy Set Membership Values

4.4.2 Fuzzy Rule Bank

The output from the fuzzification interface are sent to the fuzzy rule bank to map the input linguistic to the corresponding output linguistic. Again, as will be demonstrated in chapter V, depending on the intent of the design, the rule bank can be modified to fit the problem being addressed. To demonstrate the algorithm for the example discipline, with objective function in equation (4.12), a decision matrix has been developed for mathematics disciplines. This matrix gives an output discipline preference level based on the combination of the three input design intent models.

Figures 4.15 and 4.16 display the decision matrix developed for the example problem. The figure is divided into two matrices according to the distance from minimum preference. In this decision matrix, more emphasis is given to the actual value of the objective function over other aspects. This is apparent from the asymmetry in the matrices.
The fuzzy rule bank examines all combinations of the input fuzzy sets. Each possible combination that contains one non-zero set from all three of the input preference models is considered an activated fuzzy rule. In this example, the fuzzy rules are in
the form of equation (4.13), where each of the three parts of the antecedent correspond to a nonzero preference in one of the three input design intent models, and the consequent is the resultant output discipline preference linguistics found using the decision matrix.

IF $\mu_1$ is high preference, AND $\mu_2$ is medium preference, AND $\mu_3$ is high preference, THEN Output is High preference

At the sample point $x = (0, 1)$ the input linguistics to the fuzzy rule bank are listed in table 4.1. These inputs are translated to the output preferences using the decision matrix. The result is eight activated fuzzy rules which are in table 4.2.

<table>
<thead>
<tr>
<th>Rule #</th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>2</td>
<td>Med</td>
<td>Med</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>3</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>4</td>
<td>Med</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>5</td>
<td>High</td>
<td>Med</td>
<td>Med</td>
<td>Medium</td>
</tr>
<tr>
<td>6</td>
<td>Med</td>
<td>Med</td>
<td>Med</td>
<td>Low</td>
</tr>
<tr>
<td>7</td>
<td>High</td>
<td>Low</td>
<td>Med</td>
<td>Low</td>
</tr>
<tr>
<td>8</td>
<td>Med</td>
<td>Low</td>
<td>Med</td>
<td>Low</td>
</tr>
</tbody>
</table>

Table 4.2: Activated Fuzzy Rules

4.4.3 Fuzzy Inference

After the fuzzy rule bank is applied to the input linguistics, an activation level must be selected to complete the fuzzy sets that will be the output from the fuzzy inference module. As discussed in chapter III, the minimum inference method will be used to select an activation level.
To describe this process, the same example discipline and sample point described previously will be used. The minimum inference method is used on each activated rule to create an output fuzzy set for that rule. For example, in table 4.2, rule #1 is activated because the membership values for “High Objective Function Preference”, “Medium Gradient Norm Preference”, and “High Distance to Minimum Preference” are all greater than zero. From the fuzzy rule bank, this combination of non-zero inputs results in a “High Preference,” which needs an activation level, found using equation (3.1).

For the sample point rule #1, the input membership values are: \( \mu_{high}^1 = 0.75 \), \( \mu_{med}^2 = 0.787 \), and \( \mu_{high}^3 = 0.646 \). Using equation (3.1), the activation level associated with the “High Preference” linguistic found from the fuzzy rule bank would be \( \mu_{out}^{high} = 0.646 \). This same process repeats for each of the activated rules in table 4.2, while the resultant rules and membership values are in table 4.3.

<table>
<thead>
<tr>
<th>Rule #</th>
<th>Linguistic</th>
<th>Membership Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>High</td>
<td>0.646</td>
</tr>
<tr>
<td>2</td>
<td>Medium</td>
<td>0.250</td>
</tr>
<tr>
<td>3</td>
<td>Medium</td>
<td>0.213</td>
</tr>
<tr>
<td>4</td>
<td>Low</td>
<td>0.213</td>
</tr>
<tr>
<td>5</td>
<td>Medium</td>
<td>0.354</td>
</tr>
<tr>
<td>6</td>
<td>Low</td>
<td>0.250</td>
</tr>
<tr>
<td>7</td>
<td>Low</td>
<td>0.213</td>
</tr>
<tr>
<td>8</td>
<td>Low</td>
<td>0.213</td>
</tr>
</tbody>
</table>

Table 4.3: Sample Point Output Linguistics and Membership Values

Once both a linguistic and an activation level have been assigned, the full fuzzy sets must be defined for use in the defuzzification interface. The linguistic terms that are assigned by the rule bank correspond to the output fuzzy sets displayed in figure 4.17. Four output linguistics are used: “Unpreferred”, “Low Preference”, “Medium Preference”, and “High Preference”. These output linguistic correspond to how satisfied the designer intent models are for the discipline being analyzed. For example, at the discipline’s true optimum, the location would have high preferences in
each of the input areas described previously’ which would lead to the highest output preference value. This method of assigning DV preferences was used by Singer [72] and Gray [20] in their work on set-based design and communicating preferences between design agents.

Figure 4.17: Output Preference Fuzzy Sets

The output fuzzy sets assigned by the rule bank are modified by the activation level. As in section 3.2, the clipping method of modifying the output fuzzy sets will be used. In this method, the parent output fuzzy set is trimmed based on the activation level found during the fuzzy inference. For rule #1, the activated rule gives an output of “High Preference,” which corresponds to the triangular membership function labeled by the the same name with a centroid located at nine. Figure 4.18 displays the high output preference membership function along with the trim value from table 4.3 for rule #1, this value is then used to modify the parent membership function by trimming all values higher than the trim value. The modified output membership function created for rule #1 is in figure 4.19.
The modified output membership function in figure 4.19 is passed to the defuzzi-
fication interface along with modified output membership functions derived using the other seven rules in table 4.3. The full set of output fuzzy sets is displayed in figure 4.20. These output fuzzy sets correspond to the sample point \((x = (0, 1))\) used from the example discipline.

Figure 4.20: Fuzzy Inference Output

### 4.4.4 Defuzzification Interface

After the fuzzy inference has created output fuzzy sets, such as those shown for the example point (figure 4.20), the information passes to the defuzzification interface which will transform the data back into a crisp output used in the fusion logic. In
In this dissertation the centroid method of defuzzification will be used. The centroid defuzzification method uses equation (3.6) to create the crisp, defuzzified output. In equation (3.6), $A_i$ is the area of the fuzzy set for rule $i$, $x_i$ is the location of the centroid for rule $i$, and $I$ is the total number of rules activated for the current DV location.

For the sample point $x = (0, 1)$, the inputs into equation 3.6 are listed in table 4.4. The discipline fuzzy logic system relies on these areas and centroids to find the final defuzzified output. The output of the defuzzifier for the sample point is represented graphically in figure 4.21. In the figure, rules #4, #7, and #8 all overlap, so only six rules are visible. When equation 3.6 is evaluated using the inputs from table 4.4, the defuzzified output is 5.46.

<table>
<thead>
<tr>
<th>Rule #</th>
<th>$A_i$</th>
<th>$x_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.63</td>
<td>9</td>
</tr>
<tr>
<td>2</td>
<td>1.31</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>1.14</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>1.14</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1.75</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>1.31</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>1.14</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>1.14</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.4: Sample Point Defuzzification Input Values
Figure 4.21: Sample Point \( \mathbf{x} = (0, 1) \) Defuzzification

### 4.4.5 Discipline FLS Output

The fuzzification, fuzzy rules, fuzzy inference, and defuzzification process described previously are carried out for each point being analyzed. This process maps the design space to discipline preferences for each DV location based on the design intent rules used for inputs of the discipline’s fuzzy logic system. The output of the example discipline’s FLS over the range of DVs is in figure 4.22. While observing the output with respect to the single discipline, the objective function’s true minimum is the area with the highest preference. At this location, the objective function is at its minimum value, the gradient is zero, and the location is at the global minimum. At the points \( \mathbf{x} = (2, 2), (2, -2), (-2, 2), (-2, -2) \), the output discipline preference of the FLS is zero. Here the objective function value is at its highest point, the gradient norm is at its maximum value, and the four points are all at the maximum distance.
from the global minimum.

Figure 4.22: Example Discipline FLS Output

Figure 4.22 also presents how mapping design intent can highlight the important areas in the design space. Near to the optimum, where the gradient norm of the objective function is small, is much more preferred than the other areas. Also, there is a flat spot, as the objective function value and gradient norm are still moderately preferred compared to other areas followed by a steep drop off in preferences at the corners where the DVs have high objective function values, very steep gradients, and are the furthest points from the minimum.

4.5 Fusion Logic

For a single discipline, it is apparent from figure 4.22 that the design method would lead to the same optimal design point, as an optimization routine that only considers the objective function value of the discipline during analysis. However, the mapping of the design space based on design intent features can lead to different
results when the discipline is considered as part of a system that has multiple goals and when trade-offs must be considered.

The fuzzy logic system used to analyze a discipline, described for the previous example, would represent only one discipline analysis in a MDO problem. In a real world problem, several disciplines would be analyzed and a method is needed to decide on the final trade-offs between disciplines. The concept of fusion logic from hierarchical fuzzy logic controllers (HFLC) will be described in the next section. For the description, three sample disciplines are used, including the example discipline used previously.

The other two example disciplines are described by equations (4.14) and (4.15). As previously described, $x = (x_1, x_2)$, and $x_1, x_2 \in [-2, 2]$. The plots for the objective functions of the two sample disciplines are displayed in figures 4.23 and 4.24; the outputs of each disciplines fuzzy logic systems are shown in figure 4.25 and 4.26. The plots in figures 4.22, 4.25, and 4.26 represent the input into the fusion logic.

$$f_2(x) = x_1^4 - 3 * x_1^2 + x_1 + x_2^4 - 3 * x_2^2 + x_2 \quad (4.14)$$

$$f_3(x) = x_1 + x_2 \quad (4.15)$$
Figure 4.23: Example Discipline 2 Objective Function Values

Figure 4.24: Example Discipline 3 Objective Function Values
The fusion logic in a HFLC takes the inputs from all sensors and contains logic to
transform the inputs from the sensors into an output that can be used by the system. When considering a controller in the design space, the inputs to the fusion logic would be each disciplines preference for the current DV location. The fusion logic uses the inputs from each of the disciplines to create the system level preference for the DV location.

As described in chapter III, the minimum input method is used for selecting the fusion logic output, where the discipline controller that has the lowest preference level at each DV location is set as the system level preference. The fusion logic uses equation 3.7 to determine the system level preference.

The disciplines in figures 4.22, 4.25, and 4.26 will be used to demonstrate the output of the fusion logic. Equation (3.7) is applied at each of the DV locations tested for each discipline. Figures 4.27 and 4.28 show the evaluation of the fusion logic at each point, and in figure 4.29 the contour plot of the fusion logic graph is displayed for improved clarity.

![Figure 4.27: Fusion Logic Output Plot](image-url)
Figure 4.28: Fusion Logic Output Plot Rotated 90 Degrees

Figure 4.29: Fusion Logic Output Contour Plot
4.6 System Level Optimizer

When the system level optimizer receives the output data from the fusion logic, the design space has been mapped to a set of system level preferences for each DV location. The system level optimizer takes this information and selects an optimum point. The point selected reflects the maximum preference over the design space. Because of the fusion logic method, this point corresponds to the point where the discipline with the lowest preference level is at its highest value.

For the example problem developed throughout this chapter, the “optimal” point is located at $x = (-1.05, -1.05)$. The maximum system level preference for this example problem is 5.05.

4.7 Constraint Handling Method

During optimization algorithms, constraints are used to ensure the final design meets certain requirements, such as having a required minimum top speed. In a multidisciplinary design space, requirements of other disciplines may push the design away from an optimal top speed, but these requirements must still be satisfied. For the method developed, the constraints are treated as another set of rules in the fuzzy rule bank.

Defining constraints as fuzzy sets allows for flexibility in the constraints. As demonstrated in [12], by defining constraints based on a goal and threshold, constraint values can be weighted allowing for trade-offs between an optimal design and proximity to the constraint threshold. Using the speed example, a ship’s requirements may state that the final design must be able to travel faster than 30 knots, while a speed greater than 35 knots is highly preferred. In this example, the goal speed is 35 knots while the threshold speed is 30 knots.

Equation (4.16) formulates how membership functions for a satisfied constraint are
calculated, while equation (4.17) expresses the membership function when a constraint is violated. In equations (4.16) and (4.17), $\mu_{C}^{Satisfied}$ is the membership value for the “Constraint Satisfied” fuzzy set, $\mu_{C}^{Violated}$ is the membership value for the “Constraint Violated” fuzzy set, $g_k(x)$ is the value of constraint $k$ at DV values $x$, $g_k^G$ is the goal value of the constraint, and $g_k^T$ is the threshold value of the constraint. Figure 4.30 shows an example of constraint fuzzy sets where there is a transition area from the constraint being fully satisfied and fully violated. All constraints can be handled in this manner, but if the engineer desires a constraint to have a crisp value, the threshold and goal values are equal.

$$
\mu_{C}^{Satisfied}(g_k(x)) = \begin{cases} 
0 & g_k(x) \geq g_k^T \\
\frac{g_k(x) - g_k^T}{g_k^G - g_k^T} & g_k^G \leq g_k(x) \leq g_k^T \\
1 & g_k(x) \leq g_k^G 
\end{cases} \quad (4.16)
$$

$$
\mu_{C}^{Violated}(g_k(x)) = \begin{cases} 
0 & g_k(x) \leq g_k^G \\
\frac{g_k(x) - g_k^G}{g_k^T - g_k^G} & g_k^G \leq g_k(x) \leq g_k^T \\
1 & g_k(x) \geq g_k^T 
\end{cases} \quad (4.17)
$$
Adding constraints adds new input fuzzy sets to the FLS, so new rules must be derived in the fuzzy rule bank. The number of rules that are necessary does not become a problem of dimensionality because the concept of “meta rules” is used [72, 20]. If all constraints are totally satisfied, the output preference is identical to the original rule bank. On the other hand, if any constraint is totally violated then the DV location would have an unpreferred output preference. This outcome is displayed in figures 4.31 and 4.32 where figure 4.31 is an example decision matrix with all constraints satisfied and figure 4.32 is the decision matrix with a constraint violated.
A constraint, equations (4.19) and (4.20), is added to the example MDO problem that has been developed throughout this chapter to demonstrate the constraint handling method. The threshold value for the example constraint is $g_1^{\text{threshold}} \leq 0$, but an arbitrary goal value is assigned where the constraint is fully satisfied if the constraint
value is $g_1^{\text{goal}} \leq -10$.

\begin{equation}
\begin{aligned}
g_1^{\text{threshold}}(x) : 0 &\geq -16x_1 - 3x_2 - 26 \\
\end{aligned}
\end{equation}

\begin{equation}
\begin{aligned}
g_1^{\text{goal}}(x) : -10 &\geq -16x_1 - 3x_2 - 26 \\
\end{aligned}
\end{equation}

When analyzed over the design space, the constraints’ membership functions are displayed in figure 4.33. This figure shows how the constraint values ($g_1(x)$) transition from satisfied to violated.

![Figure 4.33: Example Constraint Fuzzy Sets Plots](image)

Using the rules in figures 4.31 and 4.31, the example discipline with objective function in equation (4.12) is analyzed with the fuzzy logic system using the constraint described in equations (4.19) and (4.20). The output preferences from the discipline, subject to the constraint, are displayed in figure 4.34. This figure presents how, in the areas where the constraint is fully satisfied, the output preference values are not affected by the introduction of the constraint. While the constraint is violated,
the preference is zero. In the area between the goal and threshold the preference is
penalized from the unconstrained problem.

Figure 4.34: Example Discipline FLS Output Subject to Constraint

For a single discipline, the constraint output appears to rule out any values be-
tween the constraint goal and threshold; however, this is not the case when trade-offs
are considered. If only one discipline is considered, it would be optimal to reach the
goal of the constraint; however, when other disciplines are being taken into account,
it becomes necessary to look into options that are in the area between the goal and
threshold values.

4.8 Mathematical Example Problem

An example problem was created to compare the HFLC MDO to existing methods
of MDO. This problem uses the design intent found in equations (4.3) - (4.5), (4.7)
- (4.9), (4.10) - (4.11), and (4.19) - (4.20), and the fuzzy rule bank described in
sections 4.4.2 and 4.7. The MDO problem statement is outlined in equation (4.21).
System Level:

\[
\max_x F(x)
\]

Discipline 1:

\[
\min_x f_1(x) = x_1^2 + x_2^2
\]

Subject To: \( g_1(x) : 0 \geq -16x_1 - 3x_2 - 26 \) \hspace{1cm} (4.21)

Discipline 2:

\[
\min_x f_2(x) = x_1^4 - 3x_1^2 + x_1 + x_2^4 - 3x_2^2 + x_2
\]

Discipline 3:

\[
\min_x f_3(x) = x_1 + x_2
\]

In equation (4.21), \( F(x) \) is the output of the fusion logic at DV values \( x \), \( f_1 \) is the objective function for discipline 1 (D1), \( f_2 \) is the objective function for discipline 2 (D2), and \( f_3 \) is the objective function for discipline 3 (D3) and \( x \) is the vector of design variables where \( x = (x_1, x_2) \). The constraint \( g_1(x) \) is applied to D1. For this example, the constraint is applied as a crisp constraint, so that the HFLC MDO method can be compared to existing methods of MDO.

4.8.1 Discipline Analyzers

Each discipline begins at a discipline analyzer in figure 4.6. The results of the discipline analyzer are in figures 4.35 - 4.40 and table 4.5. Table 4.5 also lists each objective function value when evaluated at the optimum DV locations for the other
two disciplines. This information is used in the objective function preference membership functions for calculations of the objective function maximum.

Figure 4.35: D1 Objective Function Plot

Figure 4.36: D1 Gradient $\ell_2$ Norm Plot
Figure 4.37: D2 Objective Function Plot

Figure 4.38: D2 Gradient $\ell_2$ Norm Plot
Figure 4.39: D3 Objective Function Plot

Figure 4.40: D3 Gradient \( \ell_2 \text{ Norm Plot} \)
### Table 4.5: Mathematical Example Discipline Analyzers Output

<table>
<thead>
<tr>
<th></th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1^*$</td>
<td>0</td>
<td>-1.3</td>
<td>-2</td>
</tr>
<tr>
<td>$x_2^*$</td>
<td>0</td>
<td>-1.3</td>
<td>-2</td>
</tr>
<tr>
<td>$f_i^*$</td>
<td>0.00</td>
<td>-7.03</td>
<td>-4.00</td>
</tr>
<tr>
<td>$f_i(x_1^*)$</td>
<td>–</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$f_i(x_2^*)$</td>
<td>3.38</td>
<td>–</td>
<td>-2.60</td>
</tr>
<tr>
<td>$f_i(x_3^*)$</td>
<td>8.00</td>
<td>4.00</td>
<td>–</td>
</tr>
</tbody>
</table>

#### 4.8.2 Discipline Fuzzy Logic System

The outputs from the discipline analyzers are then passed to the discipline FLS, which implies the three models of design intent: Objective Function Value, Gradient $\ell_2$ Norm Value, and Distance From Global Minimum. Using the membership functions developed in section 4.3 each discipline is analyzed with respect to the three design intent models. Figures 4.41 - 4.43 shows the membership functions created for the objective function preferences.

![Figure 4.41: D1 Objective Function Preference Plot](image)
In each plot, at the location of the true global minimum, the “High Objective Function Preference” surface is at its maximum value. As the objective function values increase, the preferences at the DV locations decline from high to low. In D3
(figure 4.43), the use of equation (4.1) to find the function maximum is evident and any point that satisfies $0 \leq x_1 + x_2$ is given a low preference. These points correspond to dominated solutions.

The second area of design intent is the value of the $\ell_2$ gradient norm. The results of the equations developed in section 4.3.2 are evaluated over the design space as presented in figures 4.44 - 4.46. These figures indicate that at all local minima and maxima the “High Gradient Norm Preference” surface reaches a preference value of one, and preferences are lowered as the gradient norm increases. Discipline 3 has a constant gradient leading to a constant preference over the design space.

![Figure 4.44: D1 $||\nabla_x f||_2$ Preference](image-url)

Figure 4.44: D1 $||\nabla_x f||_2$ Preference
The final area of design intent for the general mathematic disciplines in this example problem is the distance from the disciplines true optimum. The locations of the optima can be found in table 4.5. Figures 4.47 - 4.49 shows the membership values...
over the design space resulting from evaluation of the functions in section 4.3.3. For the discipline distance from optimum preference, the objective function value at the location does not have an effect on the preference. Preferences decline linearly as the DV location moves away from the discipline’s optimum with no dependence on the objective function value.

Figure 4.47: D1 Distance From Optimum Preference
After the input membership functions for each design intent model are created, the fuzzification interface assigns each DV location preferences, as described in sec-

Figure 4.48: D2 Distance From Optimum Preference

Figure 4.49: D3 Distance From Optimum Preference
tion 4.4.1. This information is then passed to the fuzzy rule bank, which applies the fuzzy rules developed for the problem being addressed. This example uses the fuzzy rules described in section 4.4.2 with discipline 1 utilizing a rule bank similar to what is described in section 4.7 due to the inclusion of a constraint. The fuzzy sets for the constraint are in figure 4.50. Because a crisp constraint is used, there is no transition area. As soon as \( g_1(x) \) becomes greater than zero, the input DV values become a member of the constraint violated fuzzy set.

![Figure 4.50: Mathematical Example Constraint Fuzzy Sets Plot](image)

Each discipline is run through its respective FLS to get the output preferences over the design space. Figures 4.51 - 4.53 presents the output of each discipline FLS. These figures display how the FLSs highlight areas of the design space based on the design intent rules decided on before running the process.

Figure 4.51 also highlights the effect the constraint applied to D1 has on the output preference. The area where the constraint is satisfied is unaffected, but, as soon as the constraint is violated the output preference drops to zero, or fully a member of the “Unpreferred” output fuzzy set in figure 4.17.
Figure 4.51: D1 FLS Output

Figure 4.52: D2 FLS Output
4.8.3 Fusion Logic

When all disciplines have been analyzed by their respective FLS, the output data is combined by the fusion logic to create global preferences. The output from each discipline is combined using equation (3.7), where the discipline with the lowest preference at each DV value is the output preference from the Fusion Logic. Figures 4.54 and 4.55 show the plot of the fusion logic output over the design space, and figure 4.56 is the contour plot of the same data.
Figure 4.54: Fusion Logic Output Plot

Figure 4.55: Fusion Logic Output Plot Rotated 90 Degrees
The figures display the effects of the constraint on the output from the fusion logic when compared to the unconstrained fusion logic in figure 4.27. The constraint on the single discipline removes the area of highest preference from the design space because if one discipline becomes infeasible then the output of the fusion logic for the entire system becomes unpreferred. The areas of the design space that are feasible in this example are unchanged from the unconstrained fusion logic output displayed in figure 4.27 and figure 4.29.

4.8.4 System Level Decision Maker

The global preference levels outputted from the fusion logic are passed to the system level decision maker, which analyzes the resultant to select the optimal point. The optimal point is chosen based on the DV value with the highest global preference. For this example, the highest combined preference is 4.98. This maximum value occurs at the point $\mathbf{x} = (-0.75, -1.33)$. At this point, the disciplines objective functions
are \( f_1((-0.75, -1.33)) = 2.33, \ f_2((-0.75, -1.33)) = -5.63, \) and \( f_3((-0.75, -1.33)) = -2.08 \).

### 4.8.5 Results Analysis

The results of the example problem are compared to other methods of MDO. Table 4.6 shows the optimal location and objective function values for the HFLC MDO, as well as other methods of MDO. “MDO target” is outlined in [28] and section 2.3.5.4, “MDO MLS” is outlined in [35] and section 2.3.5.5.

<table>
<thead>
<tr>
<th></th>
<th>HFLCMDO</th>
<th>MDO Target</th>
<th>MDO MLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1^* )</td>
<td>-0.75</td>
<td>-0.87</td>
<td>-0.78</td>
</tr>
<tr>
<td>( x_2^* )</td>
<td>-1.33</td>
<td>-1.02</td>
<td>-1.25</td>
</tr>
<tr>
<td>( f_1(x^*) )</td>
<td>2.33</td>
<td>1.80</td>
<td>2.17</td>
</tr>
<tr>
<td>( f_2(x^*) )</td>
<td>-5.63</td>
<td>-5.63</td>
<td>-5.73</td>
</tr>
<tr>
<td>( f_3(x^*) )</td>
<td>-2.08</td>
<td>-1.89</td>
<td>-2.03</td>
</tr>
</tbody>
</table>

Table 4.6: Mathematical Example Results Comparison

The results of the MDO example are presented in figure 4.57 and 4.58. Figure 4.57 shows all tested feasible points with the Pareto frontier highlighted. Each value is plotted based on the its \( f_1(x), f_2(x), \) and \( f_3(x) \) at each \( x \) value tested. The design space for each discipline was tested over the DV ranges \( x_1 \in [2, -2] \) and \( x_2 \in [2, -2] \) with a point spacing for each DV of 0.1. Each of the non-mathematically dominated points of the Pareto front are highlighted. The location of the utopia point is also highlighted on figure 4.57.

Figure 4.58 represents the Pareto front of the mathematical example problem. Each of the designs in table 4.6 are highlighted with all designs falling on the Pareto front.
For a quick comparison of the results, the distance to the utopia point (DTU) of each optimal result was calculated using equation (4.22). Because all the optimal
points fell on the Pareto front, none of the solutions can be mathematically proven superior to any others. However, this does provide a metric to demonstrate that the HFLC MDO method developed performs well when compared to other algorithms.

\[
DTU = \sqrt{\sum_{i=1}^{I} (f_i^* - f_i(x))}
\]  

(4.22)

<table>
<thead>
<tr>
<th>Method</th>
<th>DTU</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFLC MDO</td>
<td>3.32</td>
</tr>
<tr>
<td>MDO Target</td>
<td>3.11</td>
</tr>
<tr>
<td>MDO MLS</td>
<td>3.20</td>
</tr>
</tbody>
</table>

Table 4.7: MDO Method Results Comparison

Figure 4.59 displays all feasible sampled points distance to utopia. The results of the different MDO formulations are highlighted. Each of the final designs from the MDO problems have distances to the utopia point which are comparable. All MDO values are in the 99th percentile in terms of the distance to utopia metric when compared to all other sampled points.
This example demonstrated how the presented MDO method can be adapted for a mathematical problem. The optimal point selected by the HFLC MDO landed on the Pareto front of the feasible designs. This result verifies that if the design intent models are create correctly, the HFLC MDO method produces optimal results comparable to other methods of MDO. The results of the HFCL MDO test case demonstrate the method of building designer intent into the optimizer and using HFLC methods to blend the outputs of disciplines locates optimal designs.

4.9 Chapter Summary

The framework for the HFLC MDO design method was described using an example problem. Areas of design intent were first developed and used to examine the disciplines. Using the fuzzy logic system, the different design intent rules were combined to create discipline preferences for the multiple disciplines in the example problem. The discipline preferences were then combined using the fusion logic of a
hierarchical fuzzy logic controller to create system level preferences for the design space.

When the method was fully developed, the HFLC MDO method was used to optimize an example problem. The optimal point selected by the method presented landed on the Pareto front of the design alternatives. The method also compared favorably with other methods of MDO. This demonstrates that if the design intent models are created within the right context, the HFLC MDO will produce optimal designs.
CHAPTER V

Ship Design Case Study

5.1 Introduction

A ship design case study has been developed to demonstrate how the previously described algorithm can include designer intent into a MDO optimizer. A ship hull will be designed subject to two disciplines: seakeeping and resistance. The two disciplines will each have their own fuzzy logic system designed specifically for the individual discipline and the understanding of the models that are used in analysis.

5.2 Initial Design Point

The hull is simplified to three design variables: the ship’s waterline length (L), the ship’s beam (B) and the ship’s draft (T). The initial ship hull is based on a very large crude carrier (VLCC) tanker that is available through the commercial ship design software MaxSurf [75]. The initial design point uses the average values for a Suezmax tanker found in [55]. The bounds of the design variables were selected based on the minimum and maximum values for a Suezmax tanker [55].
Table 5.1: Initial Design Variable Values

<table>
<thead>
<tr>
<th>Designer Variable</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>[m]</td>
<td>260.8</td>
</tr>
<tr>
<td>B</td>
<td>[m]</td>
<td>45.8</td>
</tr>
<tr>
<td>T</td>
<td>[m]</td>
<td>15.9</td>
</tr>
</tbody>
</table>

The actual hull geometry is not used in the analysis, instead the original hull is used to estimate parameters that are modified by the design variables. Figure 5.1 displays the initial hullform used in the design process and the initial design variable values are displayed in table 5.1. The displacement ($\Delta$) of the vessel is set as a constraint in the optimization problem, with all ship designs having a required displacement of 162,000 tonnes.

5.3 Seakeeping Discipline

5.3.1 Seakeeping Analysis Tool

For the seakeeping discipline, the “Seakeeping Prediction Program” (SPP), developed by Parsons at the University of Michigan [61], is used. The program is based on a five degree of freedom seakeeping analysis algorithm written by Raff and Kaplan [65].

SPP requires the most hull information of the analysis tools used. The inputs include: the design variable L, the ship’s vertical center of gravity (VCG) which is
simplified to be 110% of $T$ (equation (5.1)), and the ship’s roll radius of gyration
($k_{11}$) which is estimated based on the design variables $L$, $B$, and $T$ using equation
(5.2) from Parsons [58].

\[
VCG = 1.1 * T
\]  

(5.1)

\[
k_{11} = 0.50 * \left(0.746 + 0.046 \frac{B}{T} - 0.086 \left(\frac{L}{100}\right)\right) * B
\]  

(5.2)

SPP also requires hull station information. For these inputs the hull lines drawing,
displayed in figure 5.2, is used as a reference to define relationships based on the design
variables (DV). The first aspect of the ship that must be defined at each station is
the ship draft. Because of the long parallel mid-body of the parent hull, the drafts at
stations 1 through 9 are equal to the design variable $T$. At station 0, the draft is set
to be zero. At station 10, the draft is set to be 10% of $T$ based on the parent hull.

The next values that are necessary for inputs into SPP are the hull beams and the
hull section areas at station. These values are found using a spreadsheet developed
by Parsons at University of Michigan and based on [59] and [77]. This spreadsheet
estimates the beam and section area at each station based on the ship’s $L$, $B$, $T$,
underwater volume ($\nabla$), block coefficient ($C_b$) found using equation (5.3), the mid-
ship coefficient ($C_M$) which is assumed constant with a value of 0.996, the prismatic
coefficient ($C_p$) found using equation (5.4), and the waterplane coefficient ($C_{WP}$)
estimated using equation (5.5) from Parsons [58]

\[
C_b = \frac{\nabla}{L* B * T}
\]  

(5.3)

\[
C_p = \frac{C_b}{C_M}
\]  

(5.4)
Figure 5.2: Parent Hull Lines Drawing
The final input to SPP is the ship’s weight at each station. The weight at each station is found using a constant percentage of the total displacement. The percentage of weight at each station leads to a longitudinal center of gravity (LCG) at midship. Evaluation of SPP requires the ship LCB to be within 0.5% of the ship L to the ship LCG. This leads to two constraints on the design shown in equation (5.6) and (5.7). The LCB is the centroid of the underwater volume, found using the section areas as described in [89].

\[ LCG - (LCB + (0.005L)) \leq 0 \] \hspace{2cm} (5.6)

\[ (LCB - (0.005L)) - LCG \leq 0 \] \hspace{2cm} (5.7)

SPP calculates the ship motions based on the ship speed, heading with respect to incoming waves, and the sea state. The ship speed is a constant at the design speed \( (V_k) \) of 15 knots. The heading chosen is at an angle of 45 degrees. This heading is used so that the coupling effects of the three ship motions could be examined. The sea state for the optimization run is based on the two input ITTC spectrum with a selected wave height of 5 meters and a period of 10.8 seconds.

SPP analyzes the ship seakeeping characteristics and outputs the ship natural frequencies, motion response amplitude operator (ROA), moment ROA, and wave input amplitude spectra. Statistics of the amplitude responses are also output. A full output of SPP is found in appendix A.

The seakeeping discipline in this case study is dependent on the ship accelerations. The ship accelerations were calculated using the ship ROAs and the wave input spectra. The method to calculate the accelerations from the output of SPP is outlined
The variance of the ship accelerations is found using equation (5.8). Where, $m_{4,j}$ is the variance of the acceleration for each ship motion $j$, $\omega_e$ is the encounter frequency, and $S_j$ is the input amplitude spectra for the $j$th motion response.

$$m_{4,j} = \int_0^{\infty} \omega_e^4 * S_j(\omega_e) d\omega_e$$ (5.8)

Equation (5.8) is evaluated using Simpson’s rule for integration, and the motion response spectra outputs from SPP. The root mean square (RMS) accelerations of the three motions, heave, pitch, and roll, are used to find the discipline preferences for the seakeeping discipline. The RMS acceleration for each motion is calculated using equation (5.9), where $RMS_{acc,j}$ is the RMS acceleration for response $j$.

$$RMS_{acc,j} = \sqrt{m_{4,j}}$$ (5.9)

The three motions of the ship are sampled at the ship LCG. This implies that only the heave accelerations are considered as vertical accelerations, and the roll and pitch motions are purely rotational accelerations.

### 5.3.2 Seakeeping Design Intent

When considering seakeeping optimization, many different objective functions have been used. Most optimization algorithms attempt to minimize the displacements or accelerations of the various degrees of freedoms [28, 27, 63, 19].

For this case study, the same data that is available in standard optimization is processed through the fuzzy logic system with the intent of minimizing the effects of seasickness on the crew of the ship. The data on ship motions is readily available, but relating that information to seasickness effects does not have clear formulas that are easily adapted to traditional optimization techniques.

One major issue in the analysis of seakeeping motions with respect to seasickness
is the lack of hard correlation between vertical motions and rotational motion. Studies have been conducted on the effects of individual motions on seasickness [49], indicating vertical accelerations have the greatest effect on seasickness. However, there is very little data available on what happens when motions are coupled.

A guideline for the effects of vertical acceleration on seasickness is found in figure 5.3. This gives guidelines for exposure limits based on the frequency and vertical accelerations experienced.

Figure 5.3: ISO 2631/3 Severe Discomfort Boundaries [1]

Decoupled pitch and roll exhibit very little effect on seasickness as shown by Mc-
Cauley et al. When the rotational motions were coupled with heave motions, the rate of seasickness increased compared to a decoupled heave motion. Though there is no standard model for how coupled motions affect seasickness, this is a consideration that should be taken into account when the motions of a ship are being analyzed and optimized. A fuzzy logic system can provide the means for this consideration.

### 5.3.3 Seakeeping Input Membership Functions

Based on the output of SPP, membership values are derived to analyze the ship motions with respect to the effects of seasickness. The heave RMS acceleration is evaluated with respect to the ISO guidelines shown in figure 5.3. The membership functions that assign inputs to the heave RMS acceleration fuzzy sets are formulated in equations (5.10)-(5.12), where \( \mu_{\text{high}} \) is the membership value in the “High Heave Preference” fuzzy set, \( \mu_{\text{med}} \) is the membership value in the “Medium Heave Preference” fuzzy set, \( \mu_{\text{low}} \) is the membership value in the “Low Heave Preference” fuzzy set, and \( f_{\text{heave}}(x) \) is the RMS heave acceleration (in \( \text{m/s}^2 \)) output from SPP based on the current DV values where \( x = [L, B, T] \). The membership functions are displayed with the ISO seasickness guidelines in figure 5.3. In figure 5.3, the three membership functions correspond to the left y-axis, and the ISO regulations correspond to the right y-axis. As with most FLS, the membership functions are subjective and tuning may be necessary.
\[ \mu_{\text{heave}}^{\text{high}}(f_{\text{heave}}(x)) = \begin{cases} 
-2f_{\text{heave}}(x) + 1 & 0 \leq f_{\text{heave}}(x) \leq 0.5 \\
0 & f_{\text{heave}}(x) > 0.5 
\end{cases} \tag{5.10} \]

\[ \mu_{\text{heave}}^{\text{med}}(f_{\text{heave}}(x)) = \begin{cases} 
2f_{\text{heave}}(x) & 0 \leq f_{\text{heave}}(x) \leq 0.5 \\
-2f_{\text{heave}}(x) + 2 & 0.5 < f_{\text{heave}}(x) \leq 1.0 \\
0 & f_{\text{heave}}(x) > 1.0 
\end{cases} \tag{5.11} \]

\[ \mu_{\text{heave}}^{\text{low}}(f_{\text{heave}}(x)) = \begin{cases} 
0 & 0 \leq f_{\text{heave}}(x) \leq 0.5 \\
2f_{\text{heave}}(x) - 1 & 0.5 < f_{\text{heave}}(x) \leq 1.0 \\
1 & f_{\text{heave}}(x) > 1.0 
\end{cases} \tag{5.12} \]

Figure 5.4: Heave Acceleration Fuzzy Sets

For this case study, the heave accelerations were based on the guidelines where the two hour exposure limit is the maximum acceptable heave to be in the “High Heave Preference” fuzzy set. Any acceleration over the 30 minute exposure limit is fully a member of the “Low Heave Preference” fuzzy set.

Although there are no hard guidelines for coupled heave with pitch and roll, the motions used in experiments by Wertheim et al [80] are applied to assign the acceler-
ation from pitch and roll motions to fuzzy sets. Based on the lab test, the rotational motion membership functions transition linearly from high to low preference using the test acceleration as the 50% high 50% low preferences. In equations (5.13) and (5.14), $\mu_{\text{pitch}}^{\text{high}}$ assigns pitch acceleration values to the “High Pitch Preference” fuzzy set, $\mu_{\text{pitch}}^{\text{low}}$ assigns pitch acceleration values to the “Low Pitch Preference” fuzzy set, and $f_{\text{pitch}}(x)$ is the pitch RMS acceleration (in $\text{radians}/s^2$) found from SPP. The membership functions for pitch acceleration are presented in figure 5.5.

$$\mu_{\text{pitch}}^{\text{high}}(f_{\text{pitch}}(x)) = \begin{cases} -\frac{2}{3} f_{\text{pitch}}(x) + 1 & 0 \leq f_{\text{pitch}}(x) \leq 1.5 \\ 0 & f_{\text{pitch}}(x) > 1.5 \end{cases} \quad (5.13)$$

$$\mu_{\text{pitch}}^{\text{low}}(f_{\text{pitch}}(x)) = \begin{cases} \frac{2}{3} f_{\text{pitch}}(x) & 0 \leq f_{\text{pitch}}(x) \leq 1.5 \\ 1 & f_{\text{pitch}}(x) > 1.5 \end{cases} \quad (5.14)$$

![Figure 5.5: Pitch Acceleration Fuzzy Sets](image)

In equations (5.15) and (5.16), $\mu_{\text{roll}}^{\text{high}}$ assigns roll acceleration values to the “High Roll Preference” fuzzy set, $\mu_{\text{roll}}^{\text{low}}$ assigns roll acceleration values to the “Low Roll Preference” fuzzy set, and $f_{\text{roll}}(x)$ is the roll RMS acceleration (in $\text{radians}/s^2$) found from SPP. The membership functions for roll acceleration are shown in figure 5.6.
\[ \mu_{\text{roll}}^{\text{high}}(f_{\text{roll}}(x)) = \begin{cases} -\frac{2}{3} f_{\text{roll}}(x) + 1 & 0 \leq f_{\text{roll}}(x) \leq 1.5 \\ 0 & f_{\text{roll}}(x) > 1.5 \end{cases} \]  
\[ \mu_{\text{roll}}^{\text{low}}(f_{\text{roll}}(x)) = \begin{cases} \frac{2}{3} f_{\text{roll}}(x) & 0 \leq f_{\text{roll}}(x) \leq 1.5 \\ 1 & f_{\text{roll}}(x) > 1.5 \end{cases} \]  

Figure 5.6: Roll Acceleration Fuzzy Sets

5.3.4 Seakeeping Fuzzy Rule Bank

The rules for the seakeeping discipline were developed from the conclusions made by [80]. The heave RMS acceleration was considered the most important component affecting seasickness, but motion coupling effects were taken into consideration. The fuzzy rule matrix is in figure 5.7. The output linguistics correspond to the fuzzy sets in figure 5.8.
The rule bank shows that if the heave RMS accelerations are very low, leading to a high preference, the output is always a high discipline preference. As the heave accelerations increase, the output preference decreases. When high accelerations of either pitch, roll, or both are coupled with heave, the output preference is downgraded.

For the seakeeping rules, the rules are in the form of equation (5.17). Here, the rules include an “OR” statement between the pitch and roll preferences. This leads
to a different method of selecting an activation level.

\[
\text{IF Heave is High Preference, AND } \\
\text{(Pitch is High Preference, OR } \\
\text{Roll is High Preference) } \\
\text{THEN Output is High preference}
\]  

(5.17)

The equation for selecting the activation level (equation (3.1)) must be modified. In FLSs when an “OR” statement is used, the maximum of the input membership values is set as the activation level. For this set of rules, equation (5.18) is used. First the maximum of the pitch and roll input membership values is calculated (corresponding to the “OR” statement). The minimum is then take between the heave and the result from pitch and roll (corresponding to the “AND” statement).

\[
\mu_{out} = \min(\mu_{\text{heave acc.}}, \max(\mu_{\text{pitch acc.}}, \mu_{\text{roll acc.}}))
\]  

(5.18)

5.4 Resistance Discipline

5.4.1 Resistance Analysis Tool

For resistance analysis, the “Power Prediction Program” (PPP) developed at the University of Michigan by Parsons [60], is used. This program calculates the ship required installed horsepower for a given range of speeds. PPP is based on Holtrop and Mennen’s method of power prediction, which uses statistical analysis of model test and full scale ship data to produce coefficients for calculations of ship resistance and powering [32]. PPP does not require any hull data points and is evaluated based only on the ship’s principal dimensions and coefficients.

The ship parameters input to PPP are the design variables (L, B, and T), \( C_B \)
(equation (5.3)), $C_M$, $C_{WP}$ (equation (5.5)), and the ship’s LCB. The LCB is found from the same method as in SPP.

For PPP evaluation, there are certain constraints placed on the ship hull coefficients to ensure the ship fits in the regression model. Equations (5.19)-(5.22) show the constraints on the $C_P$, the length to beam ratio ($L/B$), the beam to draft ratio ($B/T$), and the Froude number ($Fn$).

0.55 ≤ $C_P$ ≤ 0.85 \hspace{1cm} (5.19)

3.90 ≤ $\frac{L}{B}$ ≤ 14.9 \hspace{1cm} (5.20)

2.10 ≤ $\frac{B}{T}$ ≤ 4.00 \hspace{1cm} (5.21)

0.05 ≤ $Fn$ ≤ 1.00 \hspace{1cm} (5.22)

An example output from PPP is shown in appendix B. The program outputs the ship’s resistance coefficients, partial resistance factors, the total resistance, and the ship’s required power. For the objective function of the optimization, only the total resistance ($R_T$) at 15 knots is used.

5.4.2 Resistance Design Intent

For the resistance discipline, the design intent is to reduce the total resistance at the design speed, 15 knots, like many other optimization algorithms. Using the FLS evaluation of the designs created, the methods behind the resistance tool used can be taken into account. The Holtrop and Mennen method of calculating ship resistance used by PPP is generally a strong method for early stage prediction of ship
resistance. However, from equations (5.19) - (5.22) the method is only effective over certain ranges of coefficients because of the regression analysis used.

To attempt to obtain more robust results from the design tool, the discipline fuzzy logic system is used to create weighted constraints on the coefficients to put more emphasis on the results further from the model bounds. This effect is implemented in the method by using the constraint weighting method show in section 4.7. As the resistance model reaches the extents of the limits in equations (5.19)-(5.22), the preferences of the area are reduced. For the solutions near the boundaries to be considered as the design progresses, they must have significantly superior solutions to areas more central to the model boundaries.

5.4.3 Resistance Input Membership Functions

The input fuzzy sets for the resistance discipline are defined based on the ship’s total resistance at 15 knots and the proximity to the limits of the model. For the resistance fuzzy sets, the same method is used as the objective function value preference shown in section 4.3.1. The resistance optimization was run to find the maximum and minimum resistance values over the designs being evaluated. These values are entered into equations (5.24) through (5.26) to create the total resistance preference fuzzy sets. Where \( \mu_{R_T}^{high} \) assigns membership values to the “High Resistance Preference” fuzzy set, \( \mu_{R_T}^{med} \) assigns membership values to the “Medium Resistance Preference” fuzzy set, \( \mu_{R_T}^{low} \) assigns membership values to the “Low Resistance Preference” fuzzy set, \( R_T^* \) is the minimum total resistance, \( R_T^{max} \) is the maximum total resistance, \( R_T^{mid} \) is the midpoint of the resistance values (equation (5.23)), and \( R_T(x) \) is the resistance at the current DV values.

\[
R_T^{mid} = \frac{1}{2}(R_T^{max} - R_T^*) + R_T^*
\]  
(5.23)
\[
\mu_{RT}^{\text{high}}(RT(x)) = \begin{cases} 
\frac{RT(x) - R_T^\ast}{R_T^\ast(R_T^{\text{max}} - R_T^\ast)} + 1 & \text{if } R_T(x) \leq R_T^{\text{mid}} \\
0 & \text{if } R_T(x) > R_T^{\text{mid}}
\end{cases}
\]

(5.24)

\[
\mu_{RT}^{\text{med}}(RT(x)) = \begin{cases} 
\frac{R_T(x) - R_T^\ast}{R_T^{\text{max}} - R_T^\ast} & \text{if } R_T(x) \leq R_T^{\text{mid}} \\
\frac{R_T^{\text{max}} - R_T(x)}{R_T^{\text{max}} - R_T^\ast} & \text{if } R_T(x) > R_T^{\text{mid}}
\end{cases}
\]

(5.25)

\[
\mu_{RT}^{\text{low}}(RT(x)) = \begin{cases} 
0 & \text{if } R_T(x) \leq R_T^{\text{mid}} \\
\frac{R_T(x) - R_T^{\text{max}}}{R_T^{\text{max}} - R_T^\ast} + 1 & \text{if } R_T(x) > R_T^{\text{mid}}
\end{cases}
\]

(5.26)

The input fuzzy sets for the resistance discipline also include fuzzy sets based on the model constraints in equations (5.19) through (5.22). The transitions from high to low fuzzy sets were selected just for demonstration, and could be adjusted for other experiments. The constraint fuzzy sets for \(C_P\) are shown in equations (5.27) and (5.28), which were developed based off the constraint membership functions (equations (4.16) and (4.17)) with a goal value of 0.60 and a threshold value of 0.55 on the lower bound for \(C_P\) and a goal of 0.80 and threshold of 0.85 on the upper bound of \(C_P\). In equations (5.27) and (5.28), \(\mu_{CP}^{\text{high}}\) is the membership in the “High \(C_P\) Preference” fuzzy set, \(\mu_{CP}^{\text{low}}\) is the membership value in the “Low \(C_P\) Preference” fuzzy set, and \(C_P\) is the prismatic coefficient for the current design. The graphic representation of the \(C_P\) membership functions are shown in figure 5.9.
The remaining constraint fuzzy sets are constructed in the same manner with the goal and threshold values of each listed in table 5.2. Where LB and UB are the lower bound and upper bound of the coefficient constraints, respectively.
### Table 5.2: Resistance Constraints Goal and Threshold Values

<table>
<thead>
<tr>
<th></th>
<th>Goal</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L/B$ LB</td>
<td>4.40</td>
<td>3.90</td>
</tr>
<tr>
<td>$L/B$ UB</td>
<td>14.40</td>
<td>14.90</td>
</tr>
<tr>
<td>$B/T$ LB</td>
<td>2.35</td>
<td>2.10</td>
</tr>
<tr>
<td>$B/T$ UB</td>
<td>3.75</td>
<td>4.00</td>
</tr>
<tr>
<td>$F_n$ LB</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>$F_n$ UB</td>
<td>0.95</td>
<td>1.00</td>
</tr>
</tbody>
</table>

5.4.4 Resistance Fuzzy Rule Bank

A rule bank was developed to give higher preferences to the solutions that are not near the model constraints. The preferences for designs created between the goal and threshold values described previously will be degraded based on their closeness to the threshold value. The rule antecedents contain all AND statements so the lowest value of input resistance fuzzy set and all constraints is used for the activation level.

#### Figure 5.10: Resistance Rule Matrix

5.5 Ship Design Case Study Problem Summary

The case study’s goal is the optimization of a ship hull with respect to the resistance and seakeeping performances. The design variables for the case study are listed in table 5.3, with their lower and upper bound values. Table 5.4 lists all the parameters that are held constant throughout the optimization.
<table>
<thead>
<tr>
<th>Design Variable</th>
<th>Units</th>
<th>Initial Value</th>
<th>Lower Bound</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>[m]</td>
<td>260.8</td>
<td>245</td>
<td>270</td>
</tr>
<tr>
<td>B</td>
<td>[m]</td>
<td>45.8</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>T</td>
<td>[m]</td>
<td>15.9</td>
<td>15</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 5.3: Case Study Design Variables

<table>
<thead>
<tr>
<th>Constant</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ</td>
<td>[tonnes]</td>
<td>162000</td>
</tr>
<tr>
<td>$C_M$</td>
<td>[-]</td>
<td>0.996</td>
</tr>
<tr>
<td>$V_k$</td>
<td>[knots]</td>
<td>15</td>
</tr>
<tr>
<td>Water Density</td>
<td>[tonnes/m³]</td>
<td>1.025</td>
</tr>
<tr>
<td>Shell Appendage Allowance</td>
<td>[-]</td>
<td>1.005</td>
</tr>
<tr>
<td>Roll Damping Constant</td>
<td>[-]</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 5.4: Case Study Parameters

Equation (5.29) outlines the problem statement for the case study MDO with all constraints listed as the crisp constraints that must be satisfied, where $F(\mathbf{x})$ is the system level preference function, $f_{SK}$ is the seakeeping motions, and $R_T$ is the total resistance.
System Level:

\[
\begin{align*}
\text{maximize} & \quad F(x) \\
\text{subject to} & \quad \{L, B, T\} \\
\end{align*}
\]

Seakeeping Discipline:

\[
\begin{align*}
\text{minimize} & \quad f_{SK}(x) \\
\text{subject to} & \quad g_1(x) : 0 \geq LCG - (LCB + 0.005L) \\
& \quad g_2(x) : 0 \geq (LCB + 0.005L) - LCG \\
\end{align*}
\]

Resistance Discipline:

\[
\begin{align*}
\text{minimize} & \quad R_T(x) \\
\text{subject to} & \quad g_1(x) : 0 \geq 0.55 - C_p \\
& \quad g_2(x) : 0 \geq C_p - 0.85 \\
& \quad g_3(x) : 0 \geq 3.9 - \frac{L}{B} \\
& \quad g_4(x) : 0 \geq \frac{L}{B} - 14.9 \\
& \quad g_5(x) : 0 \geq 2.10 - \frac{B}{T} \\
& \quad g_6(x) : 0 \geq \frac{B}{T} - 4.00 \\
& \quad g_7(x) : 0 \geq 0.05 - Fn \\
& \quad g_8(x) : 0 \geq Fn - 1.00 \\
\end{align*}
\]
5.6 Results

The results of the HFLC MDO are shown in table 5.5. The table lists the objective function and key parameter values for the parent hullform, the resistance optimum, the seakeeping optimum, and the MDO optimum. The results of the seakeeping and resistance optimums are found when the individual disciplines are optimized with no consideration of the other disciplines.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>L [m]</td>
<td>260.8</td>
<td>270</td>
<td>263.8</td>
<td>270</td>
</tr>
<tr>
<td>B [m]</td>
<td>45.8</td>
<td>45.1</td>
<td>43.4</td>
<td>46.5</td>
</tr>
<tr>
<td>T [m]</td>
<td>15.9</td>
<td>17.4</td>
<td>16.4</td>
<td>16.1</td>
</tr>
<tr>
<td>L/B</td>
<td>5.69</td>
<td>5.98</td>
<td>6.08</td>
<td>5.80</td>
</tr>
<tr>
<td>B/T</td>
<td>2.88</td>
<td>2.88</td>
<td>2.65</td>
<td>2.89</td>
</tr>
<tr>
<td>$C_b$ [-]</td>
<td>0.832</td>
<td>0.746</td>
<td>0.841</td>
<td>0.782</td>
</tr>
<tr>
<td>$C_p$ [-]</td>
<td>0.836</td>
<td>0.749</td>
<td>0.845</td>
<td>0.786</td>
</tr>
<tr>
<td>$R_T$ [N]</td>
<td>1342180</td>
<td>1179320</td>
<td>1351970</td>
<td>1269840</td>
</tr>
<tr>
<td>Heave Acc. [m/s²]</td>
<td>0.117</td>
<td>0.114</td>
<td>0.112</td>
<td>0.113</td>
</tr>
<tr>
<td>Pitch Acc. [rad/s²]</td>
<td>1.176</td>
<td>1.185</td>
<td>1.128</td>
<td>1.156</td>
</tr>
<tr>
<td>Roll Acc. [rad/s²]</td>
<td>0.550</td>
<td>0.339</td>
<td>0.192</td>
<td>0.726</td>
</tr>
</tbody>
</table>

Table 5.5: Ship Case Study Results

The table shows that the seakeeping discipline, had the lowest motion accelerations of any of the designs. The resistance optimum had a significantly lower resistance than other designs in the table. The MDO result demonstrates the trade offs that are made by the MDO algorithm.

The MDO resulted in objective function values less than optimal for each of the individual disciplines, but improved overall design. The MDO results showed improvements in the non-optimized objectives from the individual discipline optimizations. The total resistance for the MDO showed an approximate 6% improvement over the original hull and seakeeping optimal hull, and the ship motions improved for heave and pitch accelerations over the parent design and resistance optimum.

This case study demonstrated how the algorithm can evaluate design disciplines
with objectives on very different scales. When the design analysis tool outputs are entered into the discipline’s FLS the results are all scaled by the membership functions so every discipline is on the same order of magnitude. This ensures that when trade-offs are considered, a single discipline will not have more weight than others simply because the discipline’s objective function is orders of magnitude higher than the other disciplines.

Figure 5.11 presents the sampled points of the design space based on the discipline FLS outputs. The optimal designs and the initial design from table 5.5 are highlighted and the utopia point is also shown. In the figure, the trade offs made by the MDO optimizer are shown. While the solution from the MDO is not optimal for either individual discipline objective, the location is favorable in both disciplines.

![Figure 5.11: Case Study Design FLS Outputs](image-url)
The figure displays the flatness of the design space with respect to the seakeeping discipline. All seakeeping outputs fell between 6.65 and 7.0 on the preference scale used. This is a result of the heave accelerations which had a very narrow range over the evaluated designs. This limited the range of the outputs due to the fact that the design intent had the most emphasis on the heave acceleration over other motions.

The resistance discipline outputs fell between 3 and 8 on the preference scale. The lower range of resistance preferences were limited by the upper bound of the $C_P$ constraint, as shown by the seakeeping optimum which is nearly in full violation of the $C_P$ constraint.

This case study also demonstrated the information that can be captured by including designer intent. The importance put on heave accelerations is shown by the seakeeping having the lowest heave followed by the MDO optimum. When just the seakeeping discipline are examined, the coupling effects added by the design intent are visible by the reduction in pitch and roll accelerations. When the trade-offs were evaluated by the MDO, the pitch and roll accelerations were not reduced to the level of the seakeeping optimum, but the highest of the values were reduced from the resistance optimum and parent hull.

5.7 Chapter Summary

To demonstrate the algorithm, a ship design case study is presented. The case study optimized a hullform based on a VLCC tanker, subject to the restrictions of the Suez Canal. The hullform optimization was subject to two discipline level optimizations: resistance and seakeeping. Two low-fidelity design tools were used to evaluate the resistance and seakeeping characteristics.

Fuzzy logic systems were built for the low-fidelity analysis models used. These systems modeled input the designer intent into the MDO optimizer FLS to extract more information from the models than what is available in standard MDO formu-
lations. Instead of simply examining the accelerations or displacements of the ship motions, the seakeeping discipline was intended to reduce the effects of seasickness on the ship’s crew. By including the FLS analysis in the seakeeping optimization, aspects of the design were captured that are missed by traditional optimizers. The effects of seasickness could be modeled, even though no hard rules or mathematical models exist. This example demonstrates the potential benefits of including designer intent in the MDO optimizer.

The HFLC MDO was run, and an optimal design was found that reduced the resistance and ship motions that affect seasickness. The case study presented the ability of the framework to adapt to different disciplines, by modifying the discipline FLSs. Also, the HFLC MDO algorithm demonstrated the ability to handle trade-offs of disciplines with objective functions on very different scales.
CHAPTER VI

Conclusions and Recommendations for Future Work

This dissertation developed a novel method for multidisciplinary design optimization. The HFLC MDO method showed strong results in both the mathematical example and ship design case study presented. The development of the method presented in this dissertation provided several significant contributions.

6.1 Review of Contributions

Developed a New Method of Multidisciplinary Design Optimization

As discussed in chapter II, many methods of MDO exist and have been successfully used. The algorithm presented provides a novel approach to MDO by introducing designer intent models to the optimizer. The HFLC MDO method enables the optimizer to utilize more information from low-fidelity models in early stages of complex design.

When the algorithm was applied to mathematical disciplines (section 4.8), comparisons to other methods of MDO resulted favorably. Modeling design intent and minimizing the disciplines with considerations of trade-offs, the results directly compared to other MDO algorithms. In this example, the final design selected by the
HFLC MDO algorithm fell on the Pareto front of the evaluated designs. When compared to the other MDO algorithms, the HFLC MDO results yielded similar evaluation metrics.

**Extension of Set-Based Design (SBD) Fuzzy Logic Systems to MDO**

The methods from SBD of using fuzzy logic systems to communicate preferences between multiple analyses were adapted for use in a MDO optimizer. The sections 4.3, 5.3.3 and 5.4.3 presented disciplines with different design analysis aspects that are combined using fuzzy logic systems to create discipline preference curves. This allows for human design intent to be incorporated into the optimizer.

**Extension of Set-Based Design Fuzzy Logic System using Hierarchical Fuzzy Logic Controllers to Combine Discipline Outputs**

The FLS from SBD provided a means to communicate preferences of design aspects within a discipline, however a method was needed to blend different discipline FLS outputs into a single output for the entire system. In section 4.5, HFLC were outlined as a method to combined the outputs of multiple disciplines. The method presented successfully combined outputs from the disciplines that are scaled so trade-offs can be examined without concern for objective functions on extreme scales, as shown in section 5.6.

**Applied Hierarchical Fuzzy Logic Controllers to MDO**

HFLC methods were introduced to MDO as a automated method of analyzing systems with competing goals. As described previously, HFLC provide a method to evaluate trade-offs when analyzing FLS outputs. This method was incorporated in the HFLC MDO method to select optimal designs. The use of HFLC MDO to find optimal points was compared to other methods of MDO in section 4.8.5, and the
results of a ship design case study were presented in section 5.6. In both cases the
the HFLC MDO method successfully selected an optimal design.

**Incorporated Expert Opinion into MDO Optimizer**

The case studies in this dissertation also showed how the algorithm can be used as
a framework for many different types of optimization problems. The designer intent
membership functions can be changed depending on the problem being addressed.
In the ship design case study, the use of FLS and HFLC allowed for information to
be captured that does not have reliable mathematical models for use in a traditional
design optimizer. As demonstrated in the seakeeping discipline (section 5.3), outputs
from standard models available during early stages of design can be analyzed with a
specific design intent, in this case the affects of seasickness on a ship’s crew.

### 6.2 Recommendations

During the development of the HFLC MDO method presented, multiple research
directions presented themselves. The use of fusion logic from HFLC provided a
method to combine the preferences of multiple design disciplines. This presents a sig-
nificant contribution to set-based design community. SBD methods have established
methods for communication of preferences between disciplines, but a hierarchical
method for blending the outputs from disciplines has not been formally established.
The extension of fusion logic methods to the set-based design process is a potential
area of investigation.

The use of fuzzy logic controllers in the design creation and evaluation process
showed promising results throughout the example problems provided. The research on
fuzzy logic controllers is extensive in different design disciplines. The use of different
methods of fusion logic needs to be investigated as methods of assessing trade offs.
Different types of fusion logic have been used in fuzzy controllers, such as weighted
average methods, which could give flexibility to the algorithm.

Another area that could be examined is the inclusion of uncertainty in the MDO process. Because fuzzy logic systems are used in the MDO algorithm, a clear direction for including uncertainty is the use of Type-2 FLS. Type-2 FLS allow for random uncertainty to be included in a FLS, this could lead to a HFLC MDO method for optimization under uncertainty. Type-2 FLSs have been used in fuzzy logic controllers for system control under uncertainty, this could be extended to the evaluation of designs using the framework presented in this thesis.

A third direction that could be taken for future research is the use of classic optimization algorithms to control the search direction. The method presented used a set-based design approach to evaluation of the design space. This method produced optimal results with the case studies described. If a more efficient method of evaluating the design space is necessary, the framework presented provides a method to input the designer intent and consider trade offs which could be adapted to use optimization algorithms.
APPENDICES
APPENDIX A

Output of Seakeeping Prediction Program

Univeristy of Michigan
Department of Naval Architecture and Marine Engineering

Seakeeping Prediction Program (SPP-1.5) by M.G. Parsons


Hull Data Identification: AutoCallSPP
Run Identification: AutoRun

Input Verification:

Length of Waterline LWL (m) = 349.00
Vessel Displacement (tonnes) = 223592.1
Vertical Center of Gravity VCG (m) = 10.00
Roll Radius of Gyration k11 (m) = 22.12
Fraction of Critical Roll Damping = 0.1000
Ship Speed (knots) = 15.00
Ship Heading Relative to Waves (deg) = 45.00
Water Type = Salt@15C
Water Density Rho (kg/m^3) = 1025.00
ISSC Two Parameter Spectrum Excitation
Significant Wave Height (m) = 8.00
Characteristic Wave Period (s) = 15.00
Lower Freq. Integration Limit (rad/s) = 0.30
Upper Freq. Integration Limit (rad/s) = 1.20

<table>
<thead>
<tr>
<th>Sta.</th>
<th>Beam [m]</th>
<th>Area [m^2]</th>
<th>Draft [m]</th>
<th>Weight [t]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>13415.5</td>
</tr>
<tr>
<td>1</td>
<td>37.15</td>
<td>398.66</td>
<td>15.00</td>
<td>15651.5</td>
</tr>
<tr>
<td>2</td>
<td>56.00</td>
<td>780.28</td>
<td>15.00</td>
<td>21241.3</td>
</tr>
<tr>
<td>3</td>
<td>56.00</td>
<td>836.64</td>
<td>15.00</td>
<td>26831.1</td>
</tr>
<tr>
<td>4</td>
<td>56.00</td>
<td>836.64</td>
<td>15.00</td>
<td>26831.1</td>
</tr>
<tr>
<td>5</td>
<td>56.00</td>
<td>836.64</td>
<td>15.00</td>
<td>26831.1</td>
</tr>
<tr>
<td>6</td>
<td>56.00</td>
<td>836.64</td>
<td>15.00</td>
<td>26831.1</td>
</tr>
<tr>
<td>7</td>
<td>56.00</td>
<td>807.61</td>
<td>15.00</td>
<td>26831.1</td>
</tr>
<tr>
<td>8</td>
<td>56.00</td>
<td>593.17</td>
<td>15.00</td>
<td>17887.4</td>
</tr>
<tr>
<td>9</td>
<td>36.03</td>
<td>260.51</td>
<td>15.00</td>
<td>13415.5</td>
</tr>
<tr>
<td>10</td>
<td>5.49</td>
<td>4.20</td>
<td>0.75</td>
<td>7825.7</td>
</tr>
</tbody>
</table>

University of Michigan
Department of Naval Architecture and Marine Engineering

Seakeeping Prediction Program (SPP-1.5) by M.G. Parsons


Hull Data Identification: AutoCallSPP
Run Identification: AutoRun

Motion Natural Frequencies and Periods:
Heave Natural Frequency = 0.575 rad/s  Heave Natural Period = 10.92 sec.
Pitch Natural Frequency = 0.575 rad/s  Pitch Natural Period = 10.93 sec.
Roll Natural Frequency = 0.508 rad/s  Roll Natural Period = 12.38 sec.

Roll Damping Results:
Roll Wave Damping = 0.307E+06
Added Viscous Roll Damping = 0.108E+07

Seakeeping Response Results:
Ship Speed = 15.0 knots = 7.72 m/s
Wave Angle [with Head Seas 180 deg.] = 45.0 deg.
ISSC Two Parameter Spectrum - Sign.Height = 8.00 m Char. Period = 15.00 s

Nondimensional Motion Response Amplitude Operators:

<table>
<thead>
<tr>
<th>Wave Encount.</th>
<th>Wave Heave Pitch Roll</th>
</tr>
</thead>
<tbody>
<tr>
<td>r/s</td>
<td>r/s</td>
</tr>
<tr>
<td>0.300</td>
<td>0.250</td>
</tr>
<tr>
<td>0.350</td>
<td>0.282</td>
</tr>
<tr>
<td>0.400</td>
<td>0.311</td>
</tr>
<tr>
<td>0.450</td>
<td>0.337</td>
</tr>
<tr>
<td>0.500</td>
<td>0.361</td>
</tr>
<tr>
<td>0.550</td>
<td>0.382</td>
</tr>
<tr>
<td>0.600</td>
<td>0.400</td>
</tr>
<tr>
<td>0.650</td>
<td>0.415</td>
</tr>
<tr>
<td>0.700</td>
<td>0.427</td>
</tr>
<tr>
<td>0.750</td>
<td>0.437</td>
</tr>
<tr>
<td>0.800</td>
<td>0.444</td>
</tr>
<tr>
<td>0.850</td>
<td>0.448</td>
</tr>
<tr>
<td>0.900</td>
<td>0.449</td>
</tr>
<tr>
<td>0.950</td>
<td>0.448</td>
</tr>
<tr>
<td>1.000</td>
<td>0.444</td>
</tr>
<tr>
<td>1.050</td>
<td>0.437</td>
</tr>
<tr>
<td>1.100</td>
<td>0.427</td>
</tr>
<tr>
<td>1.150</td>
<td>0.414</td>
</tr>
<tr>
<td>1.200</td>
<td>0.399</td>
</tr>
</tbody>
</table>

Nondimensional Moment Response Amplitude Operators:

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>r/s</td>
<td>r/s</td>
</tr>
<tr>
<td>0.300</td>
<td>0.250</td>
</tr>
<tr>
<td>0.350</td>
<td>0.282</td>
</tr>
<tr>
<td>0.400</td>
<td>0.311</td>
</tr>
<tr>
<td>0.450</td>
<td>0.337</td>
</tr>
<tr>
<td>0.500</td>
<td>0.361</td>
</tr>
<tr>
<td>0.550</td>
<td>0.382</td>
</tr>
<tr>
<td>0.600</td>
<td>0.400</td>
</tr>
</tbody>
</table>

Seakeeping Prediction Program (SPP-1.5) by M.G. Parsons

Run Identification: AUTO Run
### Wave Input and Response Amplitude Spectra:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>r/s</td>
<td>m^2s</td>
<td>m^2s</td>
<td>deg.^2s</td>
<td>deg.^2s</td>
<td>(t-m)^2s</td>
<td>(t-m)^2s</td>
<td>(t-m)^2s</td>
</tr>
<tr>
<td>0.300</td>
<td>16.608</td>
<td>11.691</td>
<td>1.953</td>
<td>1.908</td>
<td>0.131E+11</td>
<td>0.243E+10</td>
<td>0.296E+09</td>
</tr>
<tr>
<td>0.350</td>
<td>16.752</td>
<td>3.817</td>
<td>2.873</td>
<td>2.384</td>
<td>0.444E+11</td>
<td>0.658E+10</td>
<td>0.811E+09</td>
</tr>
<tr>
<td>0.400</td>
<td>8.512</td>
<td>1.088</td>
<td>1.937</td>
<td>1.188</td>
<td>0.102E+12</td>
<td>0.185E+11</td>
<td>0.144E+10</td>
</tr>
<tr>
<td>0.500</td>
<td>5.639</td>
<td>0.918</td>
<td>0.225</td>
<td>0.957E+11</td>
<td>0.227E+11</td>
<td>0.122E+10</td>
<td></td>
</tr>
<tr>
<td>0.550</td>
<td>3.754</td>
<td>0.255</td>
<td>0.073</td>
<td>0.655E+11</td>
<td>0.223E+11</td>
<td>0.758E+09</td>
<td></td>
</tr>
<tr>
<td>0.600</td>
<td>2.539</td>
<td>0.019</td>
<td>0.550</td>
<td>0.302E+11</td>
<td>0.170E+11</td>
<td>0.315E+09</td>
<td></td>
</tr>
<tr>
<td>0.650</td>
<td>1.752</td>
<td>0.037</td>
<td>0.884</td>
<td>0.750E+10</td>
<td>0.931E+10</td>
<td>0.645E+08</td>
<td></td>
</tr>
<tr>
<td>0.700</td>
<td>1.233</td>
<td>0.034</td>
<td>0.600</td>
<td>0.771E+09</td>
<td>0.311E+10</td>
<td>0.618E+06</td>
<td></td>
</tr>
<tr>
<td>0.750</td>
<td>0.886</td>
<td>0.014</td>
<td>0.122</td>
<td>0.938E+09</td>
<td>0.333E+09</td>
<td>0.705E+07</td>
<td></td>
</tr>
<tr>
<td>0.800</td>
<td>0.648</td>
<td>0.002</td>
<td>0.032</td>
<td>0.651E+09</td>
<td>0.615E+08</td>
<td>0.635E+07</td>
<td></td>
</tr>
<tr>
<td>0.850</td>
<td>0.482</td>
<td>0.003</td>
<td>0.128</td>
<td>0.699E+08</td>
<td>0.244E+09</td>
<td>0.417E+06</td>
<td></td>
</tr>
<tr>
<td>0.900</td>
<td>0.364</td>
<td>0.002</td>
<td>0.074</td>
<td>0.127E+09</td>
<td>0.521E+08</td>
<td>0.239E+07</td>
<td></td>
</tr>
<tr>
<td>0.950</td>
<td>0.279</td>
<td>0.001</td>
<td>0.003</td>
<td>0.917E+08</td>
<td>0.101E+09</td>
<td>0.337E+07</td>
<td></td>
</tr>
<tr>
<td>1.000</td>
<td>0.216</td>
<td>0.000</td>
<td>0.000</td>
<td>0.742E+08</td>
<td>0.322E+09</td>
<td>0.739E+06</td>
<td></td>
</tr>
<tr>
<td>1.050</td>
<td>0.170</td>
<td>0.000</td>
<td>0.000</td>
<td>0.293E+08</td>
<td>0.714E+08</td>
<td>0.169E+06</td>
<td></td>
</tr>
<tr>
<td>1.100</td>
<td>0.135</td>
<td>0.000</td>
<td>0.000</td>
<td>0.466E+08</td>
<td>0.110E+09</td>
<td>0.662E+05</td>
<td></td>
</tr>
<tr>
<td>1.150</td>
<td>0.108</td>
<td>0.000</td>
<td>0.000</td>
<td>0.478E+08</td>
<td>0.197E+09</td>
<td>0.240E+06</td>
<td></td>
</tr>
<tr>
<td>1.200</td>
<td>0.088</td>
<td>0.000</td>
<td>0.000</td>
<td>0.297E+08</td>
<td>0.161E+08</td>
<td>0.392E+06</td>
<td></td>
</tr>
</tbody>
</table>

### Wave Input and Response Amplitude Statistics:

<table>
<thead>
<tr>
<th>m</th>
<th>m</th>
<th>deg.</th>
<th>deg.</th>
<th>t-m</th>
<th>t-m</th>
<th>t-m</th>
</tr>
</thead>
<tbody>
<tr>
<td>R.M.S.</td>
<td>1.794</td>
<td>0.992</td>
<td>0.710</td>
<td>0.710</td>
<td>0.148E+06</td>
<td>0.757E+05</td>
</tr>
<tr>
<td>Ave</td>
<td>2.242</td>
<td>1.260</td>
<td>0.888</td>
<td>0.887</td>
<td>0.185E+06</td>
<td>0.946E+05</td>
</tr>
<tr>
<td>Signif.</td>
<td>3.588</td>
<td>1.983</td>
<td>1.421</td>
<td>1.419</td>
<td>0.295E+06</td>
<td>0.151E+06</td>
</tr>
<tr>
<td>Ave 1/10</td>
<td>4.574</td>
<td>2.529</td>
<td>1.812</td>
<td>1.810</td>
<td>0.377E+06</td>
<td>0.193E+06</td>
</tr>
<tr>
<td>Design Value with N=1000 and alpha=.01</td>
<td>0.709E+06</td>
<td>0.363E+06</td>
<td>0.838E+05</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Output of Power Prediction Program

University of Michigan
Department of Naval Architecture and Marine Engineering

Power Prediction Program (PPP-1.8) by M. G. Parsons


Run Identification: A

Input Verification:

Length of Waterline LWL (m) = 315.00
Maximum Beam on LWL (m) = 50.80
Depth at the Bow (m) = 0.00

Mean Draft (m) = 16.90
Draft Forward (m) = 16.90
Draft Aft (m) = 16.90

Block Coefficient on LWL CB = 0.8230
Prismatic Coefficient on LWL CP = 0.8263
Midship Coefficient to LWL CM=CX = 0.9960
Waterplane Coefficient on LWL CWP = 0.8912

Center of Buoyancy LCB (% LWL; + Fwd) = 0.5000
Center of Buoyancy LCB (m from FP) = 155.93
Molded Volume (m^-3) = 222567.0
Deck House/Cargo Frontal Area (m^-2) = 0.00

Water Type = Salt@15C
Water Density (kg/m^-3) = 1025.87
Kinematic Viscosity (m^-2/s) = 0.118831E-05

Appen. Drag (% Bare Hull Resistance) = 5.00
Bulb Section Area at Station 0 (m²) = 0.00
Vertical Center of Bulb Area (m) = 0.00
Transom Immersed Area (m²) = 0.00
Stern Type = Normally Shaped
Design Margin on RT, PE, REQ.THR (%) = 0.00
Propulsion Type = SS, Conv.
Propeller Diameter (m) = 10.14
Propeller Expanded Area Ratio Ae/Ao = 0.8500
Wetted Surface (m²) = 22635.26
Half Angle of Entrance (deg) = 45.53

University of Michigan
Department of Naval Architecture and Marine Engineering

Power Prediction Program (PPP-1.8) by M. G. Parsons


Run Identification: A

Speed, Resistance Coefficients and Frictional Resistance RF(N):

<table>
<thead>
<tr>
<th>V(ktts)</th>
<th>V(m/s)</th>
<th>FN</th>
<th>SLRATIO</th>
<th>CF</th>
<th>CR</th>
<th>CA</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.00</td>
<td>2.57</td>
<td>0.0463</td>
<td>0.1555</td>
<td>0.001606</td>
<td>0.000509</td>
<td>0.000237</td>
<td>123369.7</td>
</tr>
<tr>
<td>7.00</td>
<td>3.60</td>
<td>0.0648</td>
<td>0.2177</td>
<td>0.001539</td>
<td>0.000488</td>
<td>0.000237</td>
<td>231785.8</td>
</tr>
<tr>
<td>9.00</td>
<td>4.63</td>
<td>0.0833</td>
<td>0.2800</td>
<td>0.001492</td>
<td>0.000473</td>
<td>0.000237</td>
<td>371448.6</td>
</tr>
<tr>
<td>11.00</td>
<td>5.66</td>
<td>0.1018</td>
<td>0.3422</td>
<td>0.001466</td>
<td>0.000465</td>
<td>0.000237</td>
<td>541484.4</td>
</tr>
<tr>
<td>13.00</td>
<td>6.69</td>
<td>0.1203</td>
<td>0.4044</td>
<td>0.001427</td>
<td>0.000476</td>
<td>0.000237</td>
<td>741224.6</td>
</tr>
<tr>
<td>15.00</td>
<td>7.72</td>
<td>0.1388</td>
<td>0.4666</td>
<td>0.001403</td>
<td>0.000534</td>
<td>0.000237</td>
<td>970131.0</td>
</tr>
<tr>
<td>17.00</td>
<td>8.75</td>
<td>0.1574</td>
<td>0.5288</td>
<td>0.001383</td>
<td>0.000683</td>
<td>0.000237</td>
<td>1227754.1</td>
</tr>
<tr>
<td>19.00</td>
<td>9.77</td>
<td>0.1759</td>
<td>0.5910</td>
<td>0.001365</td>
<td>0.000968</td>
<td>0.000237</td>
<td>1513710.0</td>
</tr>
</tbody>
</table>

Remaining Resistance Components (N):

<table>
<thead>
<tr>
<th>V(ktts)</th>
<th>Form</th>
<th>Appendage</th>
<th>Wave</th>
<th>Bulb</th>
<th>Transom</th>
<th>Correlation</th>
<th>Air Drag</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.00</td>
<td>39110.2</td>
<td>8124.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>18204.6</td>
</tr>
<tr>
<td>7.00</td>
<td>73479.9</td>
<td>15263.3</td>
<td>0.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>35681.0</td>
</tr>
<tr>
<td>9.00</td>
<td>117755.2</td>
<td>24463.4</td>
<td>63.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>58982.8</td>
</tr>
<tr>
<td>11.00</td>
<td>171659.3</td>
<td>35726.7</td>
<td>1390.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>88110.1</td>
</tr>
<tr>
<td>13.00</td>
<td>234980.3</td>
<td>49422.8</td>
<td>12281.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>123062.9</td>
</tr>
<tr>
<td>15.00</td>
<td>307547.3</td>
<td>66982.1</td>
<td>61964.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>163841.2</td>
</tr>
<tr>
<td>17.00</td>
<td>389218.0</td>
<td>91730.8</td>
<td>217643.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>210444.8</td>
</tr>
<tr>
<td>19.00</td>
<td>479870.7</td>
<td>129767.3</td>
<td>593765.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>262874.0</td>
</tr>
</tbody>
</table>
Resistance, Effective Power, Propulsion Factors and Required Thrust

<table>
<thead>
<tr>
<th>V(kts)</th>
<th>RT(N)</th>
<th>PE(kW)</th>
<th>w</th>
<th>t</th>
<th>REQ.THR(N)</th>
<th>etaH</th>
<th>etaRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.00</td>
<td>188808.5</td>
<td>485.65</td>
<td>0.5081</td>
<td>0.2007</td>
<td>236219.1</td>
<td>1.6249</td>
<td>1.0025</td>
</tr>
<tr>
<td>7.00</td>
<td>356210.6</td>
<td>1282.74</td>
<td>0.5044</td>
<td>0.2007</td>
<td>445656.6</td>
<td>1.6127</td>
<td>1.0025</td>
</tr>
<tr>
<td>9.00</td>
<td>572713.5</td>
<td>2651.64</td>
<td>0.5019</td>
<td>0.2007</td>
<td>716524.4</td>
<td>1.6043</td>
<td>1.0025</td>
</tr>
<tr>
<td>11.00</td>
<td>838370.8</td>
<td>4744.21</td>
<td>0.4998</td>
<td>0.2007</td>
<td>1048889.4</td>
<td>1.5980</td>
<td>1.0025</td>
</tr>
<tr>
<td>13.00</td>
<td>1160942.3</td>
<td>7764.06</td>
<td>0.4983</td>
<td>0.2007</td>
<td>1452459.9</td>
<td>1.5931</td>
<td>1.0025</td>
</tr>
<tr>
<td>15.00</td>
<td>1570466.0</td>
<td>12118.66</td>
<td>0.4970</td>
<td>0.2007</td>
<td>1964816.9</td>
<td>1.5890</td>
<td>1.0025</td>
</tr>
<tr>
<td>17.00</td>
<td>2136791.5</td>
<td>18687.27</td>
<td>0.4959</td>
<td>0.2007</td>
<td>2673349.0</td>
<td>1.5856</td>
<td>1.0025</td>
</tr>
<tr>
<td>19.00</td>
<td>2979587.5</td>
<td>29123.56</td>
<td>0.4949</td>
<td>0.2007</td>
<td>3727774.8</td>
<td>1.5826</td>
<td>1.0025</td>
</tr>
</tbody>
</table>

Design Margin Has Been Included in RT, PE, and REQ.THR = RT/(1-t).
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