Method to Measure Flame Index in a Partially-Premixed Gas Turbine Combustor
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This paper describes a new method to image the flame index in turbulent, partially-premixed flames. The flame index indicates the locations where premixed flames and where non-premixed flames exist. This information is needed to improve the modeling of gas turbine combustors. Using simultaneous acetone and NO2 Planar Laser-Induced Fluorescence (PLIF), flame index was measured in a gas turbine model combustor. The fluorescence linearity and saturation characteristics of acetone and NO2 with respect to volume fraction and laser spectral irradiance also were studied.

I. Introduction

Many modern combustion applications—gas turbines in particular—involves combustion in which the fuel and oxidizer are not completely mixed prior to entering the flame. These partially-premixed flames have some regions that contain premixed combustion and some that contain non-premixed combustion. The Takeno flame index1 has been suggested as an indicator of how much a flame is premixed and how much is non-premixed. The flame index is defined as:

\[ G_{FO} = \nabla Y_F \cdot \nabla Y_O, \] (1)

where \( G_{FO} \) is the flame index and \( Y_F \) and \( Y_O \) are the fuel and oxidizer mass fractions, respectively. A flame is locally premixed when the flame index is positive, and locally non-premixed when the flame index is negative. More recently, \( G_{FO} \) has been normalized in the modeling studies of Fiorina et al. and others.2,3 This normalized flame index, \( \xi \), has been defined as:

\[ \xi = \frac{\nabla Y_F \cdot \nabla Y_O}{|\nabla Y_F \cdot \nabla Y_O|}, \] (2)

which is dimensionless. In premixed regions, \( \xi = +1 \), while \( \xi = -1 \) in non-premixed regions.

In computational models the flame index concept is useful in allowing the modeler to divide a partially-premixed flame into premixed and non-premixed reaction zones, where the appropriate combustion model can be applied.4 There have been several studies that modeled the subgrid flame index to be a function of the resolved scale gradients of fuel and oxygen concentrations,2–8 however no study has been performed to experimentally verify these models by measuring the fuel and oxidizer gradient. Models of partially-premixed flames need to correctly predict the flame index, so measurements are needed to assess the models.

The flame index measurements described in this paper were taken in a well-studied gas turbine model combustor (GTMC) developed by Meier and colleagues at DLR Stuttgart. The burner is of canonical axisymmetric swirler-design yet it exhibits the fundamental physics associated with gas turbine flames; it contains two swirling air streams that surround an annular fuel stream. Comprehensive measurements have been conducted to investigate flame-structure, flame-dynamics, and flow-field structures for a few selected methane-fueled conditions.9–11 However, flame index has not been experimentally measured in this, or in any combustor. The condition studied in this paper is similar to the conditions studied previously.

II. Experiment

A. Combustor and flame conditions

The experimental methods described previously12 have been applied to a gas turbine model combustor (GTMC), pictured in Fig. 1.10,11 The injector consisted of a central air nozzle, an annular fuel nozzle, and a co-annular air nozzle. Both air nozzles supplied swirling air at atmospheric pressure and temperature from a common plenum. The inner air nozzle had an outer diameter of 15 mm and the annular nozzle had an inner diameter of 17 mm and an outer
The measured swirl number was approximately 0.55. Non-swirling fuel was provided through three exterior ports fed through the annular nozzle, which was subdivided into 72 channels with a 0.5 mm × 0.5 mm cross section. The exit plane of the central air nozzle and fuel nozzle lay 4.5 mm below the exit plane of the outer air annulus. The exit plane of the outer air annulus will be referred to as the injector face. The combustion chamber had a square cross section of 85 mm in width and 110 mm in height. The exit of the combustion chamber was an exhaust tube with a diameter of 40 mm and a height of 50 mm. In the present investigation, the burner was operated with four fused silica windows, with a thickness of 1.5 mm, for flame visualization.

The air was seeded with NO$_2$, while the CH$_4$ was seeded with acetone. The NO$_2$ seeding was achieved by using a premixed gas cylinder. The acetone seeding in the CH$_4$ was achieved by bubbling the CH$_4$ through an acetone bath. The bath had a bypass line, through which the flow of CH$_4$ could be controlled. Heat tape, connected to a PID temperature controller, kept the acetone in the bath at a constant temperature ±2°C to more precisely control the acetone concentration.

Using the GTMC the flame index was measured in a CH$_4$/acetone/air flame for run conditions that are similar to the conditions of flame B studied by Weigand et al. The difference being that NO$_2$ and acetone were added in the present work. The conditions are described in Table 1.

**Table 1. Flame conditions. The flow rate of species $i$ is $m_i$, and $\phi_{global}$ is the equivalence ratio for the overall mixture.**

<table>
<thead>
<tr>
<th>$m_{ha}$ (g/min)$^a$</th>
<th>$m_f$ (g/min)$^b$</th>
<th>$\phi_{global}$</th>
<th>NO$_2$ Volume Fraction$^c$</th>
<th>Acetone Volume Fraction$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>285</td>
<td>16</td>
<td>0.76</td>
<td>5,000 ppm</td>
<td>21.0%</td>
</tr>
</tbody>
</table>

$^a$ Includes air and NO$_2$.

$^b$ Includes CH$_4$ and acetone.

$^c$ Volume fractions are for the pure fuel or pure air stream, by volume.

**B. Planar laser-induced fluorescence system**

As suggested by prior studies and the previous flame modeling study, acetone makes an excellent fuel tracer. It fluoresces in the wavelength range between 400 nm and 500 nm when excited by a 266 nm laser. While NO$_2$ is not traditionally considered to be an oxygen tracer, the models showed that NO$_2$ will function as such. Agarwal et al. showed that NO$_2$ will fluoresce from 540 nm to 675 nm when excited by a 488 nm Argon-Ion laser, while Donnelly et al. showed that NO$_2$ will fluoresce from 550 nm to wavelengths longer than 800 nm when excited by a 532 nm Nd:YAG laser. Cattolica has shown that applying NO$_2$ planar laser-induced fluorescence (PLIF) to combustion studies is possible.

A diagram of the layout of the lasers, cameras, and burner for the simultaneous acetone and NO$_2$ PLIF system can be seen in Fig. 2. The NO$_2$ PLIF was achieved with a frequency doubled Nd:YAG laser (Spectra Physics LAB-150, Laser #1) operated at a wavelength of 532 nm. The acetone PLIF was achieved with a frequency quadrupled Nd:YAG laser (Spectra Physics GCR-130, Laser #2) operated at a wavelength of 266 nm. Both lasers had a linewidth of approximately 1.0 cm$^{-1}$. The 266 nm laser has a pulse width of about 6 ns, while the 532 nm laser had a pulse width of approximately 8 ns. The 266 nm laser had an energy of 30 mJ/pulse, and the 532 nm laser was operated at 110 mJ/pulse. At the burner the 266 nm laser energy had been reduced to 10 mJ. The normalized spectral irradiance was 40 MW/cm$^2$/cm$^{-1}$. The 532 nm laser energy had been reduced to 45 mJ, and the normalized spectral irradiance was 290 MW/cm$^2$/cm$^{-1}$. Both lasers were pulsed at a rate of 10 Hz. Over time the power and shape of the 266 nm laser beam tended to degrade, so it was decided to correct for the non-uniformities in the laser sheet on a shot-to-shot basis using a dye cell.

The laser beams were formed into sheets using two cylindrical lenses and were passed between knife edges, set
Figure 2. Diagram of laser and camera setup for simultaneous PLIF. BD - beam dump, BS - beam splitter, CL - cylindrical lens, K - knife edge, M - mirror, ND - neutral density filter, PM - partial mirror.

10 mm apart, to chop the top and bottom of the laser sheets. They next passed through 10% pick-off mirrors to a dye cell with an optically thick Rhodamine 6G solution to correct for the non-uniformity of the laser sheet. The distances were set up such that the laser sheets would be focused inside the dye cell. The remaining 90% of the laser sheets were then combined using a dichroic beam splitter (CVI Melles Griot BSR-25-2025) and passed through the burner. At the test section the 266 nm laser sheet had a height of 10 mm and a 1/e thickness of 250 µm at its focal point. At the same location the 532 nm laser sheet had a height of 10 mm and a 1/e thickness of 200 µm. The knife edge was used to create a sharp edge in the observed PLIF signals and the fluorescence observed in the dye cell, so that the two images could later be aligned, as suggested by Clemens.20

NO$_2$ fluorescence was observed by a red-sensitive intensified CCD (ICCD) camera (Andor iStar DH334T-18U-A3, ICCD #1) with an interference filter (CVI Melles Griot LPF-600) and two 3 mm thick color filters (Schott OG-550) to allow light with wavelengths 600 nm and longer to pass through. Observing the NO$_2$ fluorescence using a red-sensitive ICCD, with a third generation intensifier, was necessary to achieve the maximum possible signal-to-noise ratio. The acetone fluorescence also was observed by an ICCD camera (Andor iStar DH734-25F-03, ICCD #2) with an interference filter (Omega Optical 500ASP) to allow light at wavelengths of 400 nm to 500 nm to pass. Each camera was fitted with a 105 mm f/2.8D Micro-Nikkor lens. A CCD camera (Sony XCD-X710, CCD #1) was fitted with a 50 mm f/2.8 Nikkor lens. It imaged the dye cell for shot-to-shot corrections to the non-uniformity of the laser sheets. A neutral density (ND) filter, with an optical density of 2, was placed to cover only the half of the dye cell that the 532 nm laser sheet hit. A second ND filter, with an optical density of 1, was placed to cover the entire dye cell image. The dye cell camera had an exposure time of 3 ms, and it captured the fluorescence from both of the laser sheets in that time.

To ensure that the NO$_2$ camera’s gate was fully open, the intensifier gated to turn on 50 ns before the arrival of the 532 nm laser pulse. The intensifier gain on the NO$_2$ camera was turned up to the maximum possible level. The acetone camera’s intensifier was gated to turn on 50 ns before the arrival of the 266 nm laser pulse. Both cameras operated with a 100 ns intensifier gate width. A total of 450 images were taken by each camera.

There is some overlap between the fluorescence spectra of acetone and NO$_2$ that the optical filters on the cameras did not filter out. If nothing had been done, some of the acetone fluorescence would have been seen on the NO$_2$ camera. As a result, the lasers were timed such that the 266 nm laser pulse reached the burner 500 ns before the 532 nm laser sheet hit. A second ND filter, with an optical density of 1, was placed to cover the entire dye cell image. The dye cell camera had an exposure time of 3 ms, and it captured the fluorescence from both of the laser sheets in that time.

On a daily basis several calibration steps had to be taken. The laser sheets were checked to be sure they overlapped and passed through the center of the burner. The camera timing was tuned to be sure both the NO$_2$ and acetone PLIF camera gates opened 50 ns before the arrival of their respective laser pulses. Finally, the cameras were both focused on a targeting grid, which had been aligned with the laser sheets, and field-of-view images of the target were taken with each camera so that the images could later be registered.

After each day of runs a series of background images was taken. One series of images recorded the flame seeded with NO$_2$ and acetone but with the lasers turned off. Additional images recorded the flame without the tracer gas...
a given camera looks for but with the other tracer gas present (e.g., a flame without NO₂ seeding but with acetone seeding, imaged by the NO₂ camera), with the lasers on. A final set of images recorded the same flame without the lasers. Typically, each camera would capture 20 images for each of the background conditions. The theory behind the image corrections that require the background and dye cell images is described in Appendix A.

### III. Fluorescence Linearity and Saturation Study

To determine the optimal energy of the lasers, the linearity and possible saturation limits of both acetone and NO₂ were studied. The NO₂ calibration was performed using the same setup described above, while the acetone calibration was performed with the setup described previously. In both cases only the CH₄/acetone mixture or the air/NO₂ mixture flowed through the test chamber, which was at a pressure of 1 atm and a temperature of 293 K. Each data point represents the average fluorescence intensity over 30 laser pulses. Laser energies were measured with a calibrated pyroelectric power meter. Laser energies are provided in both the energy, in mJ/pulse, observed at the burner, and in the normalized spectral irradiance, in MW/cm²/cm⁻¹, as suggested by Partridge and Laurendeau.

**Figure 3.** Fluorescence saturation study of varying laser energy for a) acetone in CH₄ and b) NO₂ in air.

The acetone laser calibration results, shown in Fig. 3a, were obtained for a mixture of 13% acetone, by volume, in CH₄ over the range of possible energy outputs by the laser. As was observed by Lozano et al. and by Thurber and Hanson, the acetone fluorescence does not saturate in this regime.

**Figure 4.** Fluorescence calibration results for varying volume fractions for a) acetone in CH₄ and CH₄ and b) NO₂ in air.

The NO₂ calibration results, shown in Fig. 3b, were obtained using a mixture of 5,000 ppm NO₂ in air. We can see that the NO₂ fluorescence signal is non-linear, which may mean that the NO₂ was partially saturated.
The results of the acetone calibration for varying volume fraction in CH₄ are shown in Fig. 4a. The study was performed at a laser energy of about 15 mJ, or approximately 125 MW/cm²/cm⁻¹. It can be seen that the acetone signal varies linearly with volume fraction and, in this regime, does not saturate.

The results of the NO₂ calibration for varying volume fraction in air are shown in Fig. 4b. The study was performed at a laser energy of 40 mJ and at 125 mJ, or 250 MW/cm²/cm⁻¹ and 800 MW/cm²/cm⁻¹. It can be seen that NO₂ fluorescence responds linearly to variations in the NO₂ volume fraction in air.

IV. Flame Index Measurement

Using the setup described above, 450 simultaneous acetone and NO₂ PLIF image pairs were acquired, and from each of these images a flame index could be measured. The raw acetone PLIF had a very good signal-to-noise ratio of 22, while the NO₂ PLIF had an S/N ratio of 5.

The flame index defined in Eq. (2) depends on the fuel and oxygen gradients. Our previous work¹² showed that the acetone gradients and NO₂ gradients adequately represent the fuel and oxygen, respectively so the flame index has been defined as:

\[ \xi_{LIF} = \frac{\nabla S_{acetone} \cdot \nabla S_{NO_2}}{\left| \nabla S_{acetone} \cdot \nabla S_{NO_2} \right|} \]

(3)

where \( \xi_{LIF} \) is the flame index based on the LIF signal, \( S_{acetone} \) is the acetone fluorescence signal, and \( S_{NO_2} \) is the NO₂ fluorescence signal.

After the signal, background, and sheet correction data has been recorded, several steps were required to determine the flame index.

- Information was gathered to register the two images and to determine the location of the laser sheet within the images.
- Image corrections were made, as suggested by Clemens.²⁰
- Processing of the corrected images involved:
  - Edge detection.
  - Spatial gradient calculation.
  - Flame index determination.

A. Data Processing method

The field-of-view of each camera was determined using a focusing target. The NO₂ field-of-view image was flipped, rotated, and stretched so that it would be aligned to the acetone field-of-view image. The amounts of rotation and stretch were recorded so that the same process could be done with the NO₂ PLIF images.

B. Image corrections and registration

After the information-gathering stage was complete, the raw PLIF images were read in. A set of typical simultaneous raw NO₂ and acetone PLIF images are shown in Fig. 5. In the images shown, the NO₂ PLIF image has not yet been registered to the acetone PLIF image, so the \( r \)-axis is flipped. A schematic of the GTMC has been overlaid on top of the image. The fuel injector, inner air swirler, and outer air swirler locations are shown in the diagrams, as well as the fuel and air paths. At the location of \( r = 8 \) mm is the fuel injector. The location \( 0 \) mm on the \( r \)-axis corresponds to the centerline of the burner, and the location \( 0 \) on the \( y \)-axis corresponds to the top of the injector face. The top of the fuel injector is located at \( -4.5 \) mm on the \( y \)-axis. The bottoms of both laser sheets are located about 420 \( \mu \)m above the injector face.

The outer edges of the acetone signal are similar to the outer edges of the NO₂ signal. This indicates that premixed flamelets, \( \xi = +1 \), are likely to be found. At other locations a strong acetone signal corresponds to areas of weak NO₂ signal. These are locations where non-premixed flamelets, \( \xi = -1 \), are likely to be found.

Figure 6 shows how the intensities of the laser sheets vary in the \( y \)-direction. These profiles were recorded by directing 10% of the laser sheet energy into the dye cell.
The process of using the background images and the dye cell images to correct the images is described in Appendix A. After image corrections had been performed, the NO\textsubscript{2} PLIF image was flipped, rotated, and stretched by the amounts previously recorded so that it was registered to the acetone PLIF image. The corrected versions of the raw PLIF images shown in Fig. 5 are shown in Fig. 7.

After the images have been corrected and registered, acetone PLIF image had an S/N of 26, and the NO\textsubscript{2} PLIF image had an S/N of 5. It is likely the NO\textsubscript{2} image exhibited an improvement in S/N, however it is difficult to select the same region of the image before and after registration to observe how the S/N increased. The acetone PLIF image was not shifted, rotated, or flipped, so the region in the raw image that was used to determine S/N is the same region used in the corrected image.

1. Image pre-processing

After the acetone and NO\textsubscript{2} PLIF images had been corrected and registered, the pre-processing stage began. The purpose of the pre-processing was to improve the edge detection.

The first stage of the pre-processing was to bin the PLIF images into super-pixels, each of which consisted of 4 × 4 (i.e., 16) original pixels. It was decided that binning the images 4 × 4 was the best balance between the resolution loss and S/N gain. The S/N on the acetone PLIF image was 50, and the S/N on the NO\textsubscript{2} PLIF image was 9. The improvement is slightly less than two in both cases. The resolution for the binned images was 85 ± 14 μm/pixel. The binning converted the formerly 1024 × 1024 pixel images to 256 × 256 pixels.

Figure 5. Sample simultaneous raw a) NO\textsubscript{2} and b) acetone PLIF images. Images are of the same field of view, however the NO\textsubscript{2} PLIF image has not been registered to the acetone PLIF image.

Figure 6. Variations in the intensity of both the 266 nm and 532 nm laser sheets are shown, as well as the laser sheet intensities averaged over 450 images.
The final pre-processing step was to spatially filter the images. The images were filtered using a non-linear anisotropic diffusion filter (NADF). The NADF smooths the image within a given region, but resists smoothing the image across large gradients. NADF is excellent at preserving the edges in the image, while it helps the edge detection algorithm to avoid detecting false edges in the uniform regions. After filtering the PLIF images, the NO\textsubscript{2} PLIF image had an S/N of 19, while the acetone PLIF image had an S/N of 63.

After filtering was complete, the images were cropped to the region in which the two laser sheets overlapped to produce a pair of images each 96 pixels tall by 242 pixels wide. These final NO\textsubscript{2} and acetone PLIF images are shown in Fig. 8. The images shown are the same frames shown in Figs. 5 and 7. It can be seen that for both the NO\textsubscript{2} and acetone PLIF images the edges at both the outside boundary of the PLIF signals, and variations within the signal, are more clearly visible than they were in Fig. 7, before the filtering process.

The cropping of the images was held off until this last stage, rather than cropping earlier to save on computer memory. Earlier filtering tended to create false edges at the edges of the image. This was reduced when the top and bottom of the laser sheet were not located at the top and bottom of the image.

2. Image processing

After the pre-processing of the image was complete the processing itself began. It was necessary to determine the locations of large gradients in order to determine where gradients should be multiplied to measure flame index. As shown in the previous modeling study, in a non-premixed flamelet, the locations of maximum gradient do not necessarily overlap. So the gradients of the acetone and NO\textsubscript{2} signals could not simply be multiplied at each spacial location. To solve this problem, it was necessary to develop a way to search for corresponding locations of maximum gradient. A Canny edge detector was used because it identified more continuous edges than other commonly used edge detectors. Following the edge detection, the gradient at those edge locations was determined by a central differencing method.

Finally, the flame index was determined. The instantaneous flame index values for three cases are shown in Fig. 9. Figure 9a was recorded at a time when mostly premixed flamelets occur. Figure 9b shows non-premixed and premixed flamelets, as well as a premixed flamelet that has broken off and lies above the two attached flamelets. Figure 9c is from the same PLIF image shown in previous figures, and shows a progression from a non-premixed to a premixed flamelet.

Initially, the two gradient matrices were compared, and at locations where two detected edges overlap, Eq. (3) was evaluated. As the flame modeling results described previ-
a) Time when predominantly premixed flamelets occur.

b) Time when both non-premixed and premixed flamelets exist.

c) Time when non-premixed flamelets occur from $r = 8$ mm to 18 mm and premixed flamelets dominate at $r > 18$ mm.

Figure 9. Three instantaneous images of flame index. A value of $-1$ marks a non-premixed flamelet in blue, and $+1$ marks a premixed flamelet in red.

It was previously shown that the gradients do not overlap for a diffusion flame. So at locations where an edge had been detected in the acetone PLIF image, a search was initiated to find an edge in the NO$_2$ PLIF image. This was accomplished by searching both in the direction that the acetone gradient vector pointed, and in the opposite direction. This searching procedure is necessary because for premixed conditions the acetone and NO$_2$ gradients would point in the same direction. For non-premixed conditions the acetone and NO$_2$ gradients point in opposite directions, and the acetone gradient vector points away from the location where the NO$_2$ gradient is large. To minimize errors in the registration...
process or errors in the edge detection, both premixed and non-premixed flame locations were searched for in both directions.

It was also seen in the CHEMKIN modeling results\textsuperscript{12} that the maximum values of the acetone and NO\textsubscript{2} gradients would be separated by about 0.1 mm in a premixed flame, and 4 mm in an opposed-flow non-premixed flame. To avoid detecting unrelated NO\textsubscript{2} pixel locations, the search distance, $\Delta s$, in both directions for an NO\textsubscript{2} gradient that would give $\xi_{LIF} = -1$ was limited to 1 mm, while in the search for an NO\textsubscript{2} gradient that would give $\xi_{LIF} = +1$ $\Delta s$ was limited to 0.5 mm. This alteration in search distance led to a reduction in misidentified flame index values (e.g., a pixel identified as non-premixed but surrounded by pixels identified as premixed, or pixels floating in space by themselves).

To avoid detecting unrelated NO\textsubscript{2} pixel locations, the search distance, $\Delta s$, in the opposite direction that the acetone vector pointed was limited to 1 mm for an NO\textsubscript{2} gradient that would give $\xi_{LIF} = -1$, and 0.5 mm for an NO\textsubscript{2} gradient that would give $\xi_{LIF} = +1$. In the direction that the acetone vector pointed, $\Delta s$ was limited to 0.5 mm for an NO\textsubscript{2} gradient that would give $\xi_{LIF} = -1$, and 1 mm for an NO\textsubscript{2} gradient that would give $\xi_{LIF} = +1$. This alteration in search distance led to a reduction in misidentified flame index values (e.g., a pixel identified as non-premixed but surrounded by pixels identified as premixed, or pixels floating in space by themselves).

When a premixed flamelet is identified, the location of the flamelet is well defined to be the pixels where the maximum gradients occur. The location of a non-premixed flamelet is not so clear. The flamelet reaction zone occurs surrounded by pixels identified as premixed, or pixels floating in space by themselves). A

3. Flame index post-processing

With the ensemble of 450 separate frames with flame index measurements, some statistical analysis was done. To perform statistical averaging, the field of view was divided into super-pixels of size $980 \pm 45.8 \mu m/pixel$. The image was reduced from a size of $96 \times 242$ pixels down to $8 \times 22$ pixels.

For each super-pixel, a probability mass function (PMF) of $\xi_{LIF}$ was determined for the three possible values $-1$, $0$, and $+1$. An example PMF for a single super-pixel is shown in Fig. 10, where $A$ is the probability that $\xi_{LIF} = +1$, $B$ is the probability that $\xi_{LIF} = 0$, and $C$ is the probability that $\xi_{LIF} = -1$. While the lines in the figure appear to have some thickness, in reality they are delta functions so probabilities $A$, $B$, and $C$ are located only at $-1$, $0$, and $+1$, respectively, and are thus infinitely thin. The sum of the areas under all three curves, $A + B + C = 1$. Contours of the PMF for the full data set are shown in Fig. 11.

Using the PMF, the average value of the flame index for each super-pixel is:

$$\langle \xi_{LIF} \rangle = \frac{(-1)A + (0)B + (1)C}{A + B + C},$$

Eq. (4) can be simplified to be:

$$\langle \xi_{LIF} \rangle = C - A.$$

This ensemble average flame index, while useful, is not the best indicator of where premixed and non-premixed flamelets occur. A better indicator is the following conditioned average:

$$\langle \xi_{LIF} | \xi_{LIF} \neq 0 \rangle = \frac{(-1)A + (1)C}{A + C},$$

Eq. (6) can be simplified to be:

$$\langle \xi_{LIF} | \xi_{LIF} \neq 0 \rangle = \frac{C - A}{A + C}.$$
Both the averaged flame index and the conditionally averaged flame index are shown in Fig. 12.

In addition to the average flame indices, the standard deviation of the flame index, $\sigma_{\xi_{LIF}}$, for a given super-pixel was calculated to be:

$$\sigma_{\xi_{LIF}} = \sqrt{A[(\xi_{LIF}) - \langle \xi_{LIF} \rangle]^2 + B[(0) - \langle \xi_{LIF} \rangle]^2 + C[(+1) - \langle \xi_{LIF} \rangle]^2}.$$  

Values of the standard deviation can be seen in Fig. 13.

Figure 11. The probability mass function for $\xi_{LIF}$. 
Figure 12. The average of $\xi_{LIF}$, a) $\langle \xi_{LIF} \rangle$, and conditional average, b) $\langle \xi_{LIF} | \xi_{LIF} \neq 0 \rangle$, where all locations without flamelets are ignored.

V. Discussion

Figure 12b shows that there is an enclosed (dark) region where we are more likely to see a non-premixed flame. This region lies between a height of 2 mm and 4 mm, and is between radial locations of 11 mm and 16 mm. In Fig. 12b premixed flamelets are likely to occur inside of the contour labeled 0.4. Also below about 2 mm, we have a high probability of seeing a premixed flame. The reason for the enclosed (dark) region of non-premixed flames in Fig. 12b is that pockets of pure fuel exist in this region. This was shown in Fig. 8b. The pockets of fuel are surrounded...
by non-premixed flames.

Figure 12b demonstrates that premixed flamelets can also occur below the enclosed dark region of non-premixed flamelets. Previous studies\(^{10,11}\) have shown that for this operating condition a combustion instability occurs with resonations taking place at 300 Hz. Coupled with this acoustic noise are large-scale fluctuations in flame shape and liftoff height. The liftoff height can vary such that the base of the flame lies below or up to 8 mm above the injector face. As the liftoff height oscillates, the fuel-air residence time between the injector nozzle and flame-base also varies. This fluctuation in residence time may result in various degrees of premixedness. In addition to changes in flame location, velocity fluctuations near the injector nozzle can alter the mixing mechanics of the combustor such that the flame index can drastically shift in time around this region.

VI. Conclusion

A new measurement method has been developed and applied to measure the flame index in turbulent partially-premixed flames. The method used an NO\(_2\) tracer gas added to the air and an acetone tracer added to the fuel. The PLIF signals from these tracer gases provided adequate signal to noise ratios.

Some instantaneous images of the flame index are reported as well as statistical information that can be useful for modeling purposes.

A. Image Correction Theory

The PLIF signal captured by the cameras includes contributions from multiple sources other than the PLIF signal itself. Clemens\(^{20}\) provides a method to isolate the PLIF signal from the other signals. If we consider \(S_e(x,y)\) to be the signal for a given pixel that we wish to evaluate, we can relate \(S_e\) to the total signal acquired, \(S_{tot}\), through the relationship:

\[
S_{tot}(x,y,t_i,t_{ro}) = w(x,y)\left[L(y)S_e(x,y) + S_{back}(x,y,t_i)\right] + S_{dark}(x,y,t_{ro}),
\]

where \(w(x,y)\) is the white-field response function, \(L(y)\) is the laser sheet intensity distribution, \(S_{back}\) is the background signal, \(S_{dark}\) is the camera’s dark noise, \(t_i\) is the exposure time, and \(t_{ro}\) is the array readout time. Rearranging Eq. (9) and solving for \(S_e(x,y)\) gives a relation for the actual PLIF signal, which can be obtained through relatively straightforward processing:

\[
S_e(x,y) = \frac{S_{tot}(x,y,t_i,t_{ro}) - [w(x,y)S_{back}(x,y,t_i) + S_{dark}(x,y,t_{ro})]}{w(x,y)L(y)}.
\]

The pixels on a CCD array do not have a uniform response to a given source of light, so \(w(x,y)\) accounts for this non-uniformity. The white-field response was obtained by imaging a pane of frosted glass illuminated by fluorescent room lights, then rotating the camera 180° so that the pixels that imaged the bottom of the pane of glass, which was not as brightly lit as the top of the pane of glass, then imaged the top of the pane of glass. For each of these two conditions, 30 images were taken, and all 60 images were averaged. Taking the images under these two conditions corrected for any non-uniformity in the lighting of the pane of glass. The images were taken with the intensifier off and an exposure time of 2 ms on both of the Andor cameras. (A white-field correction was not performed on the camera that imaged the dye cell.) A white-field image acquired in this manner would have a lower signal at the edges of the image due to imaging with a circular aperture. This variation was corrected through the equation \(I(\beta)/I(0) = \cos^4 \beta\), where \(\beta\) is the angle between the optical axis and a line connecting the center of the lens aperture to a given point on the object plane.\(^{24}\) Prior to this correction, the dark-field response—obtained with the same exposure time as its respective white-field response—had to be subtracted from the white-field response.

The background signal, \(S_{back}\), has contributions from the flame luminosity and from scattered laser light. However, when simultaneous PLIF is employed, fluorescence from both species may contribute. In this experiment the flame luminosity changed when acetone and NO\(_2\) were present. So a method had to be devised that would provide a background image of the flame with acetone and NO\(_2\), of when both the 532 nm and 266 nm lasers were operating, and of any possible fluorescence from the other tracer species\(^{8}\). In order to factor in these three contributions, three different background images were recorded for each camera. To obtain the luminosity of the flame with acetone and NO\(_2\) present, a series of images was taken of the flame seeded with acetone and NO\(_2\) but no lasers firing; this is called \(S_{backxL}\) (Background, Flame Luminosity). Ideally, a series of images could be captured that would include the fluorescence of the other tracer species and the laser light, but this was impossible without also a flame being present. (If no flame were present and the other tracer species were simply flowed into the burner, its fluorescence would exist

\(^8\) The phrase “the other tracer species” is used to describe the tracer species the other camera was observing. In this case, acetone fluorescence for the NO\(_2\) camera, and NO\(_2\) fluorescence for the acetone camera.
in regions where a flame had been present, the species would have been consumed.) In order obtain the needed conditions, a series of images was captured of the flame with the other tracer species present (e.g., a flame without NO\textsubscript{2} but with acetone, imaged by the NO\textsubscript{2} camera), and with both lasers on; this is called \textit{S\textsubscript{backL,T,L}} (Background, Flame Luminosity no Tracer, Lasers). Then a third series of images was captured of the flame with only the other tracer species present (the same flame used to measure \textit{S\textsubscript{backL,T,L}}), with the lasers off; this signal is called \textit{S\textsubscript{backL,T}} (Background Flame Luminosity no Tracer). An averaged \textit{S\textsubscript{backL,T,L}} is then subtracted from an averaged \textit{S\textsubscript{backL,T,L}} so that the resulting image would only have contributions from the scattered laser light and the fluorescence of the other tracer species (e.g., scattered 532 nm and 266 nm laser light as well as acetone fluorescence, for the NO\textsubscript{2} camera). The final background signal can be represented by:

\[ S\textsubscript{back} = S\textsubscript{backL} + S\textsubscript{backL,T,L} - S\textsubscript{backL,T}. \]  

It should be noted, however, that because the flow is unsteady, the luminosity from shot to shot is different. So each of the three background images was actually the average of 20 images taken under those conditions.

Except in the case of fully saturated fluorescence, the intensity of the fluorescence is dependent on spatial variations in the intensity of the laser sheet. These variations are accounted for by measuring \( L(y) \), which is the profile of light intensity in the dye cell, and \( y \) is the vertical direction. \( L \) is considered to be a function only of \( y \) because the laser sheet was collimated upstream of both the dye cell and test section. In this experiment, a portion of the laser sheet was picked off and directed to a dye cell filled with an optically thick Rhodamine 6G solution, which was imaged for every laser pulse. A shot-to-shot laser sheet intensity correction was performed, rather than averaging the intensity over several images to obtain the correction. Examples of the profiles of laser sheet intensity are shown in Fig. 6. A knife edge was used to chop the edges of the laser sheet before the pick-off mirror to help align the laser sheet intensity correction with the PLIF signal. Both had a sharp drop-off in the signal at their edges.

\( S\textsubscript{dark} \) is the dark-field response of the camera. It is the background signal count that exists with no light source. The dark-field response is dependent on the exposure time and readout time of the CCD. Dark-field images were taken with the same exposure time and readout time as the data image.

If the background image was obtained with the same camera as the \( S\textsubscript{tot} \), then Eq. (10) can be rewritten as:

\[ S\textsubscript{e} = S\textsubscript{tot} - S\textsubscript{correction}, \]

where \( S\textsubscript{correction} = wS\textsubscript{back} + S\textsubscript{dark} \). The background images already take into account the contributions due to the white-field and dark-field found in the numerator of Eq. (10) because \( w \) and \( S\textsubscript{dark} \) remain constant for different images with the same exposure time and readout time. Technically, \( S\textsubscript{correction} \) is the background image itself, while \( S\textsubscript{back} \) is one component of that correction. The others are the white-field and dark-field corrections.

Due to the fact that a shot-to-shot correction was used, the laser sheet intensity correction for the PLIF image, \( S\textsubscript{tot} \), and for the background image, \( S\textsubscript{backL,T,L} \), were different. From Eq. (11) and Eq. (10), we obtain the full relation for the corrected PLIF signal:

\[ S\textsubscript{e} = S\textsubscript{tot} - \frac{wS\textsubscript{back} + S\textsubscript{dark}}{wL} \cdot \frac{wS\textsubscript{backL,T,L} + S\textsubscript{dark}}{wL_2} + \frac{wS\textsubscript{backL,T} + S\textsubscript{dark}}{w}, \]

where \( L_1 \) is the laser sheet intensity corrections for the acquired PLIF image. \( L_2 \) is the sheet correction for the background signal obtained with the flame seeded only with the tracer species that the other camera was observing. It should also be noted that there is no laser sheet intensity correction on the other two background correction terms. This is because those images were acquired without the lasers firing, so there was no laser sheet to correct for.

Equation. (13) can be simplified if it is rewritten in terms of the background images that were actually acquired:

\[ S\textsubscript{e} = \frac{S\textsubscript{tot}}{wL_1} \cdot \frac{S\textsubscript{FL}}{w} - \frac{S\textsubscript{FL,t}}{w} + \frac{S\textsubscript{FL,t}}{w}, \]

where \( S\textsubscript{FL}, S\textsubscript{FL,t}, \) and \( S\textsubscript{FL,t} \) are the acquired background images that include the background signals \( S\textsubscript{backFL} \), \( S\textsubscript{backFL,t} \), and \( S\textsubscript{backFL,t} \), respectively.

Finally, Eq. (14) can be simplified if the background terms are combined as:

\[ S\textsubscript{B} = \frac{S\textsubscript{FL}}{wL_2} - \frac{S\textsubscript{FL,t}}{w}, \]

where \( S\textsubscript{B} \) is the combined background image.

So, if Eq. (15) is combined with Eq. (14), we obtain the final equation used to correct the acquired PLIF images in this experiment,

\[ S\textsubscript{e} = \frac{S\textsubscript{tot}}{wL_1} - S\textsubscript{B}. \]
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