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Abstract This study uses the Mars Test Particle simulation to create virtual detections of O+, O+
2 , and CO+

2
in an orbital configuration in the Mars space environment. These atomic and molecular planetary pickup
ions are formed when the solar wind directly interacts with the neutral atmosphere, causing the ions to
be accelerated by the background convective electric field. The subsequent ion escape is the subject of
great interest, specifically with respect to which species dominates ion loss from Mars. O+ is found to be
the dominant escaping ion because of the large sources of transported ions in the low-energy (<10 eV) and
high-energy (>1 keV) range. O+

2 and CO+
2 are observed at these energy ranges but with much lower fluxes

and are generally only found in the tail between 10 eV and 1 keV. Using individual particle traces, we reveal
the origin and trajectories of the low-energy downtail O+ populations and high-energy polar O+

populations that contribute to the total escape. Comparing them against O+
2 and CO+

2 reveals that the
extended hot oxygen corona contributes to source regions of high- and low-energy escaping ions.
Additionally, we present results for solar minimum and maximum conditions with respect to ion fluxes and
energies in order to robustly describe the physical processes controlling planetary ion distributions and
atmospheric escape.

1. Introduction

Unmagnetized planets are especially susceptible to atmospheric scavenging, so the distribution and escape
of heavy ion species serve as important indicators for the evolution of atmospheric volatiles. Without the
presence of an intrinsic dipole magnetic field, individual ion motion is dictated by the direct interaction
of the solar wind with the upper neutral atmosphere. Mars has a weaker gravitational field than Earth
(GM ∼ 38% GE) so when ions are newly created, especially at high altitudes, they can readily be picked up
and accelerated away by the convective electric field with gyroradii on the planetary scale size.

To address the role that these ions have in the evolution of atmospheric volatiles and their inventories,
numerous modeling efforts and observations have posed the question of which species dominates the mass
loss at Mars. Multispecies [Ma et al., 2004; Ma and Nagy, 2007; Manning et al., 2011] and some hybrid studies
[Modolo et al., 2005] concluded that O+ is the most dominant escaping ion in terms of number flux. Using
a test particle approach, Yagi et al. [2012] also found that the high-altitude hot component of O dominated
the nonthermal escape flux and that O+ was the dominant escaping ion species by examining the seasonal
and local variations of the thermal exosphere components O, CO, CO2, and O2. Yet multifluid [Najib et al.,
2011] and other hybrid [Kallio et al., 2010] modeling studies concluded that O+

2 has the larger total loss rate.

Observational studies using the Ion Mass Analyzer (IMA) of the Analyzer of Space Plasmas and Energetic
Atoms (ASPERA-3) instrument package on Mars Express (MEX) have found that O+ is the most dominant
escaping ion [Barabash et al., 2007; Lundin et al., 2009; Nilsson et al., 2011]. But mass separation by the IMA
is less reliable for heavier species, especially at higher energies, because the ion composition is derived by
fitting the ion mass peak as a function of energy and mass to Gaussian peaks [Barabash et al., 2007]. Prior to
2007, the IMA lower energy threshold was 30 eV, which also limited the heavy ion sampling. In addition to
the complexity of resolving the mass of these ions, the total IMA angular coverage is 90◦ from the viewing
plane but parts of the field of view are blocked by the spacecraft and solar wind panels [Nilsson et al., 2012].
Because of these limitations, the question of how the heavy ion species (CO+

2 , O+
2 , and O+) are transported

and observed in the Mars space environment remains open.
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A test particle approach is well suited to compare heavy pickup ions at Mars because it can account for
the effects of extremely large gyroradii on the scale of the planetary radius. While test particle models are
not self-consistent, they can be used to address questions surrounding the removal of oxygen from Mars’
atmosphere by utilizing billions of particles to get a macroscopic representation of ion distributions in
near Mars space. Previous test particle studies at Mars include Luhmann and Schwingenschuh [1990] and
Luhmann and Kozyra [1991] who examined the influence of O+ precipitation and escape on sputtering
and nonthermal escape processes. Test particle modeling was also employed by Leblanc and Johnson
[2002] and Cipriani et al. [2007] in order to explore the nonthermal sources of hot O, C, CO2, and CO in the
Martian exosphere, again in the context of sputtering of atomic O. Chaufray et al. [2007] examined global
maps of escape, sputtering and dissociative recombination (DR) of O+ using a test particle simulation and
suggested DR played an important role for producing nonthermal oxygen. Fang et al. [2008, 2010a, 2010b]
also investigated the factors influencing escaping O+, including particle kinetic energy and the local time
and presence of the crustal fields. Additionally, Curry et al. [2013b, 2013a] examined the effect of ion produc-
tion mechanisms, solar conditions, and neutral atmospheric configurations on O+ escape in the context of
test particle modeling.

This paper is a study of the heavy ion transport and escape at Mars using a test particle simulation. Recent
model developments have been tailored to study CO+

2 , O+
2 , and O+ ion populations produced in the upper

atmosphere of Mars. The paper begins with a discussion of the modeling approach and ion chemistry
in section 2. Following, the results for each heavy ions species with energy-time spectrogram, velocity
space, particle traces, and escape distributions are presented in section 3. Finally, section 4 presents a brief
discussion of the results and concluding remarks.

2. Approach
The Mars Test Particle (MTP) simulation is a collisionless test particle simulation that follows the trajectories
of particles of any atomic weight through the Mars space environment. Because the model is collisionless
and not self-consistent, background fields for the bulk velocity, electric and magnetic field lines, and steady
state low-altitude ions are necessary. The MTP uses the results based on the Ma et al. [2004] study at solar
maximum, described below.

2.1. MHD Model
The 3-D multispecies MHD (MS-MHD) model, based on the Ma et al. [2004] study, employs four continu-
ity, one momentum, one magnetic induction, and one energy equation. This iteration of the (C. Dong
et al., Solar wind interaction with Mars upper atmosphere: Results from the one-way coupling between the
multi-fluid MHD model and the MTGCM model, submitted to Geophysical Research Letters, 2014) model does
not include the Hall or polarization electric fields and calculates the background convective electric field
from 𝐄 = −𝐔 × 𝐁. Crustal magnetic fields are implemented with a 60◦ spherical harmonic scheme from
Arkani-Hamed [2001] and positioned to face the Sun at 180◦W, 0◦N. This is an important feature of the MHD
model because these crustal magnetic regions were first observed [Acuna et al., 1999] by the Mars Global
Surveyor and have been found to significantly shield the planet from the direct interaction of the solar wind
[Fraenz et al., 2006; Fang et al., 2010a; Dubinin et al., 2011; Lundin et al., 2011b].

The MHD model lower boundary is set at 100 km above the Martian surface, where the O+, O+
2 , and CO+

2
densities are taken to be the photochemical equilibrium values [Bougher and Engel, 2000] and the H+

density is set to be approximately zero. The model adopts a nonuniform, spherical grid structure with a
radial resolution varying from 10 km at the lower boundary to 630 km at the outer boundary ( ∼20 Mars
radii) and with angular resolution varying from 1.875◦ to 3.75◦. The computational domain is defined by
−24 RM ≤ X ≤ 8 RM; −16 RM ≤ Y, Z ≤ 16 RM, where RM is the radius of Mars (∼ 3396 km). A reflective inner
boundary condition for the velocity 𝐮 (perpendicular flow) is used, which results in near zero velocity at the
inner boundary as expected. The plasma temperature at the inner boundary is set to be twice the value of
the neutral temperature, and the upstream solar wind plasma temperatures were set to 3.5 × 105 K. The
interplanetary magnetic field (IMF) was assumed to be a Parker spiral in the X-Y plane with an angle of 56◦

(away sector) with a field strength of 3 nT, where the solar wind velocity and density were set at 400 km/s
and 4 cm−3. Figure 1 illustrates the XZ plane of the steady state solution for the magnetic field and bulk flow
velocity (Figures 1 (top) and 1 (bottom), respectively).

The multispecies MHD model has been one-way coupled with the Mars Thermospheric Global Circulation
Model (M-TGCM) developed by Bougher and Engel [2000], Bougher et al. [2006], and (C. Dong et al.,
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Figure 1. The background MHD (top) magnetic field and (bottom) bulk velocity in the XZ (meridian) plane. The color
bars show the magnitudes in nT and km/s, respectively; the white lines marked with arrows indicate the vector direction
of the magnetic field and the black arrows show the electric field direction and magnitude.

submitted manuscript, 2014) and used to investigate the corresponding ion escape rates [Ma and Nagy,
2007]. The M-TGCM predicts significant variations of the density and temperature with solar zenith angle,
as well as solar cycle; the model is constrained by observations from MGS (Mars Global Surveyor), Mars
Odyssey, and MRO (Mars Reconnaissance Orbiter). The modern M-TGCM code contains equations for the
major neutral species (CO2, CO, N2, and O), selected minor neutral species (Ar, NO, N(4S), and O2), and several
photochemically produced ions (O+

2 , CO+
2 , O+, CO+, and NO+). The resolution in latitude and longitude is 5◦,

and the vertical coordinate is log pressure with a resolution equaling to 0.5 scale heights. The hot oxygen
atom densities are adopted from Kim et al. [1998], which are assumed to be spherically symmetric. Figure 2
illustrates the neutral densities and ion production rates at 300 km as a function of local time and latitude. It
should be noted that the neutral O density has a strong peak on the nightside at 200 km [Bougher and Engel,
2000; Valeille et al., 2009b] but since the simulation begins at 300 km, the peak has shifted poleward.

2.2. Mars Test Particle Simulation
The main approach for this study is a 3-D Monte Carlo model that randomly assigns the particles’ initial
position, energy, and direction within each cell of a spherical grid around Mars. The simulation begins
with initialization of the atmosphere and ion production, discussed in depth in section 2.3. The MTP cur-
rently uses the neutral atmospheric profile from the background MS-MHD model, where O and CO2 are the
main constituents.

CURRY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 2330
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Figure 2. (top) The neutral densities for (left) CO2 and (right) O at 300 km (cm−3, log). (bottom) The ion production rates
for CO+

2 and O+ at 300 km (cm−3 s−1, log).

The neutral temperature is provided by M-TGCM [Bougher et al., 2006, 2008] and the initial energy and veloc-
ity distribution for the particles is a Maxwellian centered on this neutral temperature. It should be noted
that 2 eV is added to the initial energy which Fang et al. [2010b] suggested may be due to partially reflec-
tive of different initial ion heating [Ergun et al., 2006]. This artificial energy has been used by Luhmann and
Schwingenschuh [1990], Kallio [2002], Fang et al. [2008], and Curry et al. [2013b, 2013a] and manifests itself as
a 2 eV peak in ion fluxes but does not change the overall energy distribution because the electromagnetic
fields control the ion escape as opposed to gravity (the gravitational binding energy at 200 km is roughly
2 eV) [Fang et al., 2010b].

After initialization, the model launched 4.5 billion particles (15,000 particles per source cell)
time-independently in order to create high-resolution velocity space distributions. Recall the central limit
theorem that states that the relative error in counting statistics is proportional to one over the square root
of the number of counts. Thus, in order to achieve density within 10% accuracy, each measurement loca-
tion requires 100 particles contributing to this quantity. Because the MTP simulation is well suited to resolve
small-scale features in velocity space, each cell needs extremely high accuracy in regions of interest in veloc-
ity space. However, due to the weighting of the particles, the total ion escape rate converges with only 50
to 100 particles per source cell. Because of the finite gyroradius effects, the escape will slightly diverge from
the background MHD model but should be in relative agreement.

Once the particles are launched, the particles are considered collisionless. This places a limit on the inner
boundary to stand above the Martian exobase, which Fox [2009] and Valeille et al. [2010] estimated to be
180–250 km for solar minimum and maximum cases. Loss sources due to collisions of ions with the ambient
neutrals are subsequently assumed to be negligible. The inner boundary in this simulation is 300 km and
extends out to 4 RM.

The MTP simulation uses a spherical grid and cells with 5◦ by 5◦ resolution. The grid cells are logarithmi-
cally spaced with respect to radial distance [Fang et al., 2008]. A Cartesian coordinate system corresponding
to the Mars Solar Orbital (MSO) scheme is adopted where the system is centered at Mars and XMSO points
toward the Sun, YMSO is aligned with the dusk direction, and ZMSO completes the right-hand system.
Because the IMF is a Parker spiral in the ecliptic plane away from the Sun in this simulation, the MSO and
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Mars–Sun– Electric field (where ZMSE is aligned with the interplanetary electric field) coordinate systems are
equivalent for this case.

Each particle is accelerated by the background electric and magnetic field and travels until it reaches the
inner boundary or the outer boundary where the positions and trajectories are recorded. A sophisticated
parallelization scheme was developed by Fang et al. [2008] in order to support the taxing computational
requirements. Each particle carries a weight determined by the ion production per unit time per cell divided
by the total number of test particles [Fang et al., 2008]. The trajectory is determined by solving Newton’s
equation of motion where the pickup ion transport is dictated by the Lorentz force and gravity. The MTP
solves for the velocity and position of the particle using a staggered leap frog scheme at half time steps,
where one time step is 0.05 s. The velocity is stepped using the Boris scheme implemented by Birdsall and
Langdon [1985] and Fang et al. [2008]. The total acceleration on each particle is a half step acceleration
by the electric field (t−1/2), a rotation in the perpendicular plane to the magnetic field, and then a half
step acceleration by the electric field (t+1/2). Each step includes gravity so the individual ion motion com-
bines a gyration around the magnetic field, the 𝐄 × 𝐁 drift, and the gravitational force toward the planet
(equations (2)–(4)).

d𝐯
dt

=
q

ms
(𝐄 + 𝐯 × 𝐁) − G�̂� (1)

𝐯− = 𝐯t− 1
2 + Δt

2
q

ms
𝐄t − Δt

2

GMm

r2
�̂� (2)

𝐯+ − 𝐯− =
q

ms

𝐯+ + 𝐯−
2

Δt × 𝐁 (3)

𝐯+ = 𝐯t+ 1
2 − Δt

2
q

ms
𝐄t − Δt

2

GMm

r2
�̂� (4)

where 𝐯 is the velocity vector, q is the electric charge, ms is the mass of the species, 𝐄 is the convective elec-
tric field, 𝐁 is the magnetic field, G is the universal gravitational constant, �̂� is the unit radial vector, and Mm

is the mass of Mars. A particle travels until it reaches the inner boundary of 300 km or the outer boundary
of 4 RM.

The MTP simulation tracks the full angular distribution of the particles by placing virtual detectors around
the planet with no implicit averaging of the gyration or pitch angle of the particles. Once the particles’ tra-
jectory and velocity are recorded, velocity space distributions can be constructed. In this study, 410 virtual
detectors are aligned in an orbital configuration based on the June 2007 MEX orbit no. 4438.

2.3. Ion Production Schemes
The reaction rates included in this simulation are based on Bougher and Engel [2000], Schunk and Nagy
[2000], Fox and Sung [2001], Ma et al. [2004], and Curry et al. [2013b], which are listed in Table 1. Molecular
nitrogen and helium were not included because their neutral density profiles are comparatively small above
300 km. Additionally, dissociative recombination was not included for any source because the MTP simu-
lation follows only ion species and the neutral atmosphere is assumed to be in equilibrium. Three physical
processes are included for ion production: photoionization, charge exchange, and electron impact.

The first process for ion production is photoionization without solar zenith angle dependence, as seen in
equation (5). X represents any of the neutrals that will be ionized and traced throughout the simulation
(O, O2, or CO2). This ionization process uses a constant reaction rate except in the cylindrical optical shadow
behind the planet (the nightside) because the simulation has a lower boundary of 300 km, where the atmo-
sphere is already optically thin. The photoionization factor, f , is therefore 1 everywhere except this optical
shadow, where it would be 0.

X + hv → X+ + e−

k1 = f × constant(X)(s−1) (5)

The charge exchange process, described at length in Curry et al. [2013b], includes two types of reactions
for planetary neutrals interacting with an ion : (1) charge exchange between a neutral species and solar
wind protons and (2) charge exchange between a neutral species and a planetary ion (the species are again

CURRY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 2332
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Table 1. Chemical Reaction Rates

Chemical Reaction Rate Coefficient (cm3 s−1) Reference

CO2 + h𝜈 → CO+
2 + e f = 7.30 × 10−7 s−1 Schunk and Nagy [2000]

CO2 + h𝜈 → O+ + CO + e f = 7.40 × 10−8 s−1 Schunk and Nagy [2000]
O + h𝜈 → O+ + e f = 2.73 × 10−7 s−1 Schunk and Nagy [2000]
H + h𝜈 → H+ + e f = 8.59 × 10−8 s−1 Ma et al. [2004]

CO+
2 + O → CO2 + O+ k = 9.60 × 10−11 Schunk and Nagy [2000]

H+ + O → H + O+ k = vtotal (1×10−15) Curry et al. [2013b]a

H+ + CO2 → H + CO+
2 k = vtotal (2×10−15) Curry et al. [2013b]a

O+ + H → O + H+ k = 6.40 × 10−10 Fox and Sung [2001]
CO+

2 + H → CO2 + H+ k = 2.35 × 10−11 Fox and Sung [2001]
H+ + H → H + H+ k = vtotal (2.5×10−15) Curry et al. [2013b]a

H+ + O2 → H + O+
2 k = vtotal (2×10−15) Curry et al. [2013b]a

CO+
2 + O → CO + O+

2 k = 1.64 × 10−10 Fox and Sung [2001]
CO+

2 + O2 → CO2 + O+
2 k = 5.50 × 10−11(300∕Ti)0.82 Fox and Sung [2001]

for Ti ≤ 1500 K
1.50 × 10−11(Ti∕1500)0.75

for Ti > 1500 K
O+ + O2 → O + O+

2 k = 1.60 × 10−11(300∕Ti)0.52 Fox and Sung [2001]
for Ti ≤ 900 K

9.00 ×10−12(T∕900)0.92

for Ti > 900 K
O+ + CO2 → CO + O+

2 k = 1.10 × 10−9 Fox and Sung [2001]
for Ti ≤ 800 K

1.10 ×10−9(Ti∕800)−0.39

for Ti > 800 K

CO2 + e → O+ + e + e table lookup Cravens et al. [1987]
O + e → O+ + e + e table lookup Cravens et al. [1987]
H + e → O+ + e + e table lookup Cravens et al. [1987]

aCharge exchange using bulk and thermal velocity (hot neutrals).
bMartinis et al. [2003] versus Fox and Sung [2001].

denoted by X). The first type of charge exchange describes how the neutrals in the corona will experience
collisions with the solar wind protons. This reaction rate (k2a, cm3/s) accounts for the change in the bulk
velocity as the solar wind approaches the planetary obstacle where energy is transferred to the particle’s
thermal velocity. The reaction rate can be described by multiplying the H+ − X cross section, 𝜎, by the total
velocity, vtotal, in each cell. Equations (6)–(9) denote the total velocity as the combination of the bulk velocity
and the thermal velocity. Ti is assumed to be half the plasma temperature and thus is assumed to be equiva-
lent to Te from the MHD results. Charge exchange between planetary protons and neutral species has been
neglected but has been previously explored by Kallio et al. [2007, 2008].

The second charge exchange rate (k2b, cm3/s) characterizes the collision between an ion and a cold plan-
etary neutral species. For example, the reaction CO+

2 + O → CO2+ O+ is when a planetary CO+
2 ion and O

coronal atom exchange an electron and can be described with a constant, nontemperature-dependent
reaction rate of 9.60 × 10−11 cm−3 s−1.

X + H+
SW → X+ + HSW

vthermal =
√

2kTi

m
(6)

vbulk =
√

U2
x + U2

y + U2
z (7)

vtotal =
√

v2
thermal + v2

bulk (8)
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Figure 3. The orbit of the virtual detectors which are placed inside of the MTP simulation. The planes are the (left top)
XY , (left bottom) XZ, and (right top) YZ planes in units of RM . (right bottom) The distance from the planets in kilometers.
The red time stamps denote the location of the virtual detectors during the orbit. The green square denotes the begin-
ning of the orbit and the black square denotes the end. The blue dashed sector of the orbit denotes when it is in the
induced magnetosheath region.

k2a = vtotal × 𝜎(cm3s−1) (9)

X1 + X+
2 → X+

1 + X2

k2b = constant(X)(cm3s−1) (10)

The final ionization process is electron impact ionization, which uses electron temperature (Te) dependent
rates based on the schema for impact ionization from Cravens et al. [1987], as seen in equation (11).

X + e− → X+ + e− + e−

k3 = FC(Te)(cm3s−1) (11)

2.4. Ionospheric Source
In addition to the three ionization processes discussed above, an additional source of ions is included in the
simulation: ionospheric outflow [Liemohn et al., 2013]. The MTP simulation does not include the ionosphere
due to the inner boundary at 300 km, but the MHD model used for the background fields begins at 100
km and uses 10 km grid resolution. Thus, the upward flux at 300 km in the MHD simulation represents the
ionospheric outflow from 100 to 300 km. This method has also been employed by Modolo et al. [2005], Kallio
et al. [2010], and Liemohn et al. [2013].

This flux is injected into the MTP simulation at 300 km and treated as a fourth ion source carrying its own
weighting per particle. The particles launched as the ionospheric outflow source have an initial energy with
a Maxwellian now at the local ion temperature (where Ti = 1∕2 Tp) as opposed to a Maxwellian at the neutral
temperature. Their initial velocity is also that of the local bulk velocity.

CURRY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 2334
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Figure 4. An energy-time spectrogram of (top) O+ , (middle) CO+
2 , and (bottom) O+

2 are plotted as a function of differ-
ential energy flux (keV cm−2 s−1 sr−1 keV−1) for time versus energy. The IMB, which separates the sheath from the tail
region, was estimated by Lundin et al. [2011a] and is marked with dashed black lines. The red dotted lines around 0.5 h
and 1.6 h signify two regions of interest that will be discussed in the following sections.

In summary, particles in the simulation represent ions created from each of the aforementioned sources.
Each particle is weighted, where we define weight as the number of ions represented by a test particle.
This is determined by the ion production from photoionization, charge exchange, electron impact, and
ionospheric outflow in each cell divided by the total number of test particles per unit time.

3. Results
3.1. Energy Time Spectrograms
The MTP simulation traced the ion trajectories of O+, CO+

2 , and O+
2 and recorded the energy and flight

direction of each particle that passed through virtual detectors placed in an orbit around Mars. The orbit
corresponds to MEX orbit no. 4438 and is roughly 6.5 h, and the detector moves counterclockwise around
the planet in the XZ plane if the Sun is to the right. Figure 3 illustrates the orbit configuration of the virtual
detectors in the XY , XZ, and YZ planes as well as the distance from the planet (km). The orbit begins in the
tail region and passes near the south pole of the planet as it approaches periapsis at 2.4 h. The detector
then passes across the induced magnetic boundary (IMB) at 2.7 h and into the sheath region from roughly
2.7–5.9 h, which is marked with the dashed lines. Finally, the detector crosses back over the IMB at 5.9 h and
into the tail region again from 5.9 to 6.5 h.

Figure 4 shows an energy-time spectrogram (ETS) that was constructed using the measurements from
the virtual detectors and describes the response of the pickup ions to the E × B drift in Mars plasma envi-
ronment [Hartle et al., 2011]. O+, CO+

2 , and O+
2 are plotted in Figures 4 (top), 4 (middle), and 4 (bottom),

respectively, as a function of differential energy flux (keV cm−2 s−1 sr−1 keV−1) for time versus energy. The
IMB separates the sheath from the tail region and is marked with the dashed black lines estimated using
MEX data by Lundin et al. [2011a]. The dotted red lines denote two areas of interest that will be further
expanded upon in velocity space and particle traces in Figures 5–9. While the entire orbit has interesting
features, we focus on the tail because the magnetosheath is relatively uniform in velocity space and energy.

By examining the orbit from the beginning in Figure 4, the highest fluxes can be seen in the tail from 0 to
2.4 h (tail to periapsis). It is immediately evident that the O+ ions are observed at all energy ranges, espe-
cially above 1 keV, and that the regions with the high flux occur at periapsis around 2.4 h. While the CO+

2
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Figure 5. (left) An illustration of where the virtual detector was in the orbit with a red dot in the XY , XZ, and YZ planes (in RM) from 0.1 to 0.9 h in the energy-time
spectrogram. (right) Velocity space distributions for (top) O+ , (middle) CO+

2 , and (bottom) O+
2 are plotted and labeled for each location from 0.1 to 0.9 h. The

velocity space distributions illustrate the ions integrated from 0 to 25 keV.

and O+
2 ions peak at periapsis as well, they are observed in much narrower energy ranges and with much

lower fluxes.

As the detector moves into the dayside region and toward apoapsis from 2.4 to 5.9 h, all three species
exhibit high-energy populations above 1 keV, particularly as the detector crosses the IMB and enters into
the induced sheath region at ∼2.7 h (dashed black lines). The detectors in the sheath, the region denoted
in Figure 3 by the dashed blue and white line, observe high-energy ions from 1 to 10 keV because the con-
vective electric field is accelerating them tailward and upward (−XMSO, +ZMSO). Finally, the detector reaches
apoapsis at roughly 5.6 h and enters back into the tail region at 5.9 h. As the detector enters the tail, the
observed ions lose energy and approach 100 eV again.

3.2. Tailward Ion Transport
The velocity distribution function at a given point in the orbit is an important indicator of (1) the details of
ion transport and escape at that location and (2) how different ion species are accelerated between their
source and observation locations. The first area of interest in the orbit corresponds to 0.1–0.9 h in the tail
region, designated by the red dotted lines in Figure 4 labeled “1,” which Figures 5–6 will expand on.

Figure 5 illustrates the detectors, represented with red dots along the orbit in Figure 5 (left), with the cor-
responding velocity space distributions (VSDs) of O+, CO+

2 and O+
2 in Figure 5 (right). Beginning with the

general trends in the downtail transport of the ions, the virtual detector moves through an area of high-flux
ions, peaking at roughly 0.5 h. Initially, at 0.1–0.3 h, the detector observes lower fluxes and then observes
an increase in flux for all species at 0.5 h. Note that the virtual detector is still above the equatorial plane
(ZMSO > 0 ) and observes peak fluxes here because the convective electric field points upward and tailward
(+ZMSO, −XMSO), which transports ions from the southern hemisphere upward and tailward into to the north-
ern hemisphere. As the detector approaches ZMSO = 0 and passes through the equatorial plane (0.7–0.9 h),
the observed flux decreases.

The VSDs in Figure 5 also illustrate a clear trend in the flux of different ion species. The O+ dominates the
flux downtail with counts from 105 to 107 cm−2 s−1 sr−1. The CO+

2 ions contribute the least flux, which is
3 orders of magnitude lower at 103–104 cm−2 s−1 sr−1, but has VSD signatures that closely resemble O+

2 .
This similarity in the CO+

2 and O+
2 signatures is a result of the lower altitude, cold neutral source of the ions

(≤500 km), and heavier atomic mass. The oxygen species on the other hand has a hot neutral corona due to
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Figure 6. (left) An illustration of O+ velocity space distributions downtail from 0.1 to 0.9 h for three energy ranges: low: 0–10 eV, medium: 10 eV to 1 keV, and
high: 1–25 keV. (right) An illustration of the flux versus energy signatures O+ , CO+

2 , and O+
2 at the same locations.

dissociative recombination and sputtering [Fox and Hac, 1997; Nagy et al., 2004; Chaufray et al., 2007; Cipriani
et al., 2007; Barabash and Holmstrom, 2002; Valeille et al., 2009a] which gives it a high-altitude source of O+

(≥500 km). This hot oxygen corona at Mars plays an important role in the VSDs, as discussed in depth by
Curry et al. [2013a].

While each species exhibits the trend of a flux peak as the detector moves through the tail, the velocity
space signatures vary. Because the ions are accelerated tailward, most of the downtail VSD signatures have
a flight direction centered around 𝜙 = 180◦ and 𝜃 = 90◦, but each species has distinct asymmetries. O+ is
detected at a much broader range of flight directions, which is to say that O+ has much more flight direction
coverage than the heavier planetary species. We adopt the phrase flight direction coverage to describe how
much flux the detector observes across all angles (i.e., how much or little empty space there is for a given vir-
tual detection). The broad range flight direction coverage in O+ is especially visible at 0.5 h with enhanced
flux at a flight direction near dusk, 𝜙 = 90–180◦. Kallio et al. [2007] observed the same patterns downtail in a
hybrid study of O+ and O+

2 and attributed the larger flight direction coverage in O+ to the extended oxygen
corona. In addition to flight direction asymmetries, the energy ranges are distinct. Referring back to Figure 4
at 0.5 h (the first area of interest marked in dotted red lines), the ETS illustrates the O+ flux peaks between 1
and 10 eV while O+

2 peaks between 10 and 100 eV.

Figure 6 expands on the low-energy, high-flux O+ by illustrating the O+ velocity space integrated over three
energy ranges (low: 0–10 eV, medium: 10 eV to 1 keV, and high: 1–25 keV) in Figure 6 (left) and the flux
as a function of energy for O+, CO+

2 , and O+
2 at 0.1–0.9 h in Figure 6 (right). From 0.3 to 0.7 h, the detector

observes large fluxes of low-energy ions: 1–2 eV for O+ and 11–12 eV for CO+
2 and O+

2 . A critical result is this
low-energy O+ flux, which dominates the energy spectrum. At 0.5 h, the total integrated O+ and O+

2 flux
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Figure 7. (left) An illustration where the virtual detector was in the orbit with a red dot in the XY , XZ, and YZ planes (in RM) from 1.3–2.1 h in the energy-time
spectrogram. (right) Velocity space distributions for (top) O+ , (middle) CO+

2 , and (bottom) O+
2 are plotted and labeled for each location from 1.3 to 2.1 h. The

velocity space distributions illustrate the ions integrated from 0 to 25 keV.

at the detector is 3.3 × 109 and 1.2 × 108 cm−2 s−1, respectively, which indicates that O+ is dominant by
over an order of magnitude. Note that at roughly 7 eV, the O+

2 flux becomes dominant; this is an important
distinction with upcoming missions such as Mars Atmosphere and Volatile Evolution (MAVEN) that will be
investigating the escape rates of different ion species over a range of energies.

The detector has the most coverage at 0.5 h because the electric field is both upward and tailward. In the
XZ plane shown in Figure 5, the detector moves from the +Z plane to the −Z plane (crossing the equato-
rial plane). At 0.5 h, the detector is aligned to observe the ions being accelerated from the southern pole up
to the equatorial plane. The detector at 0.3 h observes fewer ions because the ions being accelerated from
southern hemisphere precipitate into the planet first. As the detector approaches 0.9 h, ions have to orig-
inate from much farther away to be accelerated to this location so the cold, low-energy ions decrease and
the high-energy ions increase, as seen in Figure 5 (left).

It should be noted that a data comparison is beyond the scope of this study especially because our
away-sector Parker spiral configuration may not accurately reflect the conditions for this selected MEX orbit.
MEX did not have a magnetometer, and thus, there is no information about the interplanetary magnetic
field (IMF) configuration. Some studies have estimated the IMF clock angle from ion data upstream of the
bow shock [Yamauchi et al., 2007] or approximated from MGS during concurrent measurements. Kallio et al.
[2006, 2008] used the latter method with MGS measurements in order to compare MEX energy-time spec-
trograms with a hybrid simulation of O+ and O+

2 but saw a number of differences which they attributed to
a limited field of view. Kallio et al. [2007] also performed a similar study as the one presented here using a
hybrid model and will be discussed further in the results. Future work will certainly include a comparison
with data using an appropriate IMF configuration and will be well suited for comparisons with the Mars
Atmosphere and Volatile Evolution (MAVEN) mission.

3.3. Polar Ion Transport
The second area of interest in the orbit corresponds to 1.3–2.1 h in the southern polar section of the orbit
approaching periapsis, designated by the red dotted lines in Figure 4 labeled “2,” which Figures 7–9 will
expand on. This area highlights the role of ion transport and escape in regions with a much denser atmo-
sphere. Figure 7 illustrates the detectors, represented with red dots along the orbit in Figure 7 (left), with the
corresponding VSDs of O+, CO+

2 and O+
2 in Figure 7 (right). As discussed in the previous section, the velocity
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Figure 8. (left) An illustration of O+ velocity space distributions illustrate from 1.3 to 2.1 h for three energy ranges: low: 0–10 eV, medium: 10 eV to 1 keV, and
high: 1–25 keV. (right) An illustration of the flux versus energy signatures O+ , CO+

2 , and O+
2 at the same locations.

space at a given time is indicative of how the planetary ions are being transported and how different species
react to the E × B drift as a function of their finite gyroradius.

Figure 7 displays a clear trend of increasing flux and flight direction coverage as the detector approaches
periapsis and moves closer to the planet. From 1.3 to 1.7 h, the flux remains constant for all three species
even as the different flux populations change shape in velocity space. By 2.1 h, the detector is roughly
650 km from the surface resulting in all three species having high-flux concentrations above
107 cm−2 s−1 sr−1 and the detector having almost total flight direction coverage for O+.

While the detectors in Figure 7 observe constantly increasing flux for each species, the detector observes
very different velocity space signatures for O+, CO+

2 , and O+
2 . The VSDs in the southern pole are more focused

and asymmetric than the VSDs from the downtail detections (Figures 5–6). The CO+
2 and O+

2 VSDs have
beams of ions that have converged at 𝜃 ∼ 90◦, 𝜙 ∼ 180◦. Both species have asymmetric shapes and shift
slightly dawnward flight (180◦ < 𝜙 <270◦) by 2.1 h as they cross the terminator.

However, O+ has the most distinct asymmetric features in velocity space at the southern pole. At 1.3 h, a
strong duskward, high-flux population is forming with a filamental, beam-like structure. From 1.5 to 1.7 h,
this O+ population evolves into two high-flux populations: (1) a central beam with a flight direction moving
tailward (𝜙 = 180◦ and 𝜃 = 90◦), similar to its CO+

2 and O+
2 counterparts and (2) a filamental beam of ions

moving upward and arcing across 90◦ < 𝜙 <270◦ and 30◦ < 𝜃 <60◦. At 1.9 h, this high-flux filamental
structure dominates with an upward, dawnward flight direction and much more flight direction coverage.
Finally, at 2.1 h, the detector is flying through the hot oxygen corona and almost saturates the detector in
flight direction coverage. The CO+

2 and O+
2 also have higher flux and more flight direction coverage at 2.1 h,

but with specific focused populations of high-flux moving mostly downtail.
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Figure 9. Particle trajectories of O+ with an energy above 1 keV at each detector from 1.3–2.1 h. (left column) The trajectories of just for a profile view (XZ plane;
Sun to the right), (middle column) the trajectories of O+ face on in the YZ plane. (right column) An illustration of the O+ particles from a bottom view, looking up
at the south pole (XY plane; Sun to the right).
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Table 2. O+ , CO+
2 , and O+

2 Loss Rates (s−1)

Inner Outer
Species Loss Loss Efficiency

Solar Maximum

O+ 5.0 × 1024 4.3 × 1024 46.1%
CO+

2 8.6 × 1023 1.3 × 1023 13.1%
O+

2 8.4 × 1024 1.1 × 1024 11.6%
Total 1.4 × 1025 5.5 × 1024 27.9%

Solar Minimum

O+ 6.6 × 1023 4.5 × 1023 40.4%
CO+

2 2.0 × 1023 3.0 × 1022 13.0%
O+

2 8.5 × 1023 1.1 × 1023 11.4%
Total 1.7 × 1024 5.9 × 1023 25.6%

In Figure 8, we highlight these distinct ion populations
as function of their energy at 1.3–2.1 h. Figure 8 (left) dis-
plays the O+ velocity space integrated over three energy
ranges (low: 0–10 eV, medium: 10 eV to 1 keV, and high:
1–25 keV) followed by the flux as a function of energy
for O+, CO+

2 , and O+
2 in Figure 8 (right). In Figure 8 (left),

the low-energy range is similar to the downtail veloc-
ity space signatures, but the middle- and high-energy
ranges consist of asymmetric O+ filamental structures
spanning across various flight directions. These filamen-
tal structures show that O+ is moving mostly upward
in a highly nongyrotropic manner and the origins of
these filamental structures will be further expanded on
in Figure 9.

Figure 8 (right) illustrates the flux as a function of energy for O+, CO+
2 , and O+

2 from 1.3 to 2.1 h. As dis-
cussed in the previous plot, the flux increases as the detector approaches periapsis at 2.1 h, and the O+ flux
is responsible for the majority of the flight direction coverage. The CO+

2 and O+
2 are confined to the low to

middle 10 eV to 1 keV range until the detector approaches 2.1 h, and it observes enhanced low-energy flux
(< 10 eV) for each species. This low-energy flux corresponds to the cold planetary ions, which have previ-
ously been modeled and observed [Lundin et al., 2009; Terada et al., 2009]. But the lack of the high-energy
CO+

2 and O+
2 ions contributes to the relatively symmetric velocity space distribution. Comparing the

high-energy flux in the south pole to the high-energy flux downtail (Figure 6), the higher energy flux in the
southern pole is over an order of magnitude higher.

Now that Figures 7 and 8 have isolated the high-energy and high-flux O+ population near the south pole,
Figure 9 illustrates a particle trajectories of the O+ ions that were observed above 1 keV at each detec-
tor. Vertically, the traces are from 1.3 to 2.1 h where Figure 9 (left column) is a profile view (XZ) of the
high-energy O+ origin and trajectories, Figure 9 (middle) is a front view (YZ) of the same system, and Figure 9
(right column) is a view from underneath the planet (XY). Again, it should be noted that particles originating
closer to the detectors were observed but did not have energies above 1 keV and are not shown here. The
particles in Figure 9 are accelerated in the +ESW direction into the detectors, each outlined in black, cyan,
green, blue, and red.

Each view of these high-energy O+ ions in Figure 9 shows specific trajectories so that the velocity space
signatures in Figure 8 can be traced to specific origins. From 1.5 to 1.9 h in Figure 8, the VSDs show a dawn-
ward high-flux, high-energy arcing beam. The corresponding detectors in Figure 9 show trajectories with
a high number of particles at dusk (Figures 9 (middle) and 9 (right) where YMSO >0) moving to the detec-
tor near YMSO = 0, thus having a dawnward flight direction. Additionally, detectors at 1.5–1.9 h observe the
high-altitude O+ sources originating from as far as 3–4 RM below Mars. This is an important finding because
CO+

2 and O+
2 do not have a high-altitude neutral source [Bougher et al., 2004, 2008] and therefore cannot

generate ions which are accelerated for long enough distances to reach >5 keV energies in the southern
pole region. This is consistent with the velocity space signatures modeled by Kallio et al. [2007] showing a
linear relation with distance from a detector and observed energy. Again, these results are for a specific IMF
case; if the IMF was reversed, the convective electric field would also reverse and point downward (−ZMSO),
which in turn would make these ions from the southern hemisphere accelerating upward toward the planet
now accelerate downward and away from the planet and escape.

3.4. Ratio of Ion Escape
Illustrated by the observed flux in the downtail and periapsis regions, O+ dominates the loss rates on a 4 RM

shell, as seen by Table 2. The table includes the following parameters for each solar cycle: the species, the
rate of ion precipitation into the atmosphere at the lower boundary (inner loss, s−1), the rate of ion escape
through the outer boundary (outer loss, s−1), the efficiency (%). Efficiency is defined as the ratio of the outer
loss to the total production of ions (or the sum of the inner and outer loss) and is a measure of the likelihood
of escape.

At solar maximum, the O+ outer loss is roughly 4 times larger than the heavy species (CO+
2 and O+

2 ) and has
the highest efficiency of 46%. The ratio of the heavy species outer loss to O+ outer loss is 0.29, where O+

2 is

CURRY ET AL. ©2014. American Geophysical Union. All Rights Reserved. 2341



Journal of Geophysical Research: Space Physics 10.1002/2013JA019221

Figure 10. The escape of (left) O+ , (middle) CO+
2 + (right) O+

2 on a 4 RM shell. The (top row) northern and (bottom row)
southern hemisphere with the Sun to the right. The view for both hemispheres is from over the north pole and the color
bar is in units of cm−2s−1.

roughly an order of magnitude greater than CO+
2 at solar maximum and minimum. The efficiencies for loss

are slightly higher at solar maximum, which is consistent with the findings of Chaufray et al. [2007].

During solar minimum, the O+ outer loss is again 4 times larger than the heavy species but the ratio of
the heavy species outer loss to O+ loss is now 0.31, which is smaller than some of the recent observations:
Barabash et al. [2007] found the loss ratio of heavies to O+ to be 1.4 (for ASPERA-3 observations in 2006)
with observations of O+, CO+

2 , O+
2 to be 1.6 ×1023, 0.8 ×1023 and 1.5 ×1023, respectively. Notice that our find-

ings predict significantly more O+ loss, which we determined was largely due to the low-energy (<10 eV)
source, which an instrument may or may not see. A similar trend follows for ASPERA-3 observations from
2007 to 2011 by Nilsson et al. [2011] who found the loss ratio of heavies to O+ to be 0.90 with observations
of (CO+

2 + O+
2 ) and O+ to be 9.5 × 1023 and 10.5 × 1023, respectively. The study that most closely matched our

predictions was by Lundin et al. [2009] who used ASPERA-3 observations from 2008 to 2009 and found that
the loss ratio of heavies to O+ to be 0.83 with observations of CO+

2 , O+
2 , and O+ to be 0.35 × 1024, 1.4 × 1024

and 2.1 × 1024, respectively.

Figure 10 illustrates the spatial distribution of O+, CO+
2 , and O+

2 escape rates through a 4 RM shell. The simu-
lation domain uses a coordinate system that corresponds to MSO directions, and the escape shown is for an
IMF with an away sector Parker spiral configuration. Figures 10 (top) and 10 (bottom) illustrate the northern
and southern hemisphere loss shells, respectively. Note that the view is from over the north pole for all of
the panels with the Sun to the right. The loss is calculated by recording a particle as it passes through the 4
RM spherical shell and displayed in number flux, with the color bar on a log scale in # cm−2s−1.

The loss shells of O+ in Figure 10 exhibit preferential loss in the northern polar plume and tail for the +ESW

direction, which is in agreement with particle traces performed by Fang et al. [2008, 2010a] and Curry et
al. [2013b]. As seen in the downtail detectors (Figures 5–6), the O+ ions are accelerating with a slightly
duskward flight direction and can be seen escaping on the 4 RM shell with a plume starting at the pole and
trailing down to the tail (a “mohawk” effect). This northern polar plume has been predicted in both MHD
and hybrid models [Modolo et al., 2005; Brecht and Ledvina, 2006; Kallio et al., 2006, 2007; Fang et al., 2008,
2010a; Kallio et al., 2010; Najib et al., 2011; Curry et al., 2013b]. Interestingly, the CO+

2 ions display a similar
loss signature while the O+

2 ions exhibit a predominantly tailward loss spatial signature. While VSDs from the
magnetosheath are not presented here, all three species exhibit upward moving flight directions (𝜃 <30◦)
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above 1 keV all throughout the sheath region. These acceleration ions in the sheath directly contribute to
the escaping ions forming the plume.

4. Summary

Using the MTP simulation to create virtual detections of O+, O+
2 , and CO+

2 in an orbital configuration in the
Mars space environment, we have presented results that highlight the dominant role of O+ in ion escape at
Mars. The energy-time spectrograms constructed from velocity space distributions for the different species
around Mars showed the ion populations changing in energy and flux as the detector moves through the
tail and sheath regions. In the tail, O+ was observed by the virtual detectors at much broader energy ranges,
1 eV to 20 keV, while O+

2 and CO+
2 were confined to 1 eV to 1 keV. In the sheath, all species were observed

above 1 keV but the O+ flux dominated the virtual detections.

Focusing on two regions in the tail inside of the IMB, the VSDs exhibited markedly different signatures
among the different species. Directly downtail, the virtual detectors observed high fluxes of duskward,
low-energy O+, much of which were produced in the corona at high altitudes. O+

2 and CO+
2 are not observed

below ∼7 eV here due to their cold neutral source of ions at lower altitudes, which were accelerated to
∼10–700 eV downtail. Virtual detectors in the second region of interest near the southern pole observed
high-energy, dawnward O+ features in velocity space. While the low-energy O+ was still present, the
highly asymmetric beams of O+ dominated the flux. Particle traces revealed that throughout the tail, O+

2
and CO+

2 do not exhibit the low- or high-energy VSD signatures due to their low-altitude cold planetary
source of neutrals, as opposed to the hot extended oxygen corona that is ionized. In both cases, the IMF
drove the duskward or dawnward asymmetries in flight direction. Future missions with both plasma and
magnetometer instruments will be critical for assessing ion transport in near Mars space.

Finally, the escape of each species revealed particular spatial variations: O+ dominates the polar plume while
O+

2 and CO+
2 are more dominant in the tail. As seen in the energy-time spectrograms, much of the plume

consists of high-energy accelerated ions from the +zMSO component of the convective electric field. Future
work will include comparisons against data, particularly where in the tail and the sheath aligned with the
convective electric field.
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