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Abstract Organic aerosols (OA) play an important role in climate change. However, very few calculations
of global OA radiative forcing include secondary organic aerosol (SOA) or the light-absorbing part of OA
(brown carbon). Here we use a global model to assess the radiative forcing associated with the change in
primary organic aerosol (POA) and SOA between present-day and preindustrial conditions in both the
atmosphere and the land snow/sea ice. Anthropogenic emissions are shown to substantially influence the
SOA formation rate, causing it to increase by 29 Tg/yr (93%) since preindustrial times. We examine the effects
of varying the refractive indices, size distributions for POA and SOA, and brown carbon fraction in SOA. The
increase of SOA exerts a direct forcing ranging from �0.12 to �0.31Wm�2 and a first indirect forcing in
warm-phase clouds ranging from �0.22 to �0.29Wm�2, with the range due to different assumed SOA size
distributions and refractive indices. The increase of POA since preindustrial times causes a direct forcing
varying from�0.06 to�0.11Wm�2, when strongly and weakly absorbing refractive indices for brown carbon
are used. The change in the total OA exerts a direct forcing ranging from �0.14 to �0.40Wm�2. The
atmospheric absorption from brown carbon ranges from +0.22 to +0.57Wm�2, which corresponds to
27%~70% of the black carbon (BC) absorption predicted in the model. The radiative forcing of OA
deposited in land snow and sea ice ranges from +0.0011 to +0.0031Wm�2 or as large as 24% of the forcing
caused by BC in snow and ice simulated by the model.

1. Introduction

Organic aerosols (OA) make up a large fraction of submicron particulate mass in the troposphere [Zhang
et al., 2007]. Secondary organic aerosol (SOA) has been shown to contribute over 60% of the total OAmass in
some environments [Jimenez et al., 2009]. Even though these aerosols are thought to be formed primarily
from biogenic emissions [Hallquist et al., 2009; Lin et al., 2012], their formation rates can increase as a result of
changes in gas-phase oxidation rates, and therefore, they can enhance the direct and indirect climate
forcings by aerosols. The change in the formation rates for the present-day (PD) versus preindustrial (PI)
conditions was first highlighted by Kanakidou et al. [2000], but the forcing associated with the increases in
SOA was not included in the International Panel on Climate Change (IPCC) reports until very recently
[International Panel on Climate Change (IPCC), 2013], and very few global model estimates of this forcing exist.
Hoyle et al. [2009] studied the change in SOA between PD and PI using an off-line chemistry transport model
(Oslo CTM2) and estimated that this change could cause a total direct radiative forcing of �0.09W/m2.
However, this study used a simple parameterization scheme (a two-product model) to simulate SOA
formation. This scheme cannot account for certain complexities in the SOA formation system [Hallquist et al.,
2009; Lin et al., 2012] and might not, for example, accurately predict the change in SOA due to the change in
NOx since PI times. Here we use a global model with an explicit calculation of the change in SOA between PD
and PI conditions to estimate the forcing by SOA as well as by total OA.

OA particles are important not only for their scattering of visible radiation (which leads to cooling) but also
because they may absorb light, which leads to warming. This light-absorbing OA component, also known
as brown carbon (BrC), has been widely observed: during biomass burning [e.g., Kirchstetter et al., 2004;
Marley et al., 2009; Chen and Bond, 2010; Hecobian et al., 2010; Lack et al., 2012; Saleh et al., 2013], during
coal burning [e.g., Bond et al., 1999; Bond, 2001; Yang et al., 2009; Arola et al., 2011], in pollution outflow [e.g.,
Kirillova et al., 2014], and during SOA formation [e.g., Limbeck et al., 2003; Hoffer et al., 2006; Zhang et al., 2011,
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2013; Updyke et al., 2012; Nakayama et al., 2013; Lambe et al., 2013; Liu et al., 2014]. These papers show
that the contribution of BrC to the absorption by ultraviolet/visible light can be significant. Bahadur et al.
[2012], using aerosol optical properties derived from AERONET (Aerosol Robotic Network) measurements,
estimated that BrC absorption at 440 nm could be about 40% of the absorption by black carbon (BC) in
California. Near Xianghe, China, BrC absorption was shown to explain around 30% of the total aerosol
absorption at 370 nm, although this fraction decreased to about 10% at 550 nm [Yang et al., 2009]. Chung
et al. [2012] estimated that BrC could contribute 20% of the global average absorption by carbonaceous
aerosols at 550 nm, if constrained by AERONET observations. Feng et al. [2013] used a global chemical
transport model to calculate the absorption by BrC in biomass and biofuel-burning primary organic aerosols
(POAs). They found that the contribution of BrC to the total atmospheric absorption could be as high as 19%.
Despite the importance of BrC, most existing models usually assume the OA to be almost purely scattering,
neglecting the light-absorbing properties of BrC.

Absorption by light-absorbing particles can be enhanced when these particles are deposited on land snow
and sea ice. This can reduce the albedo of the snow because of its extremely high reflectivity, causing
even larger short-wave absorption and warming. Black carbon, for example, is known to be an effective agent
to reduce snow albedos and has been estimated to increase the global average absorption of the short-wave
radiation in snow on land and sea ice by 0.01W/m2 to 0.09W/m2 [Bond et al., 2013]. Using the measurements
of hundreds of snow samples, Doherty et al. [2010] concluded that about 40% of the light absorption
from impurities in Arctic snow and sea ice is due to non-BC constituents. However, no global models have
estimated the role of BrC in the reduction of snow albedo.

In the present study, we employ a 3-D chemical transport model (CTM) with an explicit SOA formation
mechanism to calculate the change in the production and burden of POA and SOA between the PD and PI
conditions. We note that there are still gaps in our understanding of the formation mechanisms for SOA
production [Spracklen et al., 2011]; however, the current model is able to reproduce observations reasonably
well [Lin et al., 2012, 2014]. We use an off-line radiative transfer model to evaluate the radiative forcing caused
by the change in POA and SOA since PI times. We also make some simplifying assumptions to understand the
importance of BrC absorption in the amount of radiation absorbed within the atmospheric column. Finally,
we use two 3-D models (a land model and a sea-ice model) to estimate the radiative forcing due to the
organic aerosol deposited in land snow and sea ice.

2. Model Description
2.1. IMPACT Model

We used the Integrated Massively Parallel Atmospheric Chemical Transport (IMPACT) model run at a
4° latitude × 5° longitude horizontal resolution with 46 vertical layers to predict the POA and SOA
concentrations in the atmosphere as well as their deposition rates on snow and ice. The model includes the
microphysics of sulfate aerosol including the formation of internal mixtures of sulfate and nonsulfate aerosols
[Liu et al., 2005; Lin et al., 2012] and was run using the 1997 meteorological fields from the NASA Data
Assimilation Office GEOS–Stratospheric Tracers of Atmospheric Transport model [Coy and Swinbank, 1997].
The same meteorological data were used for both the present-day and preindustrial simulations.

The SOA module used in IMPACT accounts for the formation of SOA from organic nitrates and peroxides,
dicarbonyls, and epoxides [Lin et al., 2012]. We employ traditional gas-particle partitioning to treat the
formation of SOA from organic nitrates and peroxides, which are predicted using an explicit full chemistry
scheme. This includes the HOx recycling mechanism proposed by Peeters et al. [2009] but with a reduced rate
for the 1,5-H and 1,6-H shifts in isoprene radicals by a factor of 10 [Lin et al., 2012, scheme “C”]. The condensed
semivolatile organic compounds (SVOCs) that form from gas-particle partitioning are assumed to undergo
further aerosol-phase reactions to form oligomers with a 1 day e-folding lifetime. We also include the
aqueous-phase formation of SOA from glyoxal and methylglyoxal, using a full aqueous-phase chemistry
scheme that mainly follows Lim et al. [2005], Deguillaume et al. [2010], and Waxman et al. [2013] [Lin et al.,
2014, Case 5]. The formation of gas-phase epoxides from isoprene oxidation following Paulot et al. [2009] is
also included together with their aerosol formation on aqueous sulfate aerosol following Fu et al. [2008]. A full
description and a validation of the original SOA scheme against measurements is given by Lin et al. [2012],
while Lin et al. [2014] update the comparisons using the aqueous formation scheme. The model is able to
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capture the observed SOA reasonably well in both the northern hemisphere and the tropical regions with a
normalized mean bias of �33.2% and +19.3%, respectively [Lin et al., 2014].

We assume a standard set of anthropogenic emissions that are close to the emissions for 2000 for the PD and
close to 1870 for PI conditions, except as noted below (Table 1). Biogenic emissions are a function of
temperature and CO2 concentrations but were held constant for these estimates. Terrestrial isoprene
emissions are based on a modified version of the inventory of Guenther et al. [1995] [Wang et al., 1998; Bey
et al., 2001] and have a total source strength of 470.8 Tg C/yr. The total marine isoprene emissions, 0.9 Tg C/yr,
are from the estimate by Gantt et al. [2009] based on satellite observations. The biogenic terpene source was
117.6 Tg C/yr and is based on the work of Guenther et al. [1995] as modified by Wang et al. [1998]. The other
temperature-dependent biogenic VOC emissions for ethane, propene, acetone, andmethanol are distributed
according to the emissions of isoprene following Ito et al. [2007]. Methane mixing ratios for PD and PI
conditions were set to 1770 ppb and 800 ppb, similar to the measurements summarized by Forster et al.
[2007]. For the PI experiments, all fossil fuel related and industrial emissions of VOCs are set to zero. The
primary sea spray organic source was estimated using the correlation between chlorophyll a and the
fractional water insoluble organic mass of sea salt, following O’Dowd et al. [2008], where the chlorophyll-a
concentrations were those measured by the Moderate Resolution Imaging Spectroradiometer Aqua

Table 1. Global Emissions of Gases, Aerosols, and Aerosol Precursors

Species PD (≈2000) PI (≈1870) Reference

SO2
Fossil fuel and industry 61.3 Tg S/yr 1.5 Tg S/yr Smith et al. [2001]
Volcanoes 4.8 Tg S/yr 4.8 Tg S/yr Andres and Kasgnoc [1998]
DMS 26.1 Tg S/yr 26.1 Tg S/yr Kettle and Andreae [2000]

NO
Fossil fuel 22.7 TgN/yr 1.0 TgN/yr Van Aardenne et al. [2001]
Biomass burning 9.3 TgN/yr 4.8 TgN/yr Ito et al. [2007]
Soil 5.5 TgN/yr 2.9 TgN/yr Van Aardenne et al. [2001]
Lighting 3.0 TgN/yr 3.0 TgN/yr Ito et al. [2007]
Aircraft 0.9 TgN/yr 0 Ito et al. [2007]
Ship 0.7 TgN/yr 0 Ito et al. [2007]

CO 426.0 Tg C/yr 126 TgC/yr Ito et al. [2007]
Methyl ethyl ketone(>C3 ketones) 5.8 Tg C/yr 0 Ito et al. [2007]
C2H6 9.3 Tg C/yr 0 Ito et al. [2007]
C3H8 7.3 Tg C/yr 0 Ito et al. [2007]
ALK4(>=C4 alkanes) 15.3 Tg C/yr 0 Ito et al. [2007]
Acetaldehyde 3.3 Tg C/yr 0 Ito et al. [2007]
CH2O 2.4 Tg C/yr 0 Ito et al. [2007]
ALK7(C6–C8 alkanes) 11.3 Tg C/yr 0 Ito et al. [2007]
Benzene 3.2 Tg C/yr 0 Ito et al. [2007]
Toluene 5.8 Tg C/yr 0 Ito et al. [2007]
Xylene 3.9 Tg C/yr 0 Ito et al. [2007]
Trans-2-butene 6.6 Tg C/yr 0 Ito et al. [2007]
HCOOH 2.6 Tg C/yr 0 Ito et al. [2007]
Acetic acid 12.4 Tg C/yr 0 Ito et al. [2007]
Phenol 4.3 Tg C/yr 0 Ito et al. [2007]
Ocean source of POA 34.5 TgOM/yr 34.5 TgOM/yr O’Dowd et al. [2008]
DMS source of MSA 8.2 Tg/yr 8.2 Tg/yr Gondwe et al. [2003]
Fossil fuel + biofuel POA 15.7 TgOM/yr 5.1 TgOM/yr Ito and Penner [2005] and Wang et al. [2009]
Fossil fuel + biofuel BC 5.8 Tg BC/yr 0.8 Tg BC/yr Ito and Penner [2005] and Wang et al. [2009]
Biomass-burning OA 47.4 TgOM/yr 17.9 TgOM/yr Ito and Penner [2005]
Biomass-burning BC 4.7 Tg BC/yr 1.8 Tg BC/yr Ito and Penner [2005]
Isoprene 472.0 Tg C/yr 472.0 Tg C/yr Guenther et al. [1995]
α-pinene 78.8 Tg C/yr 78.8 Tg/yr Guenther et al. [1995] and Wang et al. [2009]
Limonene 38.8 Tg C/yr 38.8 Tg C/yr Guenther et al. [1995] and Wang et al. [2009]
Propene 24.2 Tg C/yr 12.9 Tg C/yr Ito et al. [2007]
Methanol 42.9 Tg C/yr 33.4 Tg C/yr Ito et al. [2007]
Acetone 44.5 Tg C/yr 20.2 Tg C/yr Ito et al. [2007]
Ethene 28.2 Tg C/yr 10.3 Tg C/yr Ito et al. [2007]
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instrument averaged for the 4 years from 2004 to 2008. Anthropogenic and natural sulfur emissions for PD
and PI were those specified by Wang and Penner [2009]. In particular, anthropogenic sulfur emissions were
developed based on the emission data of Smith et al. [2001], volcanic SO2 emissions were from the work of
Andres and Kasgnoc [1998], andmarine dimethyl sulfide (DMS) fluxes were based on the estimates from Kettle
and Andreae [2000]. The anthropogenic NOx emissions from fossil fuel combustion and soil emissions were
adopted from van Aardenne et al. [2001] for 1990, while those from biomass burning and lightning were
based on the work of Ito et al. [2007] for 1990. Fossil fuel and biofuel emissions of organic matter (OM) and BC
were those estimated by Ito and Penner [2005] but with the fossil fuel emissions adjusted by Wang et al.
[2009] to better fit surface observations. Open biomass-burning BC and OM emissions were developed using
Ito and Penner’s [2005] emissions for BC as an a priori estimate together with the inverse model approach of
Zhang et al. [2005]. The treatments of dry and wet deposition used here for both gas- and aerosol-phase
species are the same as those used by Lin et al. [2012].

2.2. Radiative Transfer Model

We use an off-line radiative transfer model to calculate the optical properties of aerosols and their resulting
radiative forcing [Penner et al., 2011a;Wang and Penner, 2009]. The forcing associated with OA was calculated
from the difference in the radiation flux with all the PD concentrations and that calculated assuming that all
the aerosols had their PD concentrations except those for OA, which was specified at their PI concentrations.

We usedmonthly average aerosol concentrations together with four-hourly meteorological fields to estimate
instantaneously varying aerosol optical depths, which vary with water uptake by the aerosols. Four-hourly
aerosol optical depth is calculated using a look-up table that included the optical properties as a function of
wavelength and size parameter, so that arbitrary internal mixtures and sizes can be included. Five types of
aerosol populations are assumed to be externally mixed (i.e., pure sulfate, fossil fuel OA/BC, biomass-burning
OA/BC, dust, and sea salt), but each nonsulfate aerosol type includes the calculated amount of sulfate coating.
In the model, sulfate can “coat” nonsulfate aerosols as a result of the condensation of sulfuric acid, by
coagulation with pure sulfate aerosols, and by the aqueous formation of sulfate. This coated sulfate is
assumed to be internally mixed with nonsulfate aerosols. SOA is either added to the fossil fuel OA field or to
the biomass-burning OA field, depending on which size distribution for these compounds is assumed (see
Table 4). The refractive index for internally mixed aerosols (includingmixing with water which is treated using
the Köhler equation) is calculated based on the weighted volume mixture for each aerosol type. The
refractive indices at 550 nm are 1.53� 10�7 i for sulfate, 1.53� 1.4 × 10�3 i for dust, and 1.38� 5.8 × 10�7 for
sea salt, which follow choices made by Liu et al. [2007], while that for black carbon, 1.85–0.71 i, is from Bond
and Bergstrom [2006]. As noted above, the off-line radiative transfer model uses monthly average aerosol
concentrations, but the uptake of water with relative humidity and resulting radiative properties are
calculated based on the four-hourly varying meteorological fields. For this forcing calculation, the aerosol
concentrations remain the same before, during, and after rain events, although they vary in the IMPACT
aerosol calculation that produces themonthly average values that we use in the radiative transfer model. This
method provides a reasonable approximation of the radiative forcing calculated using hourly varying aerosol
fields (with the difference within 12%) and thus approximates an online calculation [Penner et al., 2011b].

We use two spectrally varying sets of the imaginary part of refractive index (k) for BrC produced from biomass
burning/biofuel (Table 2). One is that measured by Kirchstetter et al. [2004] and the other is that derived from
the averaged absorption per mass (α/ρ) of OC samples in methanol extracts after a semivolatile organic
carbon correction [Chen and Bond, 2010]. These samples were generated at 210°C from different wood types
and different sizes. While other measurements using different methods performed on different fuel types
and in different conditions show different refractive indices [e.g., Chakrabarty et al., 2010; Lack et al., 2012;
Saleh et al., 2013], their values fall in between those of Kirchstetter et al. [2004] and Chen and Bond [2010]
(Table 3). These two sets of refractive indices therefore provide potential limits to the light-absorbing
properties of BrC, although the actual refractive indices of BrC in the atmosphere may be more variable. The
refractive indices of residential coal-burning BrC are assumed to be the same as those for biomass-burning
BrC, because similar combustion processes occur in these two types of burning [Andreae and Gelencsér, 2006].
The choice of refractive index of BrC formed in SOA however is not straightforward since the light-absorbing
properties of SOA depend on its precursor type and formation mechanism (e.g., oxidation level and NOx

level) and thus show a wide variance [Andreae and Gelencsér, 2006; Zhang et al., 2011; Nakayama et al., 2013;
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Lambe et al., 2013]. In addition, while laboratory studies by Sareen et al. [2013] and Woo et al. [2013] have
shown that the brown SOA from the aqueous-phase reaction of methylglyoxal becomes white when it is
photolyzed, other laboratory measurements [e.g., Updyke et al., 2012] have shown that the reaction with
ammonia caused the fresh SOA from biogenic and anthropogenic precursors to become browner. Future
work should focus on understanding the different light-absorbing properties for SOA generated from
different precursors and its aging. Given this large uncertainty, we therefore use the two sets of refractive
indices inferred from Kirchstetter et al. [2004] and Chen and Bond [2010] to bracket the light absorption of the
BrC contained in SOA. The existingmeasurements of SOA BrC refractive indices reported in the literature [e.g.,
Lambe et al., 2013; Nakayama et al., 2013; Saleh et al., 2013; Updyke et al., 2012] are within the range of the
refractive indices that we use (Table 3). For example, the refractive index of biomass-burning SOA estimated
by Saleh et al. [2013] and of “humic-like substances” (HULIS) extracted from smoke and air pollution aerosols
examined by Dinar et al. [2007] are consistent with the refractive index adopted from Kirchstetter et al. [2004],
the refractive index of HULIS extracted from rural aerosols reported by Dinar et al. [2007] lies close to the
refractive index inferred from Chen and Bond [2010].

The fraction of OA that is light absorbing has varied somewhat in different reports. Chen and Bond [2010]
reported that methanol-soluble-absorbing OA accounted for more than 92% of the total wood combustion
OA. Kirchstetter et al. [2004] found that the absorbing OA extracted by acetone accounted for most of the
biomass-burning OA. They stated that the remaining unextracted OA could still absorb some small amount of
light, although Chen and Bond [2010] found that acetone extraction accounted for all of the light absorption.
We note however that the organic aerosols produced in the experiments by Chen and Bond [2010] were
produced by suppressing flames. Nevertheless, we assumed that all of the biomass burning and the biofuel
POA is light-absorbing OA. This assumption may need revision however based on further experiments. For
fossil-fuel emissions, we assume that only residential coal burning can generate BrC [Bond et al., 1999; Yang
et al., 2009], whereas other fossil fuel-produced POA is assumed to be purely scattering. In the IMPACTmodel,
biofuel POA and fossil fuel POA are lumped together and transported as a single tracer (fossil fuel/biofuel
POA). To estimate the BrC fraction in fossil fuel/biofuel POA, we use the ratio of their corresponding local
emission rates (i.e., divide the emission rate of fossil fuel/biofuel POA by the emission rates of residential coal-
burning-generated POA and biofuel POA).

Table 3. The Imaginary Part of Refractive Index of BrC Reported in the Literature

Sample Wavelength (nm)
Imaginary Part of
Refractive Index Reference

SOA generated from photooxidation of toluene 405 0.0~0.082 Nakayama et al. [2013]
SOA generated from photooxidation of toluene 532 0.0~0.017 Nakayama et al. [2013]
Biomass-burning particles from the Fourmile Canyon fire near Boulder, Colorado 404 0.07± 0.05 Lack et al. [2012]
SOA generated in a flow reactor in the absence of NOx by OH oxidation of gas-phase
precursors used as surrogates for anthropogenic, biomass burning, and biogenic emissions

405 1.9 × 10–4~3.6 × 10–3 Lambe et al. [2013]

Biomass-burning POA 550 0.0055~0.06 Saleh et al. [2013]
Biomass-burning SOA 550 0.01~0.05 Saleh et al. [2013]
Day and night humic-like substances (HULIS) isolated from the fine fraction of
biomass-burning aerosol collected in the Amazon Basin

532 0.0016~0.0019 Hoffer et al. [2006]

SOA from glyoxal reactions in aqueous phase 350 0.01± 0.02 Trainic et al. [2011]
SOA produced through photooxidation of different precursor hydrocarbons such as
toluene, d-limonene, and α-pinene in the presence of NOx and inorganic seed aerosol

350 1× 10–4~1× 10–2 Zhong and Jang [2011]

SOA generated during the photooxidation of toluene and the ozonolysis of α-pinene 350 0~0.088 Nakayama et al. [2010]
SOA generated during the photooxidation of toluene and the ozonolysis of α-pinene 532 0~0.037 Nakayama et al. [2010]
Tar balls from smoldering combustion of wood 532 0.002~0.008 Chakrabarty et al. [2010]
HULIS extracted from filter samples from smoke, air pollution, and rural aerosols 532 0.003~0.05 Dinar et al. [2007]

Table 2. The Imaginary Part of Refractive Index (k) of BrC at Different Wavelengths Used in the Model

Wavelength (nm) 350 400 450 500 550 600 650 700

H-ABSa 0.168 0.112 0.063 0.045 0.030 0.017 0.005 0.001
L-ABSb 0.0738 0.025 0.0066 0.0024 0.0010 0.0004 0.0002 0.0001

aHigh-absorbing case with k adopted from Kirchstetter et al. [2004].
bLow-absorbing case with k derived from Chen and Bond [2010].
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Light-absorbing SOA appears to be ubiquitous in the atmosphere. Light-absorbing SOA is found in aerosols
containing nitrated or aromatic aerosols [Jacobson, 1999], in humic-like substances (HULIS) formed in
heterogeneous reactions [Limbeck et al., 2003; Gelencsér et al., 2003], in “aged” SOA with ammonia [Updyke
et al., 2012], in biomass-burning SOA [Saleh et al., 2013], in SOA generated from photooxidation of α-pinene
and toluene in the presence of NOx [Jaoui et al., 2008; Nakayama et al., 2010; Zhong and Jang, 2011;
Nakayama et al., 2012; Kim et al., 2012], from the reaction of d-limonene with O3 [Bones et al., 2010], from
the photooxidation of phenolic precursors [Chang and Thompson, 2010], and from aqueous-phase reactions
involving glyoxal and methyglyoxal [Shapiro et al., 2009; Galloway et al., 2009; Trainic et al., 2011]. Since the
fraction of SOA that is absorbing is not known with any precision, we made an assumption that 100% of SOA
is BrC. We also conducted a sensitivity test assuming the local fraction of BrC in SOA to be the same as that in
the fossil fuel/biofuel POA.

The density of both POA and SOA is set to be 1.2 g/cm3 [Turpin and Lim, 2001]. The real part of the refractive
index is set to be 1.53. Organic aerosols were treated with a “kappa” factor (a hygroscopicity parameter) of
0.14 for all the source categories for both water uptake as well as droplet formation. The size distribution of
OA is prescribed with a superposition of three fixed lognormal distributions [Wang et al., 2009, Table 1].
Specifically, biomass-burning POA is represented by a number distribution with themajority having amedian
radius, rg, near 0.08μm and a geometric standard deviation, sg, of 1.4; 43% of the fossil fuel/biofuel POA
number concentration is represented by a lognormal distribution with rg=0.005μmand sg=1.5, while 57% is
represented by a lognormal distribution with rg=0.08μm and sg= 1.7. For SOA, we assume a lognormal size
distribution that is similar to that of the biomass-burning POA. However, if organics mainly condense on
smaller aerosols, i.e., on freshly nucleated sulfate aerosols [Metzger et al., 2010], their size might be
considerably smaller. Thus, we also examine a second case, where SOA has the same size distribution as that
of the fossil fuel/bio fuel POA.

Based on the above discussion, we set up two cases to calculate the direct forcing of POA, SOA, and total OA.
A brief description of these two case setups is given in Table 4. For the high-absorbing case (H-ABS), the
imaginary part of the refractive index of BrC is adopted from Kirchstetter et al. [2004]. All SOA is assumed to be
BrC (i.e., light absorbing) and to have the same size distribution as that of the biomass-burning POA. For the
low-absorbing case (L-ABS), the imaginary part of the refractive index of BrC is derived from Chen and Bond
[2010]. The size distribution and the BrC fraction of SOA are assumed to follow those used for fossil fuel/
biofuel POA.

Cloud droplet number concentrations were calculated using the cloud droplet activation parameterization of
Abdul-Razzak and Ghan [2000, 2002]. The size distribution of the nucleated droplet population accounts for
the effects of droplet dispersion [Rotstayn and Liu, 2003]. The cloud droplet effective radius was used to
calculate the cloud optical depth and the first aerosol indirect forcing using an off-line radiative transfer
model taken from the National Center for Atmospheric Research (NCAR) Community Atmosphere Model 3
[Collins et al., 2006].

Table 4. Case Description

Case name H-ABS (High-Absorbing Case) L-ABS (Low-Absorbing Case)

Biomass-burning POA BrC fraction 100% 100%
Refractive index of BrC Adopted from Kirchstetter et al. [2004] Derived from Chen and Bond [2010]

Size distribution Majority of the particles have a median radius,
rg=0.08μm and a geometric standard deviation,

sg=1.4.

Majority of particles have a median radius,
rg=0.08μm, and a geometric standard deviation,

sg=1.4.
Fossil fuel/biofuel POA BrC fraction The ratio of biofuel and residential coal-burning POA

emission rates to the total fossil fuel and biofuel
POA emission rates

The ratio of biofuel and residential coal burning POA
emission rates to the total fossil fuel and biofuel

POA emission rates
Refractive index of BrC Adopted from Kirchstetter et al. [2004] Derived from Chen and Bond [2010]

Size distribution Forty-three percent has rg=0.005μm, sg=1.5 and
50% has rg=0.08μm, sg=1.7.

Forty-three percent has rg = 0.005μm, sg=1.5 and
50% has rg=0.08μm, sg=1.7.

SOA BrC fraction The same as biomass-burning POA The same as fossil fuel/biofuel POA
Refractive index of BrC Adopted from Kirchstetter et al. [2004] Derived from Chen and Bond [2010]

Size distribution The same as biomass-burning POA The same as fossil fuel/biofuel POA
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To compute the radiative forcing from organic aerosol deposited in land snow and sea ice, we
imported the organic aerosol dry and wet deposition fields calculated in the IMPACT PD and PI runs into
two off-line models: the NCAR Community Land Model 4 (CLM4) [Oleson et al., 2010; Lawrence et al., 2011]
for the land snow simulation and the Community Ice Code 4 (CICE) [Hunke and Lipscomb, 2008; Holland
et al., 2012] for the sea ice simulation. Both simulations were run with monthly resolved OA deposition
fields and prescribed meteorology data for 1997, consistent with the atmospheric simulations. We
generated OA optical properties on the CLM and CICE spectral grids using Mie calculations with identical
refractive indices and size distributions as those assumed for the H-ABS and L-ABS atmospheric OA
scenarios. Ten different OA species were tracked in these simulations: hydrophilic and hydrophobic
brown fossil fuel/biofuel POAs, nonbrown fossil fuel/biofuel POA, brown biomass-burning POA, brown
SOA, and nonbrown SOA. Hydrophilic and hydrophobic OAs are differentiated by the number of
monolayers of sulfate coating on OA, following Yun et al. [2013]. If the number exceeds three, OA is
classified as hydrophilic OA. Otherwise, it is classified as hydrophobic OA. Meltwater scavenging ratios
for hydrophilic and hydrophobic OA constituents are set to 0.2 and 0.03, respectively, identical to those
applied to BC in previous studies [Flanner et al., 2007, 2009; Holland et al., 2012]. For more detailed
descriptions of the snow and sea ice treatments of aerosol processes and radiative transfer, readers
are referred to Flanner et al. [2007], Oleson et al. [2010], Lawrence et al. [2011], Holland et al. [2012], and
Jiao et al. [2014].

3. Results
3.1. Comparison of Present-Day Simulations With Observations

Previous IMPACT model/measurement comparisons have shown reasonable agreements for O3, NOx,
and peroxyacetyl nitrate [Ito et al., 2007] as well as POA and SOA [Lin et al., 2012, 2014]. The model mean
methane lifetime against OH loss of 7.5 years is at the low end of the range of values (7.1–14 years)
reported by Atmospheric Chemistry and Climate Model Intercomparison Project (ACCMIP) models [Naik
et al., 2013] and is about 33% lower than the recent observationally derived estimate of 11.2 ± 1.3 years
for 2010 [Prather et al., 2012]. The lower estimate in the model suggests that the annual mean model
present-day OH abundance is overestimated compared to observations, which may be due to
higher-OH sources (e.g., more abundant water vapor) and/or lower-OH sinks in the model. For example,
the IMPACT model showed a negative bias of CO in the northern hemisphere compared to the
Measurements of Pollution in the Troposphere CO data [Ito, 2011]. Thus, an increase of CO sources in the
model would improve both OH and CO. Nevertheless, future work is needed to examine the OH budget
in the model.

We also compare our modeled single scattering albedo (SSA) and aerosol absorption optical
depth (AAOD) at 550 nm with those retrieved from the AERONET data provided by S. Kinne
(Max Planck Institute for Meteorology). The AERONET retrieved SSA data are from the official version 2.0
product with an adjustment to reduce a positive bias resulting from the removal of SSA data for low-AOD
cases (i.e., cases with AOD less than 0.33). This adjustment replaced the missing refractive index
data in the version 2.0 product with the data from the version 1.5 data product, which is expected to
reduce the positive bias to some extent but to introduce a larger uncertainty (S. Kinne, personal
communication, 2012). The monthly mean for the AERONET retrieved data is calculated for
1996–2011. Globally, the normalized mean bias between the monthly mean modeled and the observed
SSA is 1.91% for H-ABS case and 3.96% for L-ABS case. The predicted SSA for the H-ABS case is in
good agreement with the observed SSA over all regions except for Europe, while the model for the L-ABS
case tends to overpredict SSA (Figure 1 and Table 5). However, both the H-ABS case and the L-ABS case
underestimate the observed AAOD, especially over biomass-burning regions (e.g., South Asia, south
Africa, and South America) (Figure 2 and Table 5). The high-absorbing BrC assumption helps to
enhance the predicted AAOD but not enough to fill the large gap between the simulation and the
observations. The negative bias of AAOD shown in the model suggests that the model probably still
underpredicts the source or/and overpredicts the sink of absorbing aerosols. In addition, more scattering
aerosols (e.g., pure scattering OA) would be needed in order to maintain the present agreement with the
observed SSA.
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Figure 3 shows the comparison of predicted aerosol absorption Ångström exponent (AAE) at 440–675 nm
with AAE derived from AERONET data. The AAE indicates how the aerosol absorption varies with wavelength
and is calculated from the equation given below.

AAE ¼ � log
AAOD675nm

AAOD440nm

� ��
log

675
440

� �

As shown in Figure 3, the model slightly underestimates the observed AAE in the L-ABS case, while it predicts
a stronger AAE in the H-ABS case over all the regions. This overprediction implies that the wavelength
dependence of BrC absorption adopted from Kirchstetter et al. [2004] may be stronger than that in the real
atmosphere or that the model overestimates the contribution of BrC to the total aerosol absorption.

3.2. Changes in POA and SOA Between PD and PI Simulations

Figure 4 shows the change in the column burden of biomass-burning POA and fossil fuel/biofuel POA
between the PD and PI simulations for the simulation using the Lin et al.’s [2014] case 5 model. The largest

Table 5. The Geometric Mean Ratio Between the Modeled SSA and AAOD and the Observed SSA and AAOD From
AERONET Data for Both the H-ABS Case and the L-ABS Casea

East Asia South Asia Europe North America South Africa South America

SSA H-ABS 1.01 0.99 1.04 1.00 1.01 1.01
L-ABS 1.02 1.01 1.04 1.03 1.05 1.06

AAOD H-ABS 0.81 0.48 0.67 0.83 0.34 0.32
L-ABS 0.79 0.45 0.65 0.60 0.22 0.19

aA value larger than 1 indicates that the model tends to overestimate the observations, while a value smaller than 1
indicates the opposite tendency.

Figure 1. Monthly averaged single scattering albedo (SSA) comparison between the model simulations and the AERONET retrieved data. The black squares are for
the L-ABS case, and the red squares are for the H-ABS case. The solid line represents a perfect match between the simulation and observations.
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change in biomass-burning POA occurs
in central Africa, South Asia, and north
Australia, while a significant increase of
fossil fuel/biofuel POA occurs in eastern
and southern Asia. There is a weak
decrease of fossil fuel/biofuel POA in
central and eastern Europe as well as in
eastern North America. This is due to the
decreased biofuel usage in those regions
since PI times. The global mean POA
burden increases from 0.26 Tg in PI to
0.77 Tg in PD (Tables 6 and 7).

The change in emissions from PI to PD
leads to changes in the levels of oxidants
(e.g., OH and O3), which are important
for the oxidation of VOC and therefore
for the formation of SOA. As a result of
the increase in emissions, there is an
increase of a factor of 2.5 in the level of
boundary layer NOx, while the isoprene

Figure 2. Monthly averaged aerosol absorption optical depth (AAOD) comparison between the model simulations and the AERONET retrieved data. The black
squares are for the L-ABS case, and the red squares are for the H-ABS case. The dashed line represents a perfect match between the simulation and the observa-
tion (1:1 ratio), and the solid lines are the 2:1 and 1:2 ratios, i.e., indicating agreement within a factor of 2.
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Figure 3. Comparison of regional monthly averaged aerosol absorption
Ångström exponent (AAE) between the model simulations and the
AERONET retrieved data. The error bars stand for the standard deviation
of AAE over each region.
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concentration decreases by 14% (Table 6). These changes result in an increase of boundary layer ozone of
52%, while there is a decrease in the global average boundary layer OH of 10%, driven mainly by the changes
in CO (increase of a factor of 2.2) and CH4 (increase of a factor of 2.1). Over source regions, however, there is
an increase in OH that is associated with the increase in NOx, which is largest in the midlatitude northern
hemisphere (Figure 5). There is also a decrease in the global average boundary layer isoprene between PD
and PI of 14% caused by the increases in OH over the continents, the increase in O3 [see also Tsigaridis et al.,
2006], and an increase in NO3 between the PD and PI simulations of 262%. There is still substantial uncertainty
on how the OH level has changed since PI times. Previous models have shown that the change in the tropical
mean OH level since PI times could range from an increase of 15% to a decrease of 33% [Naik et al. [2013],
and references therein]. The tropical mean OH concentration is decreased by 17% since PI times in the model,
the magnitude of which is larger than the mean value of ACCMIP models (�0.6%) [Naik et al., 2013]. The larger
decrease than that reported by ACCMIP models can be mainly attributed to the stronger CO increase and
smaller NOx increase in the model compared to those predicted by ACCMIP models (Table 6).

The change in isoprene and oxidants alone however cannot fully explain the change in SOA. The boundary
layer concentrations of SOA formed from glyoxal and methylglyoxal increase by 82%, since preindustrial
times, primarily as a result of the increased sulfate aerosol surface area, while the concentrations of gas-phase
glyoxal and methylglyoxal, most of which are formed from the OH-initiated oxidation of isoprene [Fu et al.,
2008], change very little in the boundary layer. The SOA formed from epoxide also increases as a result of
the increased surface area of sulfate, by a factor of 1.2 in the boundary layer, even though the gas-phase
epoxide concentration decreases by 22.6% as a result of the significant increase of NO. The increase of NO
causes RIO2 (organic peroxy radicals from isoprene) to react more with NO and therefore less with HO2 to
form the epoxide [Lin et al., 2012]. On the other hand, the concentration of PRN2 (isoprene-hydroxy-nitrate,
the greatest contributor to the SOA formed from organic nitrates and peroxides), which mainly comes from
the reaction of RIO2 with NO [Lin et al., 2012], is enhanced by 46.3% in the boundary layer. This increase,
together with the increase in the abundance of POA, upon which the SOA can partition, causes the
concentration of SOA from organic nitrates and peroxides to double in the boundary layer.

Table 7 shows the global production rate and burden of SOA for PD and PI conditions. The global average
formation of SOA is dominated by biogenic VOCs even for PD conditions. The SOA formed from anthropogenic
VOCs (mainly aromatics) only accounts for 7.6% of the total SOA production. Although the biogenic VOC
emissions do not change, the biogenic SOA production rate increases by 24.9 Tg/yr (80.0%) as a result of the
anthropogenic emissions and reactions discussed here. The distribution of the changes in the total SOA at the

Figure 4. (a–c) The change in the annual mean column burden of POA between the PD and PI conditions.
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surface and for the total column are shown in Figure 6. The largest increase in SOA occurs over industrialized
areas, such as Southeast Asia, Europe, and the eastern U.S., where the increases of NOx, sulfate, and OH account
for most of the increase in SOA. Large increases in SOA are also evident in South America and West Africa,
where the increase in biomass-burning POA and sulfate are the major source of the SOA increase. Increases in

Table 6. Burden in the Boundary Layer (Below Approximately 900 hPa in the Model), in the Troposphere (Below Approximately 200 hPa in the Model), or in the
Whole Atmosphere for the PD and PI Conditions and Their Relative Difference

Species PD PI (PD-PI)/PI

Other Work

PD (Tg) (PD-PI)/PI

OH in the boundary layer 1.78 × 10�5 Tg 1.98× 10�5 Tg �10.1%
1.45 × 106 (mol cm�3) 1.61 × 106 (mol cm�3) �9.9%

OH in the troposphere 2.33 × 10�4 Tg 2.82 × 10�04 Tg �17.4% -0.6 ± 8.8%a

14.3 × 105 (mol cm�3) 17.3 × 105 (mol cm�3) �17.3% 11.1 ± 1.6 × 105 (mol cm�3)a

NOx in the boundary layer 1.06 × 10�1 Tg 4.30× 10�2 Tg 146.5% over 300%b

142.0 parts per trillion (ppt) 57.8 ppt 145.7%
NOx in the troposphere 3.15 × 10�1 Tg 1.96× 10�1 Tg 60.7% 108.0 ± 75.4%a

52.2 ppt 33.2 ppt 57.2%
CO in the boundary layer 85.6 ppb 38.8 ppb 120.6%

40.2 Tg 18.2 Tg 120.9%
CO in the troposphere 287.2 Tg 136.2 Tg 110.9% 89.1 ± 18.6%a

72.9 ppb 34.5 ppb 111.3%
CH4 (global) 4806 Tg 2262 Tg 112.4% 4813± 81 Tga 120.9%a

1.7 ppm 0.8 ppm 112.5%
O3 in the boundary layer 25.5 Tg 16.8 Tg 51.8% 74%b

31.6 ppb 20.8 ppb 51.9%
O3 in the troposphere 339 Tg 243 Tg 39.5% 337± 23 Tgc 29%±17%c

50.4 ppb 36.5 ppb 38.1%
Isoprene in the boundary layer 1.13 × 10�1 Tg 1.31× 10�1 Tg �13.7% �42%b

98.8 ppt 114.9 ppt �14.0%
NO3 in the boundary layer 8.36 × 10�4 Tg 2.31× 10�4 Tg 262%

0.8 ppt 0.2 ppt 300%
HO2 in the boundary layer 3.53 × 10�3 Tg 3.12× 10�3 Tg 13.1%

6.4 ppt 5.6 ppt 14.3%
Sulfate in the boundary layer 2.76 × 10�1 Tg 8.70× 10�2 Tg 217%
Sulfate (global) 2.72 Tg 1.12 Tg 143% 1.4 Tgd 338%d

1.05 Tgb 160%b

1.8 Tge 114%e

POA in the boundary layer 2.13 × 10�1 Tg 7.52× 10�2 Tg 183%
POA (global) 0.77 Tg 0.26 Tg 196% 1.27 Tgd 1220%d

0.6 Tgb 120%b

1.41 Tge 178%e

1.2 Tgf 991%f

PRN2 in the boundary layer 5.52 × 10�2 Tg 4.05× 10�2 Tg 46.3%
14.4 ppt 10.5 ppt 37.1%

Glyoxal in the boundary layer 1.39 × 10�2 Tg 1.58× 10�2 Tg �12.0%
14.3 ppt 16.2 ppt �11.7%

Methylglyoxal in the boundary layer 2.79 × 10�2 Tg 2.57× 10�2 Tg 8.6%
23.7 ppt 21.2 ppt 11.8%

Epoxide in the boundary layer 5.24 × 10�2 Tg 6.77× 10�2 Tg �22.6%
26.9 ppt 34.8 ppt �22.7%

SOA (global) 0.99 Tg 0.59 Tg 68% 0.33 Tgd 43%d

0.8 Tgb 25%b

0.5–0.7 Tge 56–59%e

0.19 Tgf 217%f

aACCMIP models [Naik et al., 2013].
bTsigaridis et al. [2006].
cACCMIP models [Young et al., 2013].
dLiao and Seinfeld [2005].
eHoyle et al. [2009].
fChung and Seinfeld [2002].
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SOA over the ocean, in the outflow of East
Asia, Africa, and South America, can also be
seen in the column burden (Figure 6b).

3.3. Direct Forcing Due to the Change
in POA and SOA

As shown in Figure 7, the clear-sky POA
direct radiative forcing at the top of
atmosphere (TOA) is predominately
negative over the globe, exerting a cooling

effect on the climate. Although POA would normally be internally mixed with BC in the atmosphere, here we
examine the forcing of POA alone to give us a first-order estimate of its independent contribution to forcing.
The geographical distribution of direct forcing basically follows the pattern of burden increase of POA
(Figure 4), having large values in central Africa, South and East Asia, and southwestern U.S. It is notable that
in the high-absorbing case, there is weak warming over the Himalayan mountains, which are covered by
snow/ice and thus have a high-albedo surface, allowing the upward radiation reflected by the high-albedo
surface to be further absorbed by POA. In the high-absorbing case (H-ABS), the global averaged clear-sky
forcing at the TOA is �0.20W/m2 (Table 9), while the all-sky forcing at the TOA is �0.06W/m2. The weaker
cooling under all-sky conditions is due to enhanced absorption by the POA at elevated levels above reflective
clouds. The forcing at the surface is much stronger than that at the TOA (Figure 7 and Table 9), which is due
to the absorption by BrC in the atmosphere. The global mean all-sky absorption in the atmosphere amounts
to 0.25W/m2 (Table 9). Not surprisingly, this absorption decreases to 0.14W/m2 in the low-absorbing
case (L-ABS). The global mean forcing at the TOA becomes �0.11W/m2 for all-sky conditions and
�0.23W/m2 for clear-sky conditions.

The difference in SOA between the PD and PI conditions causes a global annual average direct radiative
forcing of �0.37Wm�2 for clear-sky and �0.12Wm�2 for all-sky conditions for the high-absorbing case
(Table 8). For the low-absorbing case, the direct forcing is �0.59Wm�2 for clear-sky and �0.31Wm�2 for
all-sky conditions. Hoyle et al. [2009] estimated the direct radiative forcing of anthropogenic SOA to be
�0.06~�0.09Wm�2, which corresponded to an increase in the rate of SOA production of 18–26 Tg/yr.
Spracklen et al. [2011] reported a direct forcing of �0.26± 0.15Wm�2, resulting from a global anthropogenic
SOA production rate that ranged from 40 Tg/yr to 160 Tg/yr. SOA was treated as a pure scattering aerosol in
these two studies, but here we account for its absorbing properties [Kirchstetter et al., 2004; Chen and Bond,
2010], which reduces the amount of negative forcing at the TOA, since some of the radiation that would be
reflected is absorbed. This absorption also reduces the short wave radiative flux reaching the surface, leading to
a stronger negative surface radiative forcing compared to that at the TOA (shown below) for both clear-sky and
all-sky conditions.

The distribution of the direct radiative forcing at the TOA for the all-sky and clear-sky conditions and the
all-sky radiative forcing at the surface associated with these changes in SOA is shown in Figure 8. The direct
forcing at the TOA is dominated by changes of aerosols in the northern hemisphere with peaks over the
source areas: southeastern Asia, central Africa, eastern U.S., and Europe. The absorption by SOA within the
atmospheric column is given by the difference between the forcing at the TOA and the surface. Assuming

Table 7. Summary of the Total Burden and Source of POA and SOA
for Present-Day and Preindustrial Conditions

SOA POA

PD PI PD PI

Burden (Tg) 0.99 0.59 0.77 0.26
Total source (Tg/yr) 60.4 31.2 63.1 23.0
Total biogenic source (Tg/yr) 56.1 31.2 - -
Total anthropogenic source (Tg/yr) 4.3 0.0 - -

a) NOx relative difference b) OH relative difference

Figure 5. The relative difference (i.e., (PD-PI)/PI) between the PD and PI conditions for (a) NOx and (b) OH in the boundary layer.
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that all of the SOA is slightly absorbing and has a larger refractive index, as in the high-absorbing case, leads
to a positive direct forcing at the TOA for all-sky conditions over the Himalayan mountains and off the west
coast of Africa and South America (Figure 8c), where low clouds increase the amount reflected below the
aerosol layer leading to more absorption. Absorption and a positive forcing are also evident over the areas
with high albedo from snow and ice surfaces in the polar regions.

The annual global mean all-sky direct forcing of POA at the TOA for both the high-absorbing and low-
absorbing cases (Table 9) is weaker than the mean POA direct forcing of �0.14W/m2 estimated by Aerosol
Comparisons between Observations and Models (AEROCOM) phase I models [Schulz et al., 2006], which
assumed POA to be nonabsorbing. As shown in Table 9, it is also less negative than the total OA forcing values
reported by Liao and Seinfeld [2005], Ming et al. [2005], and Ocko et al. [2012], which were mainly associated
with POA since POA dominated OA. The global mean all-sky direct forcing for changes in both POA and SOA,
at the TOA decreases to �0.14W/m2 for the high-absorbing case and to �0.40W/m2 for the low-absorbing
case. The inclusion of SOA therefore increase the negative OA forcing at TOA (cooling the climate) by 133.3%
in high-absorbing case and by around a factor of 3 in the low-absorbing case. The cooling effect of total OA
(POA+ SOA) in both cases is stronger than the mean estimate by AEROCOM phase I models [Schulz et al.,
2006], and the forcing in the low-absorbing case is stronger than the forcing reported by non-AEROCOM
models [e.g., Liao and Seinfeld, 2005;Ming et al., 2005; Ocko et al., 2012]. This is primarily due to the predicted
large change in SOA in this model.

Figure 9 summarizes the direct radiative forcing estimates in this paper and compares them to the estimates
in other papers. The forcings of POA estimated in this work are weaker (less negative) than those estimated
by the AEROCOM phase I models. Our SOA forcing estimates are stronger than those obtained in other
models but within the range of estimates based on SOA constrained by aerosol mass spectrometer (AMS)
measurements [Spracklen et al., 2011]. Compared to the forcing estimates of the total OA, our H-ABS and
L-ABS estimates both show a stronger cooling than the low end and high end of the range estimated by
previous models, respectively.

The global mean all-sky direct forcing resulting from the change in BC since PI times is predicted to be
0.34W/m2 in the model (Table 9). Adding this with the total OA all-sky forcing gives a total carbonaceous
aerosol (BC+OA) direct radiative forcing of 0.20W/m2 for the high-absorbing case and�0.07W/m2 for the low-
absorbing case. The IPCC Fifth Assessment Report (AR5) report [IPCC, 2013] gave a global and annual mean
direct radiative forcing due to aerosol-radiation interaction between 1750 and 2011 of four carbonaceous
aerosol components: BC from fossil fuel and biofuel, POA from fossil fuel and biofuel, BC and POA from biomass
burning, and SOA. The direct radiative forcing for the sum of these four components in AR5 equals 0.28W/m2.
Our result is slightly smaller for the high-absorbing case but of opposite sign for the low-absorbing case.

The global mean all-sky atmospheric absorption due to the change in the total OA is 0.57W/m2 in the high-
absorbing case and 0.22W/m2 in the low-absorbing case (Table 9 and Figure 10). This is compared to a global
mean absorption of 0.1~0.25W/m2 in the atmosphere due to BrC associated with biomass burning and
biofuel burning reported by Feng et al. [2013]. Ming et al. [2005] reported an atmospheric absorption of
0.29W/m2 caused by the change in the total OA from PI to PD by assuming that the imaginary part of the
refractive index of OA is 0.006. The change in BC leads to a global mean all-sky atmospheric absorption of

a) b)

Figure 6. The change in the annual mean SOA concentration between the PD and PI conditions. (a) Changes at the surface and (b) changes for the total column
integrated mass per square meter.

Journal of Geophysical Research: Atmospheres 10.1002/2013JD021186

LIN ET AL. ©2014. American Geophysical Union. All Rights Reserved. 7465



H-ABS L-ABS

Figure 7. The direct forcing due to the change of POA between the PD and PI conditions at the TOA for (a and b) clear-sky and (c and d) all-sky conditions and at the
surface in (e and f) clear-sky and (g and h) all-sky conditions. Figure 7 (left column) shows the high-absorbing case (H-ABS), while Figure 7 (right column) shows the
low-absorbing case (L-ABS).
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0.82W/m2 in the model (Table 9). Thus, the atmospheric absorption caused by the change in BrC in the high-
absorbing case accounts for 70% of that caused by the change in BC, and this fraction decreases to 27% in the
low-absorbing case. Summing the absorption of BC and BrC, the global mean atmospheric absorption is
1.39W/m2 for the high-absorbing case and 1.04W/m2 for the low-absorbing case. Liao and Seinfeld [2005]
estimated an all-sky atmospheric absorption of 1.59 or 2.43W/m2 caused by anthropogenic aerosols
(including BC), depending on whether the aerosols are internally or externally mixed.Myhre et al. [2013] give
a mean value of 0.75W/m2 for the atmospheric absorption due to all the anthropogenic aerosols based on
the AEROCOM phase II models.

3.4. First Indirect Forcing Due to the Change in SOA

Figure 11 shows the first indirect effect at the TOA due to the increased SOA since preindustrial times. The
spatial distribution of the forcing is determined by the change in the cloud drop number concentrations,
which is primarily due to the change in the total particle number. The case with only an accumulation mode
for the size distribution shows a stronger indirect forcing than that for the case that assumes that SOA
includes a nucleation mode for 43% of the particles. The global mean indirect forcing is �0.29Wm�2 for
the accumulation mode case and �0.22Wm�2 for the nucleation plus accumulation mode case (Table 8).
All of our estimates are smaller than the values reported by Spracklen et al. [2011] for the indirect forcing
by so-called “anthropogenically controlled SOA” that was assumed to be spatially similar to anthropogenic CO
emissions (i.e., �0.36 to �0.74Wm�2), based on fitting the results of a global chemical transport model to
aerosol mass spectrometer (AMS) observations.

3.5. Radiative Forcing of OA in Land Snow and Sea Ice

Table 10 summarizes the radiative forcing of POA, SOA, total OA, and BC deposited in land snow and sea ice.
For the high-absorbing case, the calculated global and annual mean radiative forcing caused by OA in
land snow is 2.5 × 10�3Wm�2, and the forcing of OA in sea ice is 5.5 × 10�4Wm�2. For the sake of a
comparison, we also predict the forcing of BC in land snow and sea ice. BC in land snow and sea ice are shown
to cause forcings of 1.2 × 10�2Wm�2 and 9.9 × 10�4Wm�2, respectively. Bond et al. [2013] gave a best
estimate of 3.5 × 10�2Wm�2 for industrial era adjusted forcing by BC in snow and a best estimate of
1.1 × 10�2Wm�2 for industrial era forcing by BC in sea ice, based on the analysis of a suite of model studies.
Here “adjusted” forcing includes the alteration of radiative forcing because of the “rapid adjustments in snow
grain size and surface snow BC concentrations due to the changes in sublimation and melt rates resulting
from the initial snow albedo reduction due to BC” [Bond et al., 2013]. These effects are also included in the
model framework applied here and affect forcing primarily through melt-induced accumulation of impurities
near the snow surface. In the high-absorbing case, OA contributes a forcing on snow and sea ice 7–24% as
large as that of BC, based on the range of BC forcings derived here and by Bond et al. [2013]. We estimate
smaller BC forcing on snow in this study because (1) our model produces less high-latitude BC deposition
than previous studies assessed by Bond et al. [2013] (e.g., present-day BC deposition north of 50°N is only 32%
and 44% as large as that simulated by Flanner et al. [2007] and Flanner et al. [2009], respectively), (2) the off-
line land simulations applied here produce less Asian snow cover than the coupled land-atmosphere
simulations used previously [Flanner et al., 2007, 2009], and (3) our simulations produce negative forcing over
a substantial portion of eastern Europe and western Asia, associated with decreased BC emissions in this

Table 8. Summary of the Estimated TOA and Surface Forcing (Wm�2) in Different Simulations Due to the Change of SOA

Case Name

Direct Forcing

Indirect Forcing

Other Work

TOA Clear
Sky

TOA All
Sky

Surface Clear
Sky

Surface All
Sky TOA All Sky Indirect Forcing

H-ABSa �0.37 �0.12 �0.58 �0.35 �0.29 �0.01~�0.04b �0.36~�0.74d

L-ABSa �0.59 �0.31 �0.62 �0.35 �0.22 �0.06~�0.09c

�0.41~�0.11d

aH-ABS: high-absorbing case; L-ABS: low-absorbing case.
bFrom other models in AEROCOM phase II [Myhre et al., 2013].
cHoyle et al. [2009].
dSpracklen et al. [2011].
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H-ABS L-ABS

Figure 8. The direct forcing due to the change of SOA between the PD and PI conditions at the TOA for (a and b) clear-sky and (c and d) all-sky conditions and at the
surface in (e and f) clear-sky and (g and h) all-sky conditions. Figure 8 (left column) shows the high-absorbing case (H-ABS), while Figure 8 (right column) shows the
low-absorbing case (L-ABS).
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region. Among the OA constituents in snow and ice, the contribution to forcing from SOA is larger than that
from POA. When we use the smaller imaginary part of the refractive index for OA and assume that less SOA is
light absorbing, the albedo effect of OA decreases to 9.0 × 10�4Wm�2 in land snow and 1.6 × 10�4Wm�2

in sea ice. The radiative forcing of OA in land snow and sea ice declines to 8% of that of BC as calculated in our
model and to roughly 2% of the BC forcing estimated by Bond et al. [2013]. In contrast to the high-absorbing
case, POA plays a more important role in reducing snow and ice albedo in the low-absorbing case than SOA
does. We also calculated the all-sky TOA radiative forcing of the total OA in the atmosphere over high-latitude
areas (50°N to 90°N and 60°S to 90°S) and over Tibetan Plateau (30°N to 40°N and 70°E to 90°E). The mean
forcings in the high-absorbing case are �0.03W/m2 and �0.21W/m2. The sign of these forcings is opposite
to the forcing of the total OA in snow and sea ice, and the magnitude is stronger than that in the snow and
sea ice.

Figure 12 depicts the global distribution
of the annual mean radiative forcing by
OA in land snow and sea ice. The
distribution reflects the combination of
anthropogenic OA concentrations in
snow, snow cover, and surface-incident
solar flux. The forcing is distributed over
high-latitude areas (40°N to 90°N and
60°S to 90°S). While the POA from ocean
sources contributes most of the forcing
in the southern hemisphere, fossil fuel,
biofuel, and biomass-burning POA and
SOA play an important role in the
northern hemisphere. There is a large
forcing over Greenland primarily
because of its perennial snow cover.
There is a strip of negative OA forcing
over central and eastern Europe due to
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Figure 9. Comparison of the all-sky TOA direct forcing estimates in this
work with other models. The specific values for the forcing estimated
by other models and their references are given in Table 8 and Table 9.

Table 9. Summary of the Estimated Forcing (Wm�2) in Different Simulations Due to the Change of POA and Total OA

Direct Forcing Other Work

Case Name
TOA Clear

Sky
TOA All
Sky

Surface Clear
Sky

Surface All
Sky

Atmospheric Absorption
All Sky TOA All Sky

Atmospheric Absorption
All Sky

POA H-ABS �0.20 �0.06 �0.45 �0.31 0.25 �0.14a 0.1~0.25g

L-ABS �0.23 �0.11 �0.38 �0.25 0.14
Total OA H-ABS �0.54 �0.14 �1.10 �0.71 0.57 �0.23b 0.29 d

L-ABS �0.82 �0.40 �1.03 �0.62 0.22 �0.27c

�0.34d

�0.06e

BC 0.23 0.34 �0.61 �0.48 0.82 0.71 (0.08–1.27)f

BC + OA H-ABS �0.31 0.20 �1.71 �1.19 1.39 1.59~2.43bj

L-ABS �0.59 �0.07 �1.64 �1.10 1.04 1.22hj

0.75ij

aMean AEROCOM phase I value [Schulz et al., 2006].
bLiao and Seinfeld [2005].
cOcko et al. [2012].
dMing et al. [2005].
eJacobson [2001].
fBond et al. [2013].
gFeng et al. [2013].
hTakemura et al. [2005].
iMean of AEROCOM phase II models [Myhre et al., 2013].
jThese values are reported as atmospheric absorption due to the change in total aerosol since PI times.
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the reduction of biofuel burning since PI in this region (Figure 4). This reduction is also reflected in the
radiative forcing of POA in land snow.

4. Uncertainties in the Radiative Forcing

There are still substantial uncertainties associated with the radiative forcing of OA, mainly resulting from the
uncertainty in the mass budget, physical and chemical properties of OA (especially SOA), and their ability to
act as cloud condensation nuclei (CCN). The sources, sinks, and chemistry of SOA are uncertain [Spracklen
et al., 2011; Lin et al., 2012, 2014] due to the huge number of different atmospheric organic molecules and the
complex physical and chemical processes controlling the conversion of gas-phase organics to aerosol
[Hallquist et al., 2009]. Our PD global SOA source is larger than that in other models but consistent with the
range estimated using top-down methods [Lin et al., 2012, 2014]. In our model, the refractive index and the
hygroscopicity are assumed to be constant for all the SOA. Measurements however show that the refractive

H-ABS L-ABS

Figure 10. The direct forcing due to the change of the total OA between the PD and PI conditions (a and b) at the TOA, (c and d) in the atmosphere, and (e and f)
at the surface for all-sky conditions. Figure 10 (left column) shows the high-absorbing case (H-ABS), while Figure 10 (right column) shows the low-absorbing
case (L-ABS).
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index of SOA depends on its source and chemical age in the atmosphere. Moreover, its hygroscopicity has
been related to the particle O:C ratio or oxidation stage [Cappa et al., 2011; Nakayama et al., 2013; Lambe et al.,
2013]. Thus, a more robust and sophisticated treatment for the optical properties and the hygroscopicity of
SOA is needed in the future. In addition, recent laboratory studies and field measurements have shown the
importance of organics in the nucleation of new particles [Metzger et al., 2010]. Metzger et al. [2010] showed
that the rate of nucleation of new particles is proportional to the product of sulfuric acid and condensible
organic compounds. Scott et al. [2014] used a global aerosol model and showed that including organics in the
growth and formation of new particles leads to a much stronger present-day (PD) first indirect effect of
biogenic SOA than that when only sulfuric acid contributes. The lack of the explicit use of organics in the
aerosol nucleation mechanism in this study therefore may not capture the real aerosol size distribution,
although we attempted to account for this in the two size distributions that we assumed. We note that
the large present-day indirect effect calculated by Scott et al. [2014] (up to�0.77Wm�2 for PDwhen organics
are and are not included) may actually decrease the PD-PI forcing as a result of the saturation of indirect
effects. The size distribution affects both the direct and indirect effects. Assuming a size distribution with an
accumulation mode and a nucleation mode weakens the first indirect forcing of SOA (less negative) by 24%
compared to the forcing estimated by assuming that all the SOA particles exist in an accumulation mode.
However, assuming a size distribution with an accumulation mode and a nucleation mode results in a
stronger direct forcing by 33% (more negative) than the case assuming only an accumulation mode, so the
total forcing is quite similar [Lin, 2013]. In the model, SOA is assumed to add particle number by converting
added SOA mass to number with a prescribed size distribution. This simple increase in particle number is
probably not true in reality. Instead, most of SOA may condense or form on preexisting particles to change
the size distribution. In the model, we prescribe two different size distributions (i.e., a distribution with only
an accumulation mode and a distribution with both an accumulation mode and a nucleation mode) in
order to reflect the change of size due to the addition of SOA to preexisting particles to some extent. A
more refined approach would need to keep the track of the SOA formed on different particles in the
chemical transport model. In addition, the use of an explicit organic nucleation mechanism or the addition
of organics to newly formed particles will also affect the aerosol number, which affects the number of
particles that can serve as CCN. Finally, it has been shown that fundamental physical climate factors (e.g.,
cloud cover and relative humidity) have a large impact on aerosol direct radiative forcing [Ocko et al.,
2012], which suggests the need to better constrain these factors in future studies.

Figure 11. The first indirect aerosol forcing due to the PD-PI difference in SOA. (a) SOA has a lognormal size with a median radius, rg, equal to 0.08μm; (b) 43% of the
SOA number is assumed to have rg=0.005μm and 57% to have rg=0.08μm.

Table 10. Summary of Estimated Snow/Ice Forcing (Wm�2) in Different Simulations Due to the Change of OA

H-ABS L-ABS Other Work

Case Name Land Snow Sea Ice Land Snow Sea Ice Land Snow Sea Ice

OA 2.5 × 10�3 5.5 × 10�4 9.0 × 10�4 1.6 × 10�4 - -
BC 1.2 × 10�2 9.9 × 10�4 1.3 × 10�2 1.0 × 10�3 3.5 × 10�2 [Bond et al., 2013] 1.1 × 10�2 [Bond et al., 2013]
POA 7.2 × 10�4 2.0 × 10�4 6.1 × 10�4 1.6 × 10�4 - -
SOA 1.8 × 10�3 3.5 × 10�4 2.8 × 10�4 �2.8 × 10�6 - -
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5. Summary and Discussion

We used a global CTM (IMPACT) to calculate the change in POA and SOA between present-day and
preindustrial conditions. We estimate that the increase in anthropogenic emissions increases the POA burden
by 0.51 Tg (196%) since PI times. We used an explicit representation of SOA formation mechanisms for the
first time and estimated that the total SOA formation rate increased by 29 Tg/yr (94%), while the biogenic SOA
formation rate increased by 21.3 Tg/yr (80%) since preindustrial times, mostly as a result of increases in the
emissions of NOx and CO, anthropogenic NMHCs, and CH4, which affect the formation of SOA precursors

Figure 12. The radiative forcing due to (a and b) the change of OA deposited in land snow and sea ice, (c and d) the change of POA deposited in land snow and sea
ice, and (e and f) the change of SOA deposited in land snow and sea ice. Figure 12 (left column) shows the high-absorbing case (H-ABS), while Figure 12 (right
column) shows the low-absorbing case (L-ABS).
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through increasing POA on which SVOCs can condense and through increases in sulfate aerosol on which
SOA-forming heterogenous reactions take place.

To account for the light-absorbing part of OA (BrC), we considered two scenarios that apply strongly and
weakly absorbing refractive indices and assume different fractions of OA as BrC, thus bracketing the plausible
influence of BrC on radiative forcing. The increase of POA since the PI times leads to an all-sky forcing at the
TOA varying from �0.06 to �0.11Wm�2 depending on the refractive indices applied to BrC. The PD-PI
change in SOA causes a direct radiative forcing of�0.12Wm�2 if 100% of the SOA is assumed to be BrC and
its size distribution only includes an accumulation mode, following that of biomass-burning POA. On the
other hand, if the BrC fraction and the size of the SOA are assumed to follow those of fossil fuel/biofuel POA,
the direct forcing is larger, �0.31Wm�2. The first aerosol indirect forcing of SOA can be as large as
�0.29Wm�2 if most SOA particles are in the accumulation mode (rg near 0.08μm). If around half of SOA
particles are assumed to have a peak in the nucleation mode, the first indirect forcing is �0.22Wm�2. The
direct all-sky forcing of the total OA is estimated to range from �0.14 to �0.40Wm�2. Brown carbon causes
an atmospheric absorption ranging from +0.22 to +0.57Wm�2.

In comparison with the POA direct forcing estimated by other models, our estimates for the net POA cooling
effect are weaker due to the warming effect of BrC. When combining the cooling effect of SOA that is
neglected by other models, however, the direct forcing of the total OA is comparable to or even stronger than
other model estimates. The absorption by BrC is shown to be important, the magnitude of which in the high-
absorbing case could be 57% of the atmospheric absorption caused by BC estimated in the model and over
50% of the atmospheric absorption due to all the anthropogenic aerosols averaged over the AEROCOM
phase II models [Myhre et al., 2013].

The PD-PI change in the deposition of OA onto land snow and sea ice is shown, for the first time, to cause a
warming of 3.1 × 10�3Wm�2 in the high-absorbing case and 1.1× 10�3Wm�2 in the low-absorbing case. Our
high estimate of OA forcing is equal to about 24% of the warming caused by BC in land snow and sea ice
estimated in our model and roughly 7% of the best estimate of the warming reported by Bond et al. [2013].

One limitation of this work is that the IMPACTmodel lumps BrC and non-BrC together as one tracer, rather than
tracking them separately. This might jeopardize the model’s ability to accurately predict the BrC transport
and aging in the atmosphere. In the low-absorbing case, we use the local biofuel and residential coal-burning
POA emissions as a first-order estimate to scale the BrC content. We assume that there is no BrC when there are
no local emissions. This assumption may underestimate the BrC content in the remote regions, where BrC is
transported from other regions, rather than locally emitted. We also assume that the fraction of BrC is uniform
vertically, based on this scaling of the surface emissions. This approximate treatment does not, of course,
fully represent the vertical distribution of BrC. Further work is required to individually track BrC in themodel and
to incorporate the aging process that might change the solubility of BrC and its light-absorbing ability.

The forcing studied here is limited to the forcing caused by SOA itself. However, the formation of SOA itself
changes the concentration of oxidants (e.g., O3) and SOA precursors in the atmosphere, which could also lead to
forcing. Future studies should explore this extra forcing that is indirectly associated with SOA. In addition, we do
not account for the forcing of SOA resulting from the change in temperature between the PD and PI or due to the
change in CO2. Biogenic VOC emissions depend on both the atmospheric temperature and the CO2

concentrations. The change in temperature and CO2would affect biogenic VOC emissions, and further affect SOA
formation, which would in turn change the temperature. These complex biosphere-SOA-climate interactions
cannot be studied using a chemical transport model such as the IMPACTmodel but rather need to be explored in
an earth system model that fully couples an atmospheric general circulation model and a biogenic emission
model. Finally, this paper only studies the direct effect and the first indirect effect of OA and does not cover the
semidirect effect or the second indirect effect. BrC has been shown to be able to evaporate clouds, which would
lead to additional forcings [Ackerman et al., 2000; Penner et al., 2003; Jacobson, 2012]. Thus, including the heating-
effects of BrC within the atmosphere might decrease clouds and thereby cause even larger net heating.
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