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ABSTRACT

Search for the Standard Model Higgs Boson in ZH → µ+µ− bb Production at DØ
and Evidence for the H → bb̄ Decay at the Tevatron

by

Jiaming Yu

Chair: Junjie Zhu

A search for ZH →µ+µ− bb is presented, using a Run 2 dataset with an integrated lu-

minosity of 9.7 fb−1 collected by the DØ detector. Selected events contain at least two

reconstructed jets and a Z candidate reconstructed with two opposite-sign charged

muons. Random forests of decision trees are trained to distinguish between signal

and background events in two orthogonal b-tag samples. The ZH → µ+µ−bb̄ anal-

ysis is then combined with ZH → e+e−bb̄ analysis. For the combined results of

ZH→`+`−bb, no Higgs signal is observed, limits are set on the ZH cross-section ×

BR(H→bb) for different Higgs masses, from 90 to 150 GeV. For a Standard Model

(SM) Higgs boson of mass 125 GeV, the observed cross-section limit is 7.1 times the

SM cross-section with an expected sensitivity of 5.1 times the SM cross section. The

result of ZH→`+`−bb channel has been combined with searches in other Higgs decay

channels at the Tevatron, which led to the first evidence of H → bb̄.

xv



CHAPTER I

Introduction

The end of the last millennium witnessed the triumph of the Standard Model (SM)

of particle physics. The high-precision measurements carried out at the LEP, SLAC,

Tevatron colliders and elsewhere have provided a decisive test of the SM theory and

firmly established that it provides the correct effective description of the strong and

electroweak interactions at present energies. In the SM, the Higgs mechanism has

been postulated to instigate electroweak symmetry breaking (EWSB), from which

the W/Z bosons, leptons and quarks gain masses. The mechanism gives rise to a new

scalar particle – the Higgs boson. Finding the Higgs boson has been a scientific goal

of many experiments in the past few decades. The Higgs boson had been the last

piece of the puzzle that remained for a long time until it was discovered in 2012 at

CERN.

This thesis presents a search for the SM Higgs boson in the process ZH → µ+µ−bb̄

in 9.7 fb−1 of pp collisions at
√
s = 1.96 TeV using the DØ detector. Chapter II gives

a brief description about the theory of the SM and the Higgs boson. The DØ detector

and the Tevatron accelerator are described in Chapter III. Chapter IV describes the

reconstruction algorithms which transform the raw data recorded by the detector into

physics objects that later are used to characterize the collisions. Chapters V to VII

give details about the search for the Higgs boson in ZH → µ+µ−bb̄ channel. Results
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of the search are presented in Chapter VIII The results of this analysis is published

in [1] and [2], and it is combined with searches in other Higgs decay channels at the

Tevatron, which lead to the first evidence of H → bb̄ [3].
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CHAPTER II

The Standard Model and the Higgs Boson

2.1 The Standard Model

The SM is the theory of the electromagnetic, weak and strong interactions of el-

ementary particles. The electroweak theory, proposed by Glashow, Salam and Wein-

berg to describe the electromagetic and weak interactions between quarks and leptons,

is based on the gauge symmetry group SU(2)L × U(1)Y of weak left-handed isospin

and hypercharge. Combined with Quantum Chromo-Dynamics (QCD), the theory

of the strong interaction between the colored quarks based on the symmetry group

SU(3)C , the SM provides a unified framework to describe these three interactions.

The theory is perturbative at sufficiently high energies and renormalizable, and thus

describes these interactions at the quantum level.

There are two kinds of fields in the SM – matter field and gauge field.

(1) The matter fields include three generations of left-handed and right-handed chiral

quarks and leptons, as shown in Tab. 2.1. The left-handed fermions are in weak

isodoublets (Li, Qi), while the right-handed fermions are in weak isosinglets (eRi , uRi

and dRi), where i goes from 1 to 3 for three different generations. There are not

right-handed neutrinos in the SM because the present experimental evidence show

that there are only left-handed neutrinos in the natrue.

The fermion hypercharge, Yf , defined in terms of the third component of the weak
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isospin I3
f and the electrical charge Q in units of the proton charge +e, is given by

Yf = 2Qf − 2I3
f (2.1)

Moreover, the quarks are triplets under the SU(3)C group, while leptons are color

singlets. This leads to the relation

∑
f

Yf =
∑
f

Qf = 0 (2.2)

which ensures the cancellation of chiral anomalies [4] within each generation, and

thus preserving the renormalizability of the electroweak theory [5]. Each particle has

an antiparticle, which has the same mass and spin, but has opposite values of electric

charge, color charge, and flavor from the ordinary particles. Fields of anti-leptons

and anti-quarks are labeled as L̄i, Q̄i, and ēRi , ūRi , d̄Ri , respectively.

Table 2.1: The fermion fields of the Standard Model and their quantum numbers;
electrical charge Q, weak isospin I, the third component of the weak isospin I3, and
hypercharge Y . The color quantum number of the strong force is not included.

Generation Quantum number
1st 2nd 3rd Qf If I3

f Yf

Leptons L1 ≡
(
νe
e

)
L

L2 ≡
(
νµ
µ

)
L

L3 ≡
(
ντ
τ

)
L

0 1/2 +1/2 -1
-1 1/2 -1/2 -1

eR1 ≡ eR eR2 ≡ µR eR3 ≡ τR -1 0 0 -2

Quarks Q1 ≡
(
u
d

)
L

Q2 ≡
(
c
s

)
L

Q3 ≡
(
t
b

)
L

+2/3 1/2 +1/2 +1/3
-1/3 1/2 -1/2 +1/3

uR1 ≡ uR uR2 ≡ cR uR3 ≡ tR +2/3 0 0 +4/3
dR1 ≡ dR dR2 ≡ sR dR3 ≡ bR -1/3 0 0 -2/3

(2) The gauge fields are corresponding to the spin-one bosons that mediate the

interactions. In the electroweak sector, we have the field Bµ which corresponds to the

generator Y (a constant, but could be different for different fermions) of the U(1)Y

group, and the three fields W 1,2,3
µ which correspond to the generators τa

2
(a = 1, 2, 3,

4



τa are the non-commuting 2× 2 Pauli matrices) of the SU(2)L group. In the strong

interaction sector, there is an octet of gluon fields G1,··· ,8
µ which correspond to the eight

generators λa

2
(a = 1, · · · , 8, λa are the 3× 3 anti-commuting Gell-Mann matrices) of

the SU(3)C group. The commutation relations between these generators are given by

[Y, Y ] = 0[
τa, τ b

]
= 2iεabcτc[

λa, λb
]

= 2ifabcλc, and Tr[λaλb] = 2δab (2.3)

where εabc and fabc are the antisymmetric tensors. Defining g1, g2 and gs as the

coupling constants of U(1)Y , SU(2)L and SU(3)C respectively, the field strengths are

given by

Bµν = ∂µBν − ∂νBµ

W a
µν = ∂µW

a
ν − ∂νW a

µ − g2ε
abcW b

µW
c
ν

Ga
µν = ∂µG

a
ν − ∂νGa

µ − gsfabcGb
µG

c
ν (2.4)

The SM Lagrangian, without mass terms for fermions and gauge bosons, is then

given by

LSM = −1

4
Ga
µνG

µν
a −

1

4
W a
µνW

µν
a −

1

4
BµνB

µν (2.5)

+L̄iiDµγ
µLi + ēRiiDµγ

µeRi + Q̄iiDµγ
µQi + ūRiiDµγ

µuRi + d̄RiiDµγ
µdRi

where the covariant derivative Dµ is defined as

Dµ = ∂µ − ig1
Y

2
Bµ − ig2

τa
2
W a
µ − igs

λa
2
Ga
µ (2.6)

and γµ (µ = 0, 1, 2, 3) is the 4 × 4 Dirac matrices. In order to write Eqn. 2.6 in such
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a compact form, a convention has to be introduced: whenever the terms in Dµ act on

a fermion state of different matrix form, the result is zero by definition. For example,

τaW
a
µ is a 2 × 2 matrix in SU(2)L space and it gives zero if acting on eR, uR, dR.

Similarly, λaGa
µ is a 3× 3 matrix in color space, it gives zero if acting on the leptons

(L, eR) but is meaningful acting on the quarks.

The Lagrangian LSM is invariant under the local SU(3)C×SU(2)L×U(1)Y gauge

transformations for fermion and gauge fields. In the case of the electroweak sector,

for instance, under a local transformation as shown in Eqn. 2.7, LSM is unchanged.

L(x)→ L′(x) = eiαa(x)τa+iβ(x)YL(x), R(x)→ R′(x) = eiβ(x)YR(x)

−→
W µ(x)→

−→
W ′

µ(x) =
−→
W µ(x)− 1

g2

∂µ
−→α (x)−−→α (x)×

−→
W µ(x),

Bµ(x)→ B′µ(x) = Bµ(x)− 1

g1

∂µβ(x) (2.7)

The coupling between the fermion and gauge fields is also well defined by LSM .

Some new notations have to be introduced to give a clear physics picture here, they

are defined as follows: 
W+ = (−W 1 + iW 2)/

√
2

W− = (−W 1 − iW 2)/
√

2

W 0 = W 3

(2.8)

 Aµ = (g2Bµ − g1YLW
0
µ)/
√
g2

2 + g2
1Y

2
L

Zµ = (g1YLBµ + g2W
0
µ)/
√
g2

2 + g2
1Y

2
L

(2.9)

 sin θw = −(g1YL)/
√
g2

2 + g2
1Y

2
L

cos θw = (g2)/
√
g2

2 + g2
1Y

2
L

(2.10)

W± are mixtures of W 1, W 2 fields. γ/Z are mixtures of B and W 0 fields, thus can

describe electromagnetic and weak interactions in a coherent framework. θW is the
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mixing angle between pure EM and weak interactions.

It is noticed that in LSM only the combination g1YL (YL is the hypercharge of

left-handed fermions) occurs, and we can choose (for convenience) YL = −1, since a

redefinition of g1 can always absorb and change in YL. The interaction terms in Eqn.

2.6, taking the first generation case as an example, could be re-written as:

LSM =
∑

f=νe,e,u,d

eQf f̄γ
µfAµ

+
g2

cos θw

∑
f=νe,e,u,d

[
f̄Lγ

µfL
(
I3
f −Qf sin2 θw

)
+ f̄Rγ

µfR
(
−Qf sin2 θw

)]
Zµ

+
g2√

2

[
(ūLγ

µdL + ν̄eLγ
µeL)W+

µ +
(
d̄Lγ

µuL + ēLγ
µνeL

)
W−
µ

]
+
gs
2

∑
q=u,d

q̄αγ
µλaαβqβG

a
µ (2.11)

which are nothing but the vertices for processes of γ → (e+e−, qq̄), Z → (e+e−, qq̄, νeν̄e),

W− → (e−ν̄e, ūd), W+ → (e+νe, ud̄) and g → qq̄. For the second and third families

one could just change the substitutions to (νµ, µ, c, s) or (ντ , τ, t, b).

Up to now, the gauge fields and the fermions fields have been kept massless, as

there are not terms of format −mf ψ̄fψf for fermions and −1
2
m2φµφ

µ for bosons. In

the case of strong interactions, the gluons are indeed massless particles. In the case

of electroweak sector, the situation is more problematic:

• the Z and W bosons have been proved experimentally to be massive. If we just

explicitly adding terms of 1
2
M2

V VµV
µ, (V = Z,W ), the local SU(2)L × U(1)Y

gauge symmetry will be broken;

• the fermion mass term

−mψ̄ψ = −m(ψ̄RψL + ψ̄LψR) (2.12)

is manifestly non-invariant under the isospin symmetry transformations, since
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ψL is a member of an SU(2)L doublet while ψR is a member of a singlet.

The question is therefore brought up – is there a way to generate the gauge boson and

the fermion masses without violating SU(2)L×U(1)Y gauge invariance? The answer

is yes: the Higgs-Brout-Englert-Guralnik-Hagen-Kibble mechanism of spontaneous

symmetry breaking [6], or the Higgs mechanism for short.

2.2 Higgs mechanism

For the Higgs mechanism, in essence the assumption is made that the universe is

filled with a spin-zero field, called a Higgs field, that is a doublet in the SU(2)L space

and carries non-zero U(1)Y hypercharge, but is a singlet in color space. The gauge

bosons and fermions can interact with this field, and in its presence they no longer

appear to be massless.

By introducing the Higgs fields, we need to generate masses for the three gauge

bosons W± and Z, and the photon should remain massless so that quantum electro-

dynamics (QED) must stay an exact symmetry. Therefore, we need at least 3 degrees

of freedom for the scalar fields. The simplest choice is a complex SU(2)L doublet of

scalar fields φ

φ =

 φ+

φ0

 , Yφ = +1 (2.13)

where φ+ and φ0 are complex fields,

φ+ =
φ1 + iφ2√

2
(2.14)

φ0 =
φ3 + iφ4√

2
(2.15)

with the following constraint to make sure the potential term in the Lagrangian (Eqn.
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2.17) is invariant under the local gauge transformation

φ†φ =
φ2

1 + φ2
2 + φ2

3 + φ2
4

2
= invariant (2.16)

The Lagrangian associated with this Higgs (scalar) field is written as

LS = (Dµφ)†(Dµφ)− V (φ) = |Dµφ|2 − (µ2φ†φ+ λ(φ†φ)2) (2.17)

Figure 2.1: An effective potential, V (φ)

In the potential V (φ), µ2φ†φ is the mass term and λ(φ†φ)2 is the self-coupling

term. The self-coupling λ is required to be positive to make the potential bounded

from below. If µ2 is positive, the vacuum, which minimizes the potential, corresponds

to φ = 0. If µ2 < 0, then V (φ) has a minimum at

φ†φ =
−µ2

2λ
≡ υ2

2
(2.18)

where υ =
√
−µ2/λ is defined as the vacuum expectation value (VEV). There are

many ways to have Eqn. 2.18 satisfied, as shown in Fig. 2.1. We pick, arbitrarily,
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the point φ3 = υ, φ1 = φ2 = φ3 = 0, and expand around the vacuum, so that

φ =
1√
2

 0

υ +H

 (2.19)

Here, the “H” is the so-called Higgs boson. The choice that only the neutral compo-

nent φ0 gets a vacuum expectation value is very important, since whatever quantum

numbers φ carries can vanish into the vacuum. If φ+ had a vacuum expectation value

then electric charge would not be conserved, contrary to observation.

Now the term (Dµφ)†(Dµφ) in Eqn. 2.17 could be fully expanded as

|Dµφ|2 = |(∂µ − ig1Yφ
1
2
Bµ − ig2

τa
2
W a
µ )φ|2

= 1
2
(∂µH)2 + 1

8
g2

2(υ +H)2|W 1
µ + iW 2

µ |2 + 1
8
(υ +H)2|g2W

0
µ − g1Bµ|2

(2.20)

Considering the notations defined in Eqn. 2.9 and 2.10, we have

|Dµφ|2 = 1
2
(∂µH)2 + 1

4
g2

2υ
2W+

µ W
−µ + 1

8
(g2

1 + g2
2)υ2ZµZ

µ

+1
2
g2

2υHW
+
µ W

−µ + 1
4
(g2

1 + g2
2)υHZµZ

µ + 1
4
g2

2H
2W+

µ W
−µ + 1

8
(g2

1 + g2
2)H2ZµZ

µ

= 1
2
(∂µH)2 +M2

WW
+
µ W

−µ + 1
2
M2

ZZµZ
µ +

2M2
W

υ
HW+W− +

M2
W

υ2
H2W+W−

+
M2
Z

υ
HZZ +

M2
Z

2υ2
H2ZZ

(2.21)

In the last step of Eqn. 2.21, we already use the format of masses of gauge bosons:

MW =
1

2
υg2, MZ =

1

2
υ
√
g2

2 + g2
1, MA = 0 (2.22)

We have achieved half of our goal so far, by spontaneously breaking the symmetry

SU(2)L × U(1)Y → U(1)Q, three Goldstone bosons have been absorbed by the W±

and Z bosons to form their longitudinal components and get their masses. Since

the U(1)Q symmetry is still unbroken with the photon as its generator, the photon
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remains massless as it should be.

The mass of fermions are also generated using the same scalar field φ, a so-called

Yukawa Lagrangian (SU(2)L × U(1)Y invariant) is introduced

LF =
∑

f=leptons,quarks−λf (f̄LφfR + φ†f̄RfL)

= −
∑

f
λfυ√

2
(f̄LfR + f̄RfL) +

λf√
2
(f̄LfR + f̄RfL)H

= −
∑

f mf f̄f +
mf
υ
f̄fH

(2.23)

where

mf =
λfυ√

2
(2.24)

With the same isodoublet φ of scalar fields, we have generated the masses of both

the weak vector bosonsW±, Z and the fermions, while preserving the SU(2)L×U(1)Y

gauge symmetry, which is now spontaneously broken or hidden. The electromagnetic

U(1)Q symmetry, as well as the SU(3)C color symmetry, stay unbroken. In this

simplest form of Higgs mechanism, a neutral particle, the Higgs boson, is required to

exist. Equation. 2.17 also contains the terms associated with this Higgs boson – the

kinetic part of the Higgs field, 1
2
(∂µH)2, comes from the term involving the covariant

derivative |Dµφ|2, while the mass and self interaction parts come from the potential

V (φ):

LH = 1
2
(∂µH)2 − V

= 1
2
(∂µH)2 − λυ2H2 − λυH3 − λ

4
H4

= 1
2
(∂µH)2 − 1

2
M2

HH
2 − M2

H

2υ
H3 − M2

H

8υ2
H4

(2.25)

where

MH =
√

2λυ2 (2.26)
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2.2.1 Decays of the SM Higgs boson

In the SM, once the Higgs mass is fixed, the profile of the Higgs particle is uniquely

determined. The couplings of the Higgs boson to gauge bosons (Eqn. 2.21) and

fermions (Eqn. 2.23) are directly proportional to the masses of these particles, thus

the Higgs boson will have the tendency to decay into the heaviest ones in the allowed

phase space. In the experiment, people usually search for Higgs boson in the following

three types of decay mode [7]:

• Decays into fermions (quarks and leptons).

The tree level Feynman diagram is shown on the left plot of Fig. 2.2, and the

partial width of the Higgs boson decay into fermion paris is given by [8] [9]

Γ(H → ff̄) =
GµNc

4
√

2π
MHm

2
fβ

3
f (2.27)

where β = (1 − 4m2
f/M

2
H)1/2, Nc is the color factor with Nc = 3(1) for quarks

(leptons) and Gµ is the Fermi constant.

(a) (b)

Figure 2.2: The Feynman diagram for the Higgs boson decays into fermions (left) and
real vector bosons (W or Z) (right).

• Decays into electroweak gauge bosons.

Above the WW and ZZ kinematic thresholds, the Higgs boson will decay

mainly into pairs of massive gauge bosons, the tree level diagram is shown

12



on the right plot of Fig. 2.2, here V = W,Z. The partial width for a Higgs

boson decaying into two real massive gauge bosons is given by [10] [9]

Γ(H → V V ) =
GµM

3
H

16
√

2π
δV
√

1− 4x(1− 4x+ 12x2) (2.28)

where δW = 2, δZ = 1 and x = M2
V /M

2
H . Below the WW/ZZ kinematic

thresholds, the Higgs boson could also decay into two massive gauge bosons,

but with one or two of them off-shell.

• Loop-induced decays into γγ, γZ and gg.

Since gluons and photons are massless, they do not couple to the Higgs boson

directly. Nevertheless, the Hgg, Hγγ and HγZ coupling can be generated at

the quantum level with loops involving massive particles. The Hγγ and HγZ

couplings are mediated by W boson and charged fermion loops, while the Hgg

coupling is mediated only by quark loops, as shown in Fig. 2.3.

Figure 2.3: Loop-induced Higgs boson decays into a) γγ or γZ, b) gg.

The decay branching ratios and the total width of the SM Higgs boson as a function

of the Higgs boson mass are shown in Fig. 2.4 and 2.5 [7]. In the low mass range (110

GeV . MH . 130 GeV), the main decay mode of the Higgs boson is H → bb̄ with a

branching ratio of 75−50%. The γγ and γZ decays are rare, with branching ratios at

the level of a few per mille. The H → WW ∗ decays, which are below the 1% level for

13



Figure 2.4: The SM Higgs boson decay branching ratios as a function of MH .

Figure 2.5: The SM Higgs boson total decay width as a function of MH .
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MH ∼ 100 GeV, dramatically increase with MH to reach ∼ 30% at MH ∼ 130 GeV;

for this mass value, H → ZZ∗ occurs at the percent level. In the intermediate mass

range (130 GeV .MH . 180 GeV), the Higgs boson decays mainly to WW and ZZ

pairs, with one off-shell gauge boson below the 2MV kinematic threshold. The WW

decay starts to dominate at MH ∼ 130 GeV and becomes gradually overwhelming, in

particular for 2MW .MH . 2MZ , where theW boson is real while the Z boson is still

virtual, strongly suppressing the H → ZZ∗ mode and leading to a WW branching

ratio of almost 100%. In the high mass range (MH & 2MZ), the Higgs boson decays

exclusively into the massive gauge boson channels with a branching ratio of ∼ 2/3

for WW and ∼ 1/3 for ZZ. The opening of the tt̄ channel for MH & 350 GeV

does not alter significantly this pattern. The reason is that while the H → tt̄ partial

decay width grows as MH , the partial decay width into (longitudinal) gauge bosons

increases as M3
H .

For the total decay width, the Higgs boson is very narrow in the low mass range,

ΓH < 10 MeV, but the width becomes rapidly wider for masses larger than 130 GeV,

reaching ∼ 1 GeV slightly above the ZZ threshold. For MH & 500 GeV, its decay

width is comparable to its mass because of the longitudinal gauge boson contributions

in the decaysH → WW,ZZ. For even larger mass (∼ 1 TeV), the perturbation theory

is jeopardized.

2.2.2 Higgs production at Tevatron

For the SM Higgs boson, the main production mechanisms at hadron colliders

make use of the fact that the Higgs boson couples preferentially to the heavy particles:

the massive W and Z vector bosons, the top quark and the bottom quark. The four

main production processes and their Feynman diagrams are shown in Fig. 2.6.

• gg → H : gluon-gluon fusion

• gg, qq̄ → qq̄ +H
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Figure 2.6: The dominant SM Higgs boson production mechanisms in hadronic colli-
sions.

• qq̄ → V +H : associated production with W/Z

• qq̄ → V ∗V ∗ → qq +H : vector boson fusion

The cross sections for the Higgs boson production in the main channels are sum-

marized in Fig. 2.7 at the Tevatron Run 2 with a center-of-mass energy
√
s = 1.96

TeV. The most relevant production mechanism is the associated production withW/Z

bosons (the WH : ZH cross section ratio is approximately 1.5 for MH . 200 GeV),

and the cross section is slightly less than 250 fb for MH ∼ 120 GeV. The WW/ZZ

fusion cross sections are on the same order in the mass range MH . 100 -200 GeV,

while the cross sections for associated production with tt̄ pairs are rather low, be-

ing less than 10 fb for MH ∼ 115 GeV. The gg fusion mechanism has the largest

production cross section, but suffers from a vert large QCD background.
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Figure 2.7: The SM Higgs boson production cross sections at the Tevatron in the
dominant channels as a function of MH [11].

2.3 Search for the SM Higgs boson

High energy physicist has been hunting for the Higgs boson for decades. The diffi-

culty in finding the Higgs boson arises, in part, because its coupling are proportional

to mass, so they are small for the light particles that are most copiously available.

Another reason is that the mass of Higgs boson is unknown, and there are few the-

oretical constraints could be set on it. As shown in Eqn. 2.26, MH depends on the

coefficient λ of the Higgs self-interaction in the Higgs potential. Since there is no

understanding of the physical origin of λ, its numerical value is not known. Nor does

any other observables depend on λ in a way that allows λ to be extracted.
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2.3.1 Experimental constraints on the Higgs boson mass

The Higgs boson will contribute to the radiative corrections to the high-precision

electroweak observables, there are constraints on its mass, which is the only yet

unknown free parameter in the SM. Precision electroweak data, including the latest

W boson mass measurements from the CDF [12] and DØ [13] collaborations and the

latest Tevatron combination for the top quark mass [14], constrain the mass of the

SM Higgs boson to MH < 152 GeV [15] at the 95% confidence level (C.L.). Direct

searches at the CERN e+e− Collider (LEP) [16], by the CDF and DØ collaborations

at the Fermilab Tevatron pp Collider [17], and by the ATLAS and CMS collaborations

at the CERN Large Hadron Collider (LHC) [18][19] further restrict the allowed range

to 122.1 < MH < 127.0 GeV. The experimental constraints on the Higgs boson mass

are summarized in Fig. 2.8.

Figure 2.8: The experimental constraints on the SM Higgs mass.
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2.3.2 The discovery of a “Higgs-like” boson

In summer 2013, the CDF and DØ collaborations combined the searches for the

associated production of a Higgs boson with W or Z boson and subsequent decay of

teh Higgs boson to bb. The searches are conducted for a Higgs boson in the low mass

range. An excess of events in the data compared with the background prediction is

observed, which is most significant in the mass range between 120 and 135 GeV. The

largest local significance is 3.3 standard deviation (s.d.), corresponding to a global

significance of 3.1 standard deviations [3]. The details of Higgs boson search at the

Tevatron will be discussed in Sect. IX.

On July 4th 2012, the ATLAS and CMS collaborations reported excesses above

background expectations at 5σ level, consistent with the production of a SM Higgs

boson at MH ≈ 126 GeV [20][21]. Much of the power of the LHC searches comes

from gg → H production and the Higgs boson decays into γγ and ZZ, which probe

the couplings of the Higgs boson to gauge bosons. Figures. 2.9 show the Higgs

mass distribution which reconstructed from two photons or four leptons from ZZ

decay (from ALTAS collaboration). This observation, which has a significance of

5.9 standard deviations (as shown in Fig. 2.10), corresponding to a background

fluctuation probability of 1.7 × 10−9, is compatible with the production and decay

of the SM Higgs boson. Strong evidence shows that the discovered boson has spin

J=0 and parity P+, which is consistent with the SM prediction. The couplings of

this new boson to fermions and bosons, as well as anomalous contributions to loop-

induced production and decay modes, are measured, All measurements are consistent

with expectations for the SM Higgs boson.
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Figure 2.9: The distributions of the invariant mass of diphoton candidates (left) and
the four-lepton invariant mass (right) for the combined 7 TeV and 8 TeV data sample.

Figure 2.10: The local probability p0 (uncapped) as a function of MH . The dashed
curve shows the median expected local p0 under the hypothesis of a SM Higgs boson
production signal at that mass. The horizontal dashed lines indicate the p-values
corresponding to significances of 1σ to 6σ.
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2.4 Search for ZH → `+`−bb process at the Tevatron

The detector signature of a ZH→`+`−bb event at the Tevatron is two energetic b

jets and two opposite-sign charged leptons whose combined mass is near that of the Z

boson. The ZH→`+`−bb Higgs search channel is distinguished from other Tevatron

modes by the lack of neutrinos in the final states. The lack of neutrinos means that

both the H → bb̄ and Z →`+`− decays can be reconstructed without the need to infer

the presence of particles from missing energy. This feature provides a strong control

on background processes that compensates for the low production cross section ×

Z →`+`− branching ratio.

Leading order Feynman diagrams for ZH→`+`−bb and important background pro-

cesses to this search are shown in Fig. 2.11. The primary standard model background

is Z+bb̄ production. This process shares the same final states as ZH→`+`−bb, except

it lacks of a “Higgs” resonance in the distribution of the reconstructed dijet mass. The

next largest background is tt production where each top decays to aW and a b quark,

and both W bosons decay leptonically. The two neutrinos from the W decays appear

as significant missing transverse energy, a feature which is not present in ZH→`+`−bb

events. The remaining backgrounds come from diboson(WW , WZ, ZZ) and multijet

production with non-prompt leptons, or with jets misidentified as leptons.
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Figure 2.11: Leading order Feynman diagrams for ZH→`+`−bb [a], Z + bb̄ [b], tt [c],
and Diboson ZZ production [d].
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CHAPTER III

The Tevatron Accelerator and the DØ detector

3.1 The Fermilab accelerator system

The Tevatron accelerator was the world’s highest energy proton-antiproton collider

before it was shut down on September 30, 2011. Some of the most important funda-

mental discoveries of recent decades happened at the Tevatron, such as the discovery

of the top quark [22], which helped to test and refine the SM of particle physics. The

whole chain of the Fermilab’s accelerator system is shown in Fig. 3.1, which includes

the Pre-accelerator, Linac, Booster, Debuncher and Accumulator (two machines are

referred to as the Antiproton Source, which is shown as the purple triangle in Fig.

3.1), Main Injector (MI) and the Tevatron. A summary of some parameters of the

Fermilab accelerator system is listed in Tab. 3.1.

Producing negatively charged hydrogen ions is the first step in creating proton

and antiproton beams. The Linac, approximately 500 feet long, accelerates the neg-

atively charged hydrogen ions (H−) to 400 MeV. Those ions are injected to the next

accelerator – Booster, a circular accelerator located about 20 feet below ground. Just

after entering the Booster, the ions pass through a carbon foil, which removes elec-

trons from the ions, creating positively charged protons. The protons travel around

the Booster about 20,000 times, and experience an accelerating force from an elec-

tric field in a radio-frequency cavity during each revolution. This boosts the protons
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Figure 3.1: Overview of the Tevatron accelerator chain.

energy up to 8 GeV by the end of the acceleration cycle.

To produce antiprotons, proton beams are steered into a nickel target. The col-

lisions produce a wide range of secondary particles, including many antiprotons. All

secondary particles enter a beamline where antiprotons are captured and focused.

Finally antiprotons are injected into a storage ring where they are accumulated and

cooled.

After accumulating a sufficient number of antiprotons, the proton and antiproton

beams are sent to the MI for additional cooling and accumulation before they are

injected into the Tevatron. The MI is a circular synchrotron seven times the circum-

ference of the Booster and slightly more than half of the Tevatron circumference. It

can operate in different modes: (1) accelerate protons and antiprotons before injec-

tion into the Tevatron; (2) deliver protons for antiproton production; and (3) transfer

antiprotons from the antiproton storage ring to the Tevatron. One of the main Run 2

upgrade is adding the Recycler to the Main Injector Project. The Recycler Ring
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increases the collision rate in the Tevatron collider by a factor of three to five beyond

that with the Main Injector alone. Without the Recycler, the precious antiprotons

left at the end of a collider “store” must be thrown away. The Recycler allows these

antiprotons to be re-used in a later store.

After the proton and antiproton beams are accelerated to 150 GeV in the MI,

they are injected into the Tevatron. The Tevatron is a superconducting magnet

synchrotron with a radius of 1 km that accelerates protons and antiprotons in opposite

directions. The Tevatron is split into six sections labeled A to F, each section being

further split into numbered subsections. Each Ø subsection is a straight section and

some of them are special. FØ is the location of the Tevatron 8 RF cavities and the

transfer lines to the MI. BØ is the home of the CDF detector, while DØ is the home

of the detector with the same name.

During Run I data taking period (1992-1996), the Tevatron operated six bunches

of protons and antiprotons, with 3500 ns between each bunch crossing and a center-

of-mass energy of 1.8 TeV. The peak luminosity was typically 1 − 2 × 1031 cm−2s−1

and approximately 150 pb−1 of data were delivered . Following the completion of the

new MI and associated Tevatron upgrades [23], Run II data taking period began in

March 2001 and ended in September 2011. During Run II, the Tevatron was operated

with 36 bunches of proton and antiprotons with a bunch spacing of 396 ns and at

a center-of-mass energy of 1.96 TeV. The peak instantaneous luminosity recorded is

4× 1032 cm−2s−1, and data with a total integrated luminosity of 11.9 fb−1 data were

recorded by both detectors.

3.2 The DØ detector

The DØ experiment was proposed in 1983 to study proton-antiproton collisions

at the Fermilab Tevatron collider. During Run I of the Tevatron, approximately

120 pb−1 of data were recorded by the DØ detector, which led to the discovery
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Table 3.1: Fermilab accelerator parameters

Accelerator Initial kinetic Final kinetic Length or Destination
energy (GeV) energy (GeV) Radius (m) of beam

Pre-acc 0̃ 7.5×10−4 15 Linac
Linac 7.5×10−4 0.4 120 Booster
Booster 0.4 8 75 Main Injector
Main Injector 8 120 529 Antiproton source

150 529 Tevatron
Tevatron 150 980 1000 Stays in Tevatron

p̄ to Recycler
Antiproton source 8 8 75 Main Injector
Recycler 8 8 529 Main Injector

Figure 3.2: Diagram of the upgraded DØ detector, as viewed from inside the Tevatron
ring.

of the top quark in 1995 [22]. To accommodate the Tevatron upgrades for Run

II, the DØ detector was also significantly upgraded [26]. The upgraded detector

consists of three major subsystems: central tracking detectors, uranium/liquid-argon

calorimeters, and a muon spectrometer [24]. A side view of the DØ detector is shown

in Fig. 3.2. The right-handed coordinate system is used – the z-axis is defined along
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the proton direction, the y-axis is upward and the x-axis is pointing to the center of

the Tevatron. Usually, the x − y plane is called the transverse plane. The angles φ

and θ are the azimuthal and polar angles, respectively. The r coordinate denotes the

distance to the z axis in the transverse plan. The pseudorapidity, η = − ln[tan(θ/2)],

approximates the true rapidity, y = 1/2 ln[(E + pz)(E − pz)], for finite angles in the

limit that (mc2/E)→ 0. The term “forward” is used to describe the regions at large

|η|. Usually, we use “ηdet” stands for the value calculated with the center of the

detector as the origin of the coordinate, and use “η” stands for the value calculated

with the reconstructed primary vertex as the origin of the coordinate. The transverse

momentum, pT , is the component of momentum in the transverse plane. Both pT and

y are Lorentz-invariant variables.

3.2.1 Central tracking

Figure 3.3: Cross-sectional view of the central tracking system in the x-z plane. Also
shown are the locations of the solenoid, the preshower detectors, luminosity monitor,
and the calorimeters.

A schematic view of the central tracking system is shown in Fig. 3.3. It surrounds

the DØ beryllium beam pipe (the gray part in Fig. 3.3), which has a wall thickness
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of 0.508 mm and an outer diameter of 38.1 mm, and is 2.37 m long. The central

tracking system consists of two major sub-systems:

(1) Silicon microstrip tracker (SMT).

The SMT has barrel modules interspersed with disks in the center and assemblies

of disks in the forward regions, as shown in Fig. 3.4. There are six barrels in the

central region. Each barrel has four silicon readout layers. The centers of the barrels

are located at |z| = 6.2, 19.0, 31.8 cm. Each barrel is capped at high |z| with a

disk of 12 double-sided (DS) wedge detectors, called “F-disks”. Forward of the three

“barrel|disk” assemblies is a unit consisting of three F-disks on each side. In the far

forward regions, two larger-diameter disks, called “H-disks”, provide tracking at high

η. Twenty-four single-sided (SS) wedges are mounted on each H-disk. The centers

of the F-disks are located at |z| = 12.5, 25.3, 38.2, 43.1, 48.1, 53.1 cm, and the H-disks

are at |z| = 100.4, 121.0 cm.

1.2 m

Figure 3.4: The disk/barrel design of the silicon microstrip tracker.

The SMT provides both tracking and vertexing over nearly the full ηdet coverage of

the calorimeter and muon systems. The barrels primarily measure the r-φ coordinate

and the disks measure r-z as well as r-φ. The vertices for particles at high ηdet are

thus reconstructed in three dimensions by the disks, and vertices of particles at small

ηdet are measured by the barrels and the central fiber tracker (CFT).
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(2) CFT.

The CFT consists of scintillating fibers mounted on eight concentric support cylinders

and occupies the radial space from 20 to 52 cm from the center of the beampipe. To

accommodate the forward SMT H-disks, the two innermost cylinders are 1.66 m long;

the outer six cylinders are 2.52 m long. The scintillating fibers, including the cladding,

are 835 µm in diameter. Each cylinder supports one doublet layer of fibers oriented

along the beam direction (z) and a second doublet layer at a stereo angle in φ of +3◦

(u) or −3◦ (υ). From the smallest cylinder outward, the fiber doublet orientation is

zu− zυ − zu− zυ − zu− zυ − zu− zυ. The light is observed from only one end of

each scintillating fiber. The opposite end of each scintillating fiber is mirrored with

a sputtered aluminum coating that provides a reflectivity of about 90%. The CFT

provides a coverage of |ηdet| ≤ 1.7.

By combining signals from both SMT and CFT, the two tracking detectors locate

the primary interaction vertex with a resolution of about 35 µm along the beamline.

They can tag b-quark jets with an impact parameter resolution of better than 15 µm

in the r-φ plane for particles with transverse momentum pT > 10 GeV at ηdet = 0.

3.2.2 Calorimeters

The calorimeters are designed to provide identification and energy measurements

for electrons, photons and jets, as well as the transverse energy imbalance. The

calorimeter system consists of three sampling calorimeters and an intercyostat de-

tector (ICD). The central calorimeter (CC) covers |ηdet| ≤ 1 and the two endcap

calorimeters (EC) extend coverage to |ηdet| ≈ 4. As shown in Fig. 3.5, each calorime-

ter contains an electromagnetic (EM) section closest to the interaction region followed

by fine and coarse hadronic sections. The active medium for the calorimeters is liquid

argon and each of the three calorimeters is located within its own cryostat that main-

tains the detector temperature at approximately 90K. Different absorber plates are
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Figure 3.5: Isometric view of the CC and two EC.

used in different locations. The EM sections use thin plates (3 mm in the CC and 4

mm in the EC), made from nearly pure depleted uranium. The hadronic sections are

made from 6-mm-thick uranium-niobium (2%) alloy. The coarse hadronic modules

contain relatively think (46.5 mm) plates of copper (in the CC) or stainless steel (in

the EC).

Figure 3.6: Schematic view of the liquid argon gap and signal board unit cell for the
calorimeter.

A typical calorimeter cell is shown in Fig. 3.6. The electric field is established by
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grounding the metal absorber plates and connecting the resistive surfaces of the signal

boards to positive high voltage (typically 2.0 kV). The electron drift time across the

2.3 mm liquid argon gap is approximately 450 ns. Signal boards are made from two

0.5 mm G-10 sheets. For one sheet, one surface is bare G-10, while the one facing the

inner surface of the second sheet, originally copper-coated, is milled into the pattern

necessary for segmented readout. Several such pads at approximately the same ηdet

and φ are ganged together in depth to form a readout cell.

Figure 3.7: Schematic view of a portion of the calorimeters showing the transverse
and longitudinal segmentation pattern. The shading pattern indicates groups of cells
ganged together for signal readout. The rays indicate ηdet intervals from the center
of the detector.

Calorimeter readout cells form pseudo-projective towers as shown in Fig. 3.7,

with each tower subdivided in depth. There are four separate depth layers for the

EM modules in the CC and EC. In the CC, the layers are approximately 1.4, 2.0, 6.8,

and 9.8X0
1 thick. In the EC, they are approximately 1.6, 2.6, 7.9, and 9.3X0 thick.

The detector components between the interaction region and the first active gap in

the CC at ηdet = 0 provide about 4.0X0 of material; those between the interaction
1Radiation length X0: average thickness of material that reduces the mean energy of the charged

particle by a factor of e. The value of X0 for uranium is typically 3.2 mm [27].
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region and the first active gaps of the EC at ηdet = 2 are 4.4X0 thick.

In the CC, the fine hadronic modules have three longitudinal gangings of approx-

imately 1.3, 1.0, and 0.76λA2. The single coarse hadronic module has a thickness of

about 3.2λA. The two EC have inner and outer radii of 3.92 and 86.4 cm, respec-

tively. The fine hadronic portion consists of four readout cells, each 1.1λA thick. The

coarse hadronic portion has a single readout cell that is 4.1λA thick. Each of the EC

middle hadronic modules has four fine hadronic readout cells of about 0.9λA each and

a single coarse hadronic section of 4.4λA. The outer hadronic modules of the ECs are

made from stainless steel plates inclined at an angle of about 60◦ with respect to the

beam axis. The maximum thickness is 6.0λA.

The transverse sizes of the readout cells are comparable to the transverse sizes of

showers: 1-2 cm for EM showers and about 10 cm for hadronic showers. Towers in

both EM and hadronic modules are ∆φ = 2π/64 ≈ 0.1. The third layer of the EM

modules, located at the EM shower maximum, is segmented twice as finely in both η

and φ to allow more precise location of EM shower centroids.

3.2.3 Preshower detectors

The preshower detectors aid in electron and photon identification and background

rejection for both triggering and offline reconstruction. The detectors can also be used

offline to correct the EM energy measurement of the central and end calorimeters for

losses in the solenoid and upstream material, such as cables and supports. Their fast

energy and position measurements allow preshower information to be included in the

Level 1 trigger.

The central preshower (CPS) detector covers the region |ηdet| < 1.3, and consists

of three concentric cylindrical layers of triangular scintillator strips and is located in

the nominal 5 cm gap between the solenoid and the CC (as shown in Fig. 3.3). The
2Interaction length λA: mean free path for protons in material. The typical value of λA for

uranium, copper and iron are 10.5, 15.1 and 16.8 cm respectively [27].

32



three layers of scintillator are arranged in an z−u−υ geometry, with a u-stereo angle

of 23.774◦ and a υ-stereo angle of 24.016◦. Between the solenoid and the CPS is a

lead radiator which is 7/32 inch thick and 103 inch long. The solenoid itself is 0.9X0

thick, providing a total of about 2X0 of material for particles at normal incidence,

increasing to about 4X0 at the largest angles.

The forward preshower (FPS) detectors cover 1.5 < |ηdet| < 2.5. Two FPS de-

tectors (north and south) are mounted on the spherical heads of the EC cryostat,

occupying the region between the luminosity monitor at the inner edge and the in-

tercryostat detectors at the outer edge (see Fig. 3.3). Each detector is made of

two layers, at different z, of two planes of scintillator strips; and the two layers are

separated by a 2X0-thick lead-stainless steel absorber. The inner-side (near to the

interaction region) layers are referred as the minimum ionizing particle, or MIP, layers

while the outer layers are called the shower layers. Different types of particles have

different signal characteristics in these two layers:

• Electrons: when charged particles passing through the MIP layer they will

register minimum ionizing signals in that layer; electrons will readily shower in

the absorber, leading to a cluster of energy, typically on the order of three strips

wide in the shower layer that is spatially matched with the MIP layer signal.

• Heavier charged particles: they will produce a similar MIP signal as electrons

in the MIP layer; but heavier charged particles are less likely to shower, so they

typically produce a second MIP signal in the shower layer.

• Photons: they will not generally interact in the MIP layer so no signal from

that layer, but they will produce a shower signal in the shower layer.
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Figure 3.8: Cross-sectional view of the DØ Run 2 detector.

3.2.4 Muon system

The main components of the DØ Run 2 muon system are identified in Fig. 3.8.

It consists of one layer of muon detectors (referred to as A in Fig. 3.8) before the

toroidal magnet and two similar layers of detectors (referred to as B and C in Fig.

3.8) after the magnet. This provides the ability to reconstruct and measure the muon

track parameters. Because of energy loss in the calorimeter, a muon produced in

the pp interaction region must have a minimum energy of 2 to 2.5 GeV depending

on the path, to pass through the calorimeter and reach layer A of the muon system.

The muon energy must be at least 3 to 5 GeV to pass through both the uranium

calorimeter and the iron toroid to reach all instrumented layers of the muon system.

For the purposes of triggering, a system of fast scintillation counters with time

resolution of σ(t) ≈ 2 ns is used. In the central muon system (|ηdet| ≤ 1.0) there

are 630 scintillation counters in the A-layer (referred to as Aφ counters), with an

angular segmentation of 79 mrad in φ, and 372 counters in the C-layer (referred to

as outer counters). In the forward region, which covers 1.0 ≤ |ηdet| ≤ 2.0, a total of
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4214 scintillation counters (referred to as pixel counters) are used in the A, B, and C

layers, providing three independent coordinate and time measurements along muon

tracks. They have a segmentation of approximately 0.1 in η and approximately 79

mrad in φ.

The muon system tracking detectors consist of proportional drift tubes (PDTs)

in the central region and mini drift tubes (MDTs) in the forward region. Both PDTs

and MDTs are installed in the three layers, A, B, and C, which consist of 4, 3 and

3 detection planes, respectively (except the bottom A layer PDTs which have three

planes). In the central region, approximately 55% of the central region is covered by

three layers of PDTs and close to 90% is covered by at least two layers. A PDT cell,

which is 10.1 cm across, contains seven gold-plated tungsten sense wires, read out at

one end, and two delay lines located just before (after) the first (last) sense wires, each

read out at both ends. Along with an anode wire at the center of each cell, vernier

cathode pads [30] are located above and below the wires to provide information on

the hit position along the wire. The gas mixture is 84% argon, 8% methane, and 8%

CF4. The operating high voltage is 2.3 kV for the pads and 4.7 kV for the wires.

The drift velocity is approximately 10 cm/µs, for a maximum drift time of about 500

ns. For each PDT hit, the following information is recorded: the electron drift time,

the time difference ∆T in the arrival time of the signal pulse at the end of the hit

cell’s wire and at the end of its readout partner’s wire, and the charge deposition on

the inner and outer vernier pads. Both ∆T and the charge deposition are used to

determine the hit position along the wire. The single-wire resolution is approximately

1 mm due to the electron diffusion. In the forward region, MDTs are chosen for their

short electron drift time (below 132 ns), good coordinate resolution (less than 1 mm),

radiation hardness, high segmentation, and low occupancy. An MDT tube consists

of eight cells, each with a 9.4 × 9.4 mm2 internal cross-section and a 50 µm W-Au

anode wire in the center. The MDT system uses a CF4−CH4 (90-10%) gas mixture.
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It is non-flammable, fast, exhibits no radiation aging, and has a wide operational

plateau. Negative high voltage is applied to the cathode (-3200 V) and the anode

wire is grounded. The maximum drift time for tracks that are perpendicular to the

detector plane is 40 ns; for tracks inclined at 45◦, the maximum drift time is 60 ns.

The single cell resolution is measured to be 0.8 mm. The PDTs and MDTs provide

high-accuracy coordinate measurements with a resolution of approximately 1 mm in

the direction perpendicular to the sensitive wires which are arranged parallel to the

toroidal field lines.

3.2.5 Magnet Field

The magnetic field inside the DØ detector is provided by both the solenoidal

magnet and the toroidal magnets. A y-z view of the magnetic field with both the

toroid and solenoid magnets at full current is shown in Fig. 3.9. The overall magnetic

field has x, z diagonal symmetry – at a fixed y coordinate, the absolute value of the

magnetic field at (+x, +z) is equal to the absolute value of the field at (-x, -z).

DØ takes data equally in two polarities to concel the possible systematics due to the

asymmetry of magnetic field. The field is not up-down symmetric because the toroid

itself is not symmetric and the detector sits on a magnetic steel platform.

The superconducting solenoidal magnet locates between the CFT and the CPS,

and it is designed to optimize the momentum resolution and tracking pattern recog-

nition within the available space (2.73 m in length and 1.42 m in diameter) [28].

The central toroid is a square annulus 109 cm thick whose inner surface is about

318 cm from the Tevatron beamline; it covers the region |ηdet| . 1. The magnet is

wound using 20 coils of 10 turns each. The two end toroids are located at 454 ≤ |z| ≤

610 cm. In the center of each end toroids is a 183 cm square hole centered on the

beamline; in x and y the magnets extend 426 cm from the beamline. The end toroid

windings are eight coils of eight turns each.
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Figure 3.9: A y-z view of the DØ magnetic field (in kG) with both the toroidal and
solenoidal magnets at full current (1500 and 4749 A, respectively). The field lines are
projections onto the y-z plane.

The relative alignment between the solenoid and toroid is known to be 0.5-0.1

cm. If the solenoid is shifted 1 cm in the z direction, the variation in the momentum

measurement is 0.1%; a ± 1 cm shift of the solenoid in the transverse direction gives

a relative systematic error in the momentum of about 0.01%. A ±1 cm shift of the

toroid in the z direction gives an error of about 0.002% [26].

3.2.6 Luminosity nomitor

The primary purpose of the luminosity monitor (LM) is to determine the Tevatron

luminosity at the DØ interaction region. This is accomplished by detecting inelastic

pp collisions with a dedicated detector. The LM also serves to measure beam halo

rates and to make a fast measurement of the z coordinate of the interaction vertex.

The LM detector consists of two arrays of 24 plastic scintillation counters with PMT

readout located at z = ± 140 cm (left plot in Fig. 3.10). A schematic drawing of an

array is shown as the right plot in Fig. 3.10. The arrys are located in front of the
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EC and occupy the radial region between the beam pipe and the forward preshower

detector. The counters are 15 cm long and cover 2.7 < |ηdet| < 4.4.

Figure 3.10: Schematic view of the location of the LM detector (left) and the geom-
etry of the LM counters (right, solid dots showing the the locations of the PMTs)

3.2.7 Triggering

Figure 3.11: Overview of the DØ trigger and data acquisition systems.

With the increased luminosity and higher interaction rate delivered by the up-

graded Tevatron, a significantly enhanced trigger is necessary to select the interesting

physics events to be recorded. Three distinct levels form this new trigger system with

each succeeding level examining fewer events but in greater detail and with more

complexity. The first stage (Level 1 or L1) comprises a collection of hardware trigger
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elements that provide a trigger accept rate of about 2 kHz. In the second stage (Level

2 or L2), hardware engines and embedded microprocessors associated with specific

subdetectors provide information to a global processor to construct a trigger decision

based on individual objects as well as object correlations. The L2 system reduces the

trigger rate by a factor of about two and has an accept rate of approximately 1 kHz.

Candidates passed by L1 and L2 are sent to a farm of Level 3 (L3) microprocessors;

sophisticated algorithms reduce the rate to about 50 Hz and these events are recorded

for offline reconstruction. An overview of the DØ trigger and data acquisition system

is shown in Fig. 3.11.

A block diagram of the L1 and L2 trigger systems is shown in Fig. 3.12.

Level2Detector Level1

Framework
TriggerLumi

L2
Global

L2MUO

L2STT

L2CTT

L2PS
L1CTT

L1MUO

L1FPDFPD

MUO

SMT

CFT

CAL L1CAL

CPS

FPS

L2CAL

Figure 3.12: Block diagram of the DØ L1 and L2 trigger systems. The arrows show
the flow of trigger-related data.

L1 is implemented in specialized hardware and examines every event for interest-

ing features. The calorimeter trigger (L1Cal) looks for energy deposition patterns

exceeding programmed limits on transverse energy deposits; the central track trig-
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ger (L1CTT) and the muon system trigger (L1Muon) compare tracks, separately and

together, to see if they exceed preset thresholds in transverse momentum. The L1 for-

ward proton detector trigger (L1FPD) is used to select diffractively-produced events

by triggering on protons or antiprotons scattered at very small angles. All events

awaiting L1 trigger decisions are pipelined and thus make minimal contributions to

the deadtime. In order to participate in the trigger decision, the L1 trigger decision

must arrive at the trigger framework in 3.5 µs or less. The rate of L1 trigger accepts

is limited by the maximum readout rates of the participating subsystems and by a

desire to minimize the deadtime associated with the readout.

The L2 trigger provides detector-specific preprocessing engines and a global stage

(L2Global) to test for correlations in physics signatures across detector subsystems.

The L2 trigger system was designed to handle input rates of up to 10 kHz with a

maximum accept rate of 1 kHz. L2 preprocessors collect data from the front-ends and

L1 trigger system and analyze these data to form physics objects. L2 can also combine

data across detectors to form higher quality physics objects and examine event-wide

correlations in all L2 physics objects. The L2Global processor selects events based

on the set of 128 selections applied at L1 and additional script-controlled criteria.

Events passing L2 are tagged for full readout and further analysis in the L3 trigger.

The L3 trigger provides additional rejection both to enrich the physics samples

and to maintain an acceptable throughput which can be recorded to tape. As a high

level, fully programmable software trigger, L3 performs a limited reconstruction of

events, reducing a nominal 1 kHz input rate to 50 Hz for offline analysis. Its decisions

are based on complete physics objects as well as on the relationships between these

objects (such as the rapidity or azimuthal angle separation for physics objects or their

invariant mass).
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CHAPTER IV

Object Reconstruction and Identification

After an event is written to tape it undergoes a full offline event reconstruction.

The basic reconstructed data (tracks, calorimeter clusters, etc) are used to reconstruct

physics objects, such as muons, electron, jets, /ET and so on. MC events will pass

through the Geant3 [31] simulation and digitization to have the same format as real

data, then they will go through the same reconstruction algorithm. In this chapter

the object identifications and their efficiencies are described.

4.1 Primary Vertices

The reconstruction and identification of primary vertices consist of the following

three steps:

(1) Track selection.

All tracks in the event passing the criteria:

• pT > 0.5 GeV

• 2 or more SMT hits if the track η − z is within the SMT geometric acceptance

are extrapolated back to a common point of origin along the z-axis. A z-clustering

algorithm, which clusters tracks within 2 cm, is used to identify tracks belonging to

different interactions.
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(2) Vertex fitting.

The Adaptive vertex fitter algorithm [32] is used to get the location of each vertex.

In this, track errors are reweighted according to their χ2 contribution to the vertex,

which is designed to reduce the contribution of distant tracks to the vertex fit.

(3) Primary vertex selection.

In order to separate the primary vertex from all vertices identified in the procedure

above, a probabilistic approach is used [33]. Assuming that tracks from hard scatter-

ing have higher pT than tracks from minimum bias (MB) vertices, the probability of

a track coming from MB interaction could be achieved. For each selected vertex, the

MB probability is calculated by multiplying the probability of all tracks associated

with this vertex. The primary vertex is then selected as the one with the smallest

MB probability. To ensure that a hard-scatter vertex of high quality is selected, it is

required to be reconstructed from at least three tracks and have |zPV | ≤ 50 cm.

4.2 Muons

To reconstruct muon trajectories, the same algorithm is used in both the forward

and central regions. A list of hits from the muon detector is first built. These hits

are associated to form muon track segments, which are then used to form tracks

in the muon system, called local tracks. The local tracks and the segments not

used in the construction of local tracks are generically called local muons. A typical

prompt muon candidate is defined by the presence of a local track in the muon system

and a matched isolated track in the inner tracker. It has been found that the local

muon momentum resolution is inferior to the resolution from the central tracking

system, thus the momentum of a muon matched to a central track is taken to be the

momentum measured in the central tracker. Despite the relatively high amount of

energy lost by a muon in the calorimeter, the energy deposit of muons in an individual

cell is close to the threshold level of the calorimeter noise-suppression algorithm, and
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is therefore not well measured. Thus, the calorimeter information is not exploited to

identify high-pT muons but is used for muon identification in heavy flavor analyses.

The quality of a muon object is determined by three aspects: the muon identifi-

cation in the muon system, the track reconstruction, and the isolation.

4.2.1 Identification criteria in the muon system

For the identification of local muon, three categories loose, medium, and tight

are defined as follows.

• loose: a local muon has (a) at least one scintillator hit and at least two wire

hits in the A layer of the muon system, or (b) at least one scintillator hit and

at least two wire hits in the BC layers.

• medium: in the general case, a local muon is medium if it meets both conditions

of (a) and (b), except that for |ηdet| < 1.6, the BC scintillator requirement is

dropped. For the particular case of the bottom part of the detector, where the

support structure for the calorimeter is located (5π
4
< φ < 7π

4
and |ηdet| < 1.6),

a local muon is medium if it fulfills either condition (a) or (b). In the particular

case of a low-pT muon, a local muon is medium if it fulfills condition (a), as

its probability to reach the BC-layer is less than 70% due to energy loss in the

toroid.

• tight: a local muon which belongs to the category of medium muons that

meet both conditions (a) and (b), except that for |η| < 1.6, the BC scintillator

requirement is dropped.

The number of categories is doubled depending on whether or not a veto against

cosmic muons is required. The cosmic veto criterion demands that the scintillator hit

times in each layer, if available, be consistent within 10 ns with those of a particle

moving at the speed of light from the primary vertex. By default, the cosmic veto is
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applied and it has a typical efficiency of about 98.5% for high-pT muons. The muon

identification criteria without the timing cuts are denoted by looseNCV, mediumNCV

and tightNCV. The efficiencies of the identification in the muon system are shown

in Fig. 4.1. The average reconstruction efficiencies are 88.9%, 80.8% and 72.0% for

loose, medium, and tight operating points, respectively. If the cosmic veto is not

required, these efficiencies increase to 90.9%, 82.5% and 73.1%, respectively.

Figure 4.1: Efficiencies of the muon identification criteria in the muon system as
functions of ηdet (left) and φ (right).

4.2.2 Identification criteria in the central tracker

To control the purity of muons matched to central tracks, different qualities of

track have been defined. They rely on the following track characteristics: (i) number

of hits either in the SMT or CFT system; (ii) χ2 per degree of freedom (χ2/d.o.f.)

of the central track fit; (iii) dca: transverse impact parameter (distance of closest

approach) with respect to the beamline. Four central track quality categories are

defined: trackloose, trackmedium, trackmediumSMT and tracktight.

• trackloose: a track with |dca| < 0.2 cm. If the track has SMT hit the cut is

tighten to |dca| < 0.04 cm;
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• trackmedium: a track fulfills the trackloose requirement and χ2/d.o.f. < 9.5

and has at least 2 CFT hits;

• trackmediumSMT: a track fulfills the trackmedium requirement and has hits in

SMT;

• tracktight: a track fulfills the trackloose requirement and χ2/d.o.f. < 4.

The efficiencies of the identification in the tracking system are shown in Fig. 4.2.

The average efficiencies are 91.6%, 90.5%, 84.6% and 86.2% for the trackloose,

trackmedium, trackmediumSMT and tracktight operating points, respectively.

Figure 4.2: Efficiencies of the muon identification criteria in the tracking system as
functions of ηCFT (left), z0 (middle) and instantaneous luminosity (right).

4.2.3 Muon isolation

We select isolated muons arising from the primary vertex by rejecting secondary

muons from semi-leptonic decays of b or c quarks, which are surrounded by additional

particles due to quark fragmentation and other heavy hadron decay products. Three

basic discriminating variables are formed:

• ∆R(µ, jet) ≡
√

∆η2(µ, jet) + ∆φ2(µ, jet) is the closest distance in the (η, φ)

space of the muon to any jet with pT> 15 GeV, where the jets are reconstructed

with a cone of radius 0.5.
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• I trk ≡
∑

trk∈∆R<0.5 p
trk
T , is the scalar sum of transverse momenta of all tracks

inside a ∆R(trk, µ) < 0.5 cone around the muon track with the exception of

the muon track itself. To reject the contributions of tracks arising from other

pp interactions in the same bunch crossing, the requirement of ∆z0(µ, trk) < 2

cm is demanded for each track in the sum, where z0 is the coordinate of the

track at the point of closest approach to the beam axis.

• Ical ≡
∑

trk∈0.1<∆R<0.4E
cluster
T , is the scalar sum of transverse energies of all

calorimeter clusters inside a hollow cone around the muon defined by 0.1 <

∆R(µ, cluster) < 0.4. Only energy deposits in the electromagnetic calorimeter

and the first fine sampling layer of the hadron calorimeter are considered to

reduce the impart of noise and other pp interactions in the same bunch crossing.

We also employ isolation variables I trk/pµT and Ical/pµT which offer higher efficien-

cies for high-pT muons and more stringent rejection against secondary leptons from b

and c quark decays at low pT. Based on these five variables, several isolation criteria

are defined as shown in Tab. 4.1, and their efficiencies are shown in Fig. 4.3. The

efficiencies of isolation requirements are in the range of 87.3% to 98.6%, depending

on the operating points.

Table 4.1: Muon isolation operating points

Operating point I trk Ical I trk/pµT Ical/pµT ∆R(µ, jet)
scaledLoose – – <0.20 <0.20 >0.5
scaledMedium – – <0.15 <0.15 >0.5
scaledTight – – <0.10 <0.10 >0.5
tight < 2.5 GeV < 2.5 GeV – – >0.5
trkTight < 2.5 GeV < 10 GeV – – >0.5
trkScaledLoose – – <0.25 <0.40 >0.5
trkScaledTight – – <0.12 <0.40 >0.5
jetIso – – – – >0.5
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Figure 4.3: Efficiencies of the muon isolation criteria as functions of |ηCFT | (left), pT

(middle) and instantaneous luminosity (right).

4.2.4 Muon Momentum resolution

The resolution of the muon momentum measured in the tracking system can be

modeled by:

σ(
1

pT
) =

R2
CFT

L2
arm

√
A2 +

B2 cosh η

p2
T

, (4.1)

where A is the resolution term related to the detector alignment and hit resolution,

B describes the effect of multiple Coulomb scattering, RCFT = 52 cm is the outer

radius of the CFT detector, and Larm is the radius corresponding to the outermost

CFT hit along the track. The term RCFT/Larm is a correction that accounts for the

lever arm used to measure the track momentum. Values of A and B are shown in

Tab. 4.2. The typical resolution is 10%− 16% for tracks of pT = 40 GeV.

Table 4.2: Muon momentum resolution parameters

Track Type A× 103 (GeV−1) B × 102

With SMT hits 2.3± 0.2 2.5± 0.3
With SMT hits, |ηCFT | > 1.6 2.7± 0.4 2.2± 0.7
Without SMT hits 4.1± 0.7 2.9± 1.1
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4.3 Jets

The hadronization of particles gives rise to jets. At the detector level, jets are

made of calorimeter towers or cells, after energy deposition in the calorimeter by

electromagnetic showering, hadronic showering, and ionization. Jet objects used in

this analysis is called JCCB jets, which are reconstructed with Run 2 cone algorithm

[44] on calorimeter towers with a cone size of Rcone = 0.5 in the η − φ plane.

The jets found using the jet finding algorithm are required to pass further quality

criteria in order to remove fake jets:

• The total number of calorimeter towers that contain 90% of a jet’s energy has

to be larger than one, to reduce noise jets coming from a single hot cell;

• The ratio of the highest to next-to-highest ET cell has to be smaller than 10 in

order to remove jets clustered from hot cells.

• Reduction of electromagnetic and noise-like jets is obtained by requiring that the

fraction of the energy deposited in the electromagnetic calorimeter is between

5% and 95%.

• Because of higher noise in the coarse hadronic layers compared to the other

layers of the calorimeter, the energy fraction in this layer is required to be less

than 40% of the jet energy.

4.3.1 Jet energy scale

The energy calibration of a jet is fundamentally different than for any other object

in particle physics, since it does not correspond to a single well-defined particle such as

an electron or a muon. The measured energy of a jet is not fully correlated to energy

of its progenitor parton due to two effects: the parton-to-hadron fragmentation that

leads to the creation of the jet, and the interaction of the final state hadrons with
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the detector. The goal of the jet energy scale correction is to relate, on average,

the jet energy measured in the detector to the energy of the final state particle jet.

The particle jet energy Eptcl can be related to the measured energy Emeas of the

reconstructed jet via:

Eptcl =
Emeas − EO

R · S
(4.2)

where:

• EO represents an offset energy, which results from electronics noises, pile-up,

underlying events and so on;

• R represents the response of the calorimeter to the energy of the particles com-

prising the jets. This value is generally smaller than unity, because significant

energy is lost in the non-sampled material before the calorimeter, and in non-

instrumented regions between calorimeter modules.

• The function S represents corrections for the showing of particles in the detec-

tor. Due to the cone size algorithm in the reconstruction of a jet, energy from

particles originating within a jet can spread to cells outside the cone radius.

Conversely, energy deposited in cells inside this cone may be originated from

other particle jets. Typically, this correction is close to unity.

The details about the determination of all parameters/function in Eqn. 4.2 can

be found in [46]. Figure. 4.4 shows the magnitude of the total correction for jets

energy, and Fig. 4.5 shows the size of the jets energy scale uncertainty. The overall

correction factor to the jet energy in the CC varies within 1.4 - 1.5 (1.25 - 1.3) for

jets pT = 25 GeV (100 GeV). The total uncertainties at the same energies are within

1.4% - 1.8% in the CC, while at |ηdet| ∼ 3.0 the uncertainties increase to 3% - 3.5%.

For b-jets, this uncertainty increases to 6% - 8%.
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Figure 4.4: Jet energy scale corrections, Eptcl/Emeas, in (a) Run 2A and (b) Run 2B
as a function of ηdet for different uncorrected jet pT value.
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Figure 4.5: Jet energy scale uncertainty in (a) Run 2A and (b) Run 2B as a function
of ηdet for different uncorrected jet pT value.

4.4 B-tagging

The b quark occupies a special place among the fundamental fermions: on one

hand, its mass (of the order of 5 GeV) is substantially larger than the mass of a
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c quark. On the other hand, it is light enough to be produced copiously at high

energy colliders. In particular, unlike the top quark, the b quark is lighter than the

W boson, preventing decays to on-shell W bosons. As a result, it lives long enough

for hadronization to occur before its decay. The average lifetime of b-flavored hadrons

has been measured to be about 1.5 ps: this is sufficient long for b hadrons, even of

moderate momentum, to travel distances in the order of mm. Combined with the

relatively large mass of b hadrons, the use of precise tracking information allows the

detection of the presence of b hadrons through their charged decay products. In

addition, b hadron decays often lead to the production of high momentum leptons;

especially at hadron colliders. The observation of such leptons provides easy access to

samples with enhanced b-jet content. The identification of jets originating from the

hadronization of b quarks are usually referred to as b-jet identification or b-tagging.

4.4.1 Jet taggability

The jet tagging algorithms described in the following sections are based entirely

on tracking and vertexing of charged particles. Therefore, a very basic requirement

is that there should be charged particle tracks associated with the (calorimeter) jet.

Rather than incorporating such basic requirements in the tagging algorithms them-

selves, they are implemented as a separate step, which is called the taggability of

a jet at DØ. The requirement for a jet to be taggable is that it should be within

∆R = 0.5 from a so-called track jet. Track jets are reconstructed with a cone size of

0.5, starting from tracks having at least one hit in the SMT, a distance to the selected

primary vertex less than 2 mm in the transverse plane and less than 4 mm in the z

direction, and pT > 1 GeV. Figure 4.6 shows the taggability efficiency as a function

of z′ and pT.
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Figure 4.6: (left): taggability as a function of z′ ≡ |z|×sign(η×z). The vertical lines
denote the boundaries chosen for the parametrization in pT and |η|. (b): taggability
as a function of jet pT, in different bins of z′. The curves for the two central bins are
very similar and have been combined.

4.4.2 B-tagging algorithms

There are three “intermediate” tools certified at DØ to identify (tag) whether a

jet is produced from a b quark or not:

(1) Secondary Vertex Tagging (SVT) [47]. The vast majority of b-hadron decays give

rise to multiple charged particles emanating from the b-hadron’s decay point. The

most intuitive tagging method is therefore to attempt to reconstruct this decay point

explicitly and to require the presence of a displaced or secondary vertex. After the

identification and selection of the primary interaction vertex, the reconstruction of

secondary vertices starts from the track associated with each taggable calorimeter jet.

The tracks considered must satisfy some selection criteria [47] to remove the effect

from misreconstructed tracks. With different track selection cuts, there are 5 types

of “SVT configurations”, which are SuperLoose (SL), MediumLoose (ML), Loose “X-

tra” (LX), Loose (L) and Tight (T). The SVT is no longer used as the final b-tagger

tool in most of DØ analysis, but for each type of SVT configuration 27 variables [51]

relevant to SVT are taken as input variables for the training of the MVA tagger (see

Sect. 4.4.3).
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(2) Jet Lifetime Probability Tagger (JLIP) [48]. Given the impact parameter value

of a track, its probability to originate from the primary vertex can be calculated [48].

The probabilities of all tracks matched to a jet are then combined into one variable

called the Jet Lifetime Probability (PJLIP ), which can be interpreted as the confidence

level that all tracks in a jet originate from the primary vertex. Jets from light quark

fragmentation are expected to present a uniform PJLIP distribution between 0 and 1,

whereas jets from c and b quarks will exhibit a peak at a very low PJLIP value. The

PJLIP is also taken as an input variable for the MVA tagger.

(3) Counting Signed Impact Parameters (CSIP) [49]. In this method, there is no

attempt to use reconstructed secondary vertices. Instead, the signed impact param-

eter (IP) significance Sd = IP/σIP with respect to the primary vertex is calculated

for all good tracks located within a ∆R = 0.5 cone around the jet axis. We count

the number of tracks with an IP significance above a given threshold. A new variable

is calculated basing on this method – CSIPCOMB, which is a combination of track

multiplicities passing various impact parameter thresholds [50], and the CSIPCOMB

is also used as an input variable for the MVA tagger.

4.4.3 Combined multivariate b-tagging algorithms

The three taggers mentioned above have been combined with a Random Forest

(RF) which shows significant performance improvements compared to each individual

tagger [51]. The so-called BL btagger is trained with b-jets from the QCD bb produc-

tion as the signal and light-jets from the QCD inclusive samples as the background

respectively. The output of MVA BL tagger, and its b-jet tagging efficiency and light-

jet fake rate are shown in Fig. 4.7 (NN is the old b-tagger at DØ, the performance

of NN tagger is also shown in Fig. 4.7 for comparison. NN tagger is not described in

the thesis because we are not using it in this analysis).

Based on the value of MVA BL tagger, 12 operating points are defined as shown in
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(a) (b)

Figure 4.7: Output of MVA BL tagger (left), the performance of MVA BL tagger
(right).

Tab. 4.3. The efficiencies and scale factors for those 12 operating points are certified

and provided by the B-ID group.

Table 4.3: Operating points of MVA BL tagger

Operating point MVA BL cut (>)
MegaTight 0.925
UltraTight 0.9
VeryTight 0.85
Tight 0.775
Medium 0.65
oldLoose 0.5
Loose 0.45
L2 0.325
L3 0.25
L4 0.2
L5 0.15
L6 0.1
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4.5 Electrons

The reconstruction algorithm of an EM object is similar to that of a jet object,

except using a cone size of 0.2. The DØ EM ID group provides five definitions of

electron ID, as shown in Tab. 4.4.

Table 4.4: Definition of EM ID

Definition Point0 Point1 Point2 Point05
CC EC CC EC CC EC CC EC

EMf[<] 0.90 0.90 0.90 0.90 0.90 0.90 0.90 0.97
IsoE0[<] 0.09 0.10 0.08 0.10 0.08 0.06 0.15 0.05
IsoHC4 [<] 4.0 eqn.1a 2.5 eqn.1a 2.5 eqn.1a 3.5 eqn.1b
Hmx7(CC)/Hmx8(EC)[<] – 40 35 40 35 40 – 10
Sigphi[<] – eqn.2 – eqn.2 – eqn.2 – eqn.2
NN7(CC)/NN4(EC)[>] 0.4 0.05 0.9 0.05 0.9 0.1 0.3 0.2
TrkMatch[>] 0.0 – 0.0 0.0 0.0 0.0 0.0 –
HoR[>] 0.6 – – – – – – –
Lhood8[>] – – 0.2 0.05 0.6 0.65 0.05 –
E/p[<] – – 8.0 – 3.0 6.0 8.0 –

eqn.1a IsoHC4 < 0.01 || IsoHC4 < (-2.5 ×|ηdet|+ 7.0)
eqn.1b IsoHC4 < 0.01 || IsoHC4 < (-2.0 ×|ηdet|+ 5.0)

eqn.2 |ηdet| ≤ 2.6: Sigphi > (6.5 ×(|ηdet| − 0.82)−1 − 2.8)

Some descriptions of variables listed in Tab. 4.4 are as follows.

• EMf: EEM/Etot, ratio of the energy deposited in the electromagnetic part of

the calorimeter to the total energy including the hadronic calorimeter.

• IsoE0: (ER=0.4
tot −ER=0.2

EM )/ER=0.2
EM , calorimeter isolation is the fraction of calorime-

ter energy in the isolation region bound by the outer cone (R = 0.4) and the

inner EM cluster cone (R = 0.2) to the energy of the EM cluster, the expected

contributions from the MB interactions are subtracted from the energy in the

isolation cone.

• IsoCH4:
∑R<0.4

R>0.05 p
trks
T /ER=0.2

EM track isolation calculated with the total track pT

(for tracks with ptrkT > 0.5 GeV) in the hollow cone 0.05 < R < 0.4 around the

EM cluster.
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• Hmx7/Hmx8: H-matrix represents lateral and longitudinal shower shapes of

EM cluster, it is the χ2 of the covariance matrix built for CC (EC) with 7 (8)

input variables [34].

• Sigphi: shower width of the EM cluster at the third layer of the EM calorimeter

in the r − φ plane.

• NN7/NN7: neural Networks trained with 7 (4) input variables for electrons in

CC (photons in EC) [35].

• TrkMatch: track match probability calculated from the χ2 distribution of the

spatial separation between the EM cluster and the track found within a window

of ∆η ×∆φ = 0.05× 0.05.

• HoR: Hits-on-Road discriminant [36].

• Lhood8: likelihood using 8 input variables [37].

• E/p: EM cluster energy divided by the matched track momentum.

4.6 /ET

Particles that do not interact with the detector (such as neutrinos) do not leave

any direct information in the detector. However, this information can be accessed

indirectly via the missing transverse energy. Since Tevatron is a hadron collider,

and only partons from proton and antiproton participate in the collision, the con-

servation of energy and momentum can be exploited only in the transverse plane.

In the beam direction conservation of energy and momenta cannot be exploited as

the interacting partons sample their energy from the incoming hadron based on the

parton distribution function. The missing transverse energy vector is calculated as

the negative vector sum of the transverse energy contents of all calorimeter cells with
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an energy content of at least 100 MeV over the individual cells threshold. If muons

are reconstructed in the event, their contribution is added to the visible energy in the

calorimeter. A detailed description of the missing transverse energy calculation can

be found in [39].
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CHAPTER V

Offline Event Selection

The ZH →`+`−bb analysis is performed in four independent channels defined by

the sub-detectors used for lepton identification: the di-muon channel (µµ), the muon

+ isolated track channel (µµTRK), the di-electron channel (ee), and the electron +

ICR electron channel (eeICR). The µµTRK channel is designed to recover di-muon

events in which one muon is not identified in the muon system (primarily because

of gaps in the muon system coverage), but detected by the inner tracker. Similarly,

the eeICR channel is recovering the di-electron events with one isolated track pointing

toward one of the ICRs. This thesis only focuses on the di-muon channel, a brief

description of other channels (µµTRK, ee and eeICR) are presented in Appendix. B.

The ZH → µ+µ−bb̄ preselection requires a reconstructed Z candidate decaying

into µ+µ− plus at least two additional jets. The preselection is kept as loose as possible

while maintaining good data-to-MC agreement in the control sample dominated by

SM backgrounds. A multivariate technique is later used to further separate the signal

from backgrounds.

5.1 Primary Vertex

A primary vertex (PV) is required with at least three associated tracks (pT>0.4

GeV and ≥2 SMT hits) and reconstructed z-position within 60 cm of the center of
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the detector.

5.2 Z → µµ

Events are required to have at least two muons as defined in [52], and satisfying

the following criteria:

• At least one muon have pT > 15 GeV and |ηdet| < 1.5;

• At least another muon have pT > 10 GeV and |ηdet| < 2.0;

• Muon ID requirement : LooseNCV;

• A matched central track satisfying the trackloose criteria;

• ∆z (PV, µ) < 1 cm, where ∆z (PV, µ) is the distance along the z-axis between

the primary vertex and the muon track.

To remove muons coming from heavy flavor quarks, the following isolation require-

ments are applied in addition:

• At least one muon must satisfy ∆R(µ, jet)>0.5 with any jet has pT > 20 GeV

and |ηdet| < 2.5;

• If both muons satisfy the ∆R criterion, the leading pT muon must satisfy the

scaledLoose isolation requirement;

• If only one muon satisfies the ∆R criterion, that muon must satisfy the scaledLoose

isolation requirement.

A good Z candidate is required in each event, reconstructed from a pair of selected

muons:

• 70 < Mµµ < 110 GeV;
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• pseudo-acolinearity > 0.05 (anti-cosmic);

• opposite electric charge;

The pseudo-acolinearity between two muons is calculated as |π −∆(φ1, φ2)| + |(π −

(θ1 + θ2))|. By construction, this value is very small for cosmic muons.

5.3 Jets

At least two JCCB jets are required in each event, satisfying the following require-

ments:

• pT > 20 GeV;

• |ηdet| < 2.5;

• vertex confirmed (this requirement is not applied for Run 2A) and taggable.

In order to suppress additional jets originating from minimum-bias interactions,

jets are required to originate from the primary vertex. The vertex confirmation re-

quires that at least two tracks associated with the jet are matched to the primary

vertex.

Because not both of the two muons have explicit cut on ∆R(µ, j), there is a

possibility that one of the muons from the Z → µµ candidate is within the radius of a

jet. In this analysis, all Z-candidate muons are excluded from JES muon corrections.

The missing ET is recomputed using the JES corrected jets and any muons not

included in a jet.

5.4 b-Tagging

In order to further separate H → bb̄ decays from light jet backgrounds, jets are

required to be tagged as b-jets using the MVA BL b-tagging algorithm developed by
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the B-ID group. The b-tagging algorithm can be applied at multiple operating points

with different b-tagging efficiency and light jet fake rate, by cutting on a pre-defined

MVA output variable (see Section 4.4). Events with a b-tagged jet at the MegaTight

operating point or higher and at least one additional b-tagged jet at the L3 operating

point or higher compose the double-tag (DT) sample. For the DT sample, if there

are more than two b-tagged jets in a event, the di-jet system is formed by the two

highest-pT tagged jets. Events which do not satisfy the DT requirements, but do

contain one jet b-tagged at the MegaTight operating point or higher, compose the

single-tag (ST) sample. For the ST sample, the di-jet system of a event is formed by

the tagged jet and the highest-pT one of untagged jets. The usage of both DT and ST

samples increases the signal acceptance and efficiency and improves the final search

sensitivity. These b-tagging operating points are optimal for this analysis [56].

5.5 The naming convention of control samples

This analysis uses background-dominated control samples to assess the reliability

of the background model. Generally, the control samples are selected with a looser re-

quirement on the di-lepton mass (40 <M`` < 200 GeV) and different jet requirements.

Specifically, control samples are defined as following:

• inclusive : all di-lepton and primary vertex requirements are applied, except

the looser di-lepton mass cut is used and all jet requirements are dropped;

• 0jet : a subset of the inclusive sample consisting of events with exact 0 jet;

• 1jet : a subset of the inclusive sample consisting of events with exact 1 jet;

• 2jet-multijet : di-jet requirements (two or more jets) are applied but with looser

di-lepton mass cut;
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• 2jet-pretag : all signal event selection requirements are applied but no b-tagging

requirements applied;
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CHAPTER VI

Background Modeling

In this analysis, the signal processes include ZH →`+`−bb, `+`−cc and `+`−τ+τ−.

The dominant background process for the ZH search is the production of a Z/γ∗

boson in association with jets (Z/γ∗+jets), with the Z boson decaying to two leptons.

The remaining backgrounds come from tt, diboson(WW , WZ, ZZ) and multijet

production with non-prompt leptons, or with jets misidentified as leptons. With the

exception of the multijet background, all contributions from other backgrounds and

signal processes are estimated using the Monte Carlo (MC) simulation. However, MC

simulation could not perfectly model data performances. Several reweightings (see

Sect. 6.4) are applied to MC events to get the correct shape distribution of important

variables. The overall normalization and the estimation of multijet background are

described in Sect. 6.5.

6.1 Data Sample

The data sample used for this analysis was collected by the DØ detector from April

2002 to February 2006 (Run 2A) and from June 2006 to September 2011 (Run 2B).

Run 2A data sample corresponds to an integrated luminosity of 1.1 fb−1, covering

runs from 151817 - 215670. Run 2B is further sub-divided into four periods according

to time-dependent effects in the performance of the detector. We refer to them as
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Run 2B1 (covering runs 221698 - 234913, corresponding to an integrated luminosity of

1.2 fb−1), Run 2B2 (runs 237342 - 252918, 3.0 fb−1), Run 2B3 (runs 255329 - 262856,

2.0 fb−1) and Run 2B4 (runs 264071 - 275727, 2.4 fb−1). For µµ channels, no explicit

trigger is required, the measured trigger efficiency is consistent with 100% within

1%. After imposing data quality requirements, the integrated luminosity recorded by

these triggers is 9.7 fb−1.

The Common Samples Group skims used are shown in Tab. 6.1. The µµ events are

selected from 2MUhighpt skim, which is comprised of three logical skims: SKIM_2MU1TRK

(at least two Loosemuons, and at least one of which has pT > 15 GeV), SKIM_2MUhighpt

(at least two Loose muons with pT > 10 GeV), and SKIM_MU2TRKhighpt (at least one

Medium muon with pT > 15 GeV, and at least two other tracks with pT > 15 GeV).

Table 6.1: Common Samples Group Skims

Run 2A
CSG_CAF_<SKIM>_PASS3_p18.14.00

Run 2B1
CSG_CAF_<SKIM>_PASS2_p21.10.00

Run 2B2
CSG_CAF_<SKIM>_PASS4_p21.10.00_p20.12.00
CSG_CAF_<SKIM>_PASS4_p21.10.00_p20.12.01
CSG_CAF_<SKIM>_PASS4_p21.10.00_p20.12.02
CSG_CAF_<SKIM>_PASS4_p21.10.00_p20.12.04

CSG_CAF_<SKIM>_PASS4_p21.12.00_p20.12.05_allfix
Run 2B3

CSG_CAF_<SKIM>_PASS5_p21.18.00_p20.16.07_fix
CSG_CAF_<SKIM>_PASS5_p21.18.00_p20.16.07_reduced2

CSG_CAF_<SKIM>_PASS5_p21.18.00_p20.16.08
Run 2B4

CSG_CAF_<SKIM>_PASS6_p21.20.00_p20.18.02b
CSG_CAF_<SKIM>_PASS6_p21.20.00_p20.18.02b_fix

CSG_CAF_<SKIM>_PASS6_p21.21.00_p20.18.03
CSG_CAF_<SKIM>_PASS6_p21.22.00_p20.18.04
CSG_CAF_<SKIM>_PASS6_p21.22.00_p20.18.05

64



6.2 Multijet Sample

The Tevatron’s pp collisions produce an enormous number of multijet events,

some of them will be reconstructed as ZH→`+`−bb events where jets are misidenti-

fied as leptons. This instrumental multijet background is not well modeled by the

MC simulation, and thus has to be estimated from control samples in the data. The

conventional approach is to reverse the cuts used to reject multijet background. In

the µµ channel, a multijet event must contain a Z candidate which passes all event

selection criteria, expect the two muons must fail the opposite-sign charge require-

ment, and events with both muon failing the ∆R(µ, jet)>0.5 cut are also allowed.

The event weight of the multijet sample will be scaled, so that together with the

MC simulation, the total background estimation could match the data sample. The

produces of determining those scale factors are described in Section 6.5.

6.3 Monte Carlo Samples

The MC samples used for this analysis are listed in Tab. 6.2. The ZH and diboson

processes are simulated using Pythia [61], while the tt and Z/γ∗+jets processes are

simulated with Alpgen [62]. The Z/γ∗+jets MC samples are generated separately

for different number of additional partons. The events generated with Alpgen use

Pythia for parton showering and hadronization. Because this procedure can generate

additional jets, the MLM matching scheme [63] is adopted to avoid double counting of

partons produced by Alpgen and those subsequently added by the parton showing

in Pythia. The Z/γ∗+nlp samples only consist of Z/γ∗ plus light flavor jets events

(Z/γ∗+LF ). To enhance the statistics of the events with heavy flavor jets, Z/γ∗+HF

samples are generated specifically for Z/γ∗+2b + nlp and Z/γ∗+2c + nlp. To avoid

double counting, events with b or c quarks are removed from the Z/γ∗+nlp samples,

and c quarks from the Z/γ∗+2b+ nlp samples [64].
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Table 6.2: Run 2B CAF MC samples.

Sample MC Dataset
Z/γ∗→ mumu CSG_alpgenpythia_gamz+Nlp_mumu+Nlp_excl_RANGE_RELEASE_VERSION

CSG_alpgenpythia_gamz+3lp_mumu+3lp_incl_RANGE_RELEASE_VERSION
Z/γ∗+bb CSG_alpgenpythia_gamz+2b+Nlp_mumu+2b+Nlp_excl_RANGE_RELEASE_VERSION

CSG_alpgenpythia_gamz+2b+2lp_mumu+2b+2lp_incl_RANGE_RELEASE_VERSION
Z/γ∗+cc CSG_alpgenpythia_gamz+2c+Nlp_mumu+2c+Nlp_excl_RANGE_RELEASE_VERSION

CSG_alpgenpythia_gamz+2c+2lp_mumu+2c+2lp_incl_RANGE_RELEASE_VERSION
Z/γ∗→ττ (replace mumu by tautau above)
WZ CSG_pythia_w+z_incl_RELEASE_VERSION
ZZ CSG_pythia_z+z_incl_RELEASE_VERSION
WW CSG_pythia_w+w_incl_RELEASE_VERSION
tt CSG_alpgenpythia_t+t+0lp_2l+2nu+2b_excl_m172_RELEASE_VERSION

CSG_alpgenpythia_t+t+1lp_2l+2nu+2b+1lp_excl_m172_RELEASE_VERSION
CSG_alpgenpythia_t+t+2lp_2l+2nu+2b+2lp_incl_m172_RELEASE_VERSION
CSG_alpgenpythia_t+t+0lp_lnu+2b+2lpc_excl_m172_RELEASE_VERSION
CSG_alpgenpythia_t+t+1lp_lnu+2b+3lpc_excl_m172_RELEASE_VERSION
CSG_alpgenpythia_t+t+2lp_lnu+2b+4lpc_incl_m172_RELEASE_VERSION

ZH(H → bb) CSG_pythia_zh_2l+2b_mhMASS_RELEASE_VERSION
ZH(H → cc) CSG_pythia_hl+z_2c+2l_mhMASS_RELEASE_VERSION
ZH(H → ττ) CSG_pythia_hl+z_2tau+2l_mhMASS_RELEASE_VERSION

Sample cross-sections were taken from several different sources. The NNLO tt

cross section of 7.04 pb is taken from a calculation by Langenfeld, Moch and Uwer

[85]. The NLO cross sections for the diboson processes are taken from MCFM [84]. Cross

sections for the ZH samples are taken from [86]. The Z/γ∗+jets cross section is scaled

to NNLO and additional NLO heavy-flavor scale factors are applied to Z/γ∗+HF

samples ( see Section 6.4.7).

All simulated samples are generated using the CTEQ6L1 [65] leading order parton

distribution functions (PDF). To simulate the underlying event, consisting of all par-

ticles not originating from the hard scattering, a so-called DØ Tune A is used [66];

The generated MC samples were processed with the standard DØsimulation chain

which includes a full GEANT 3 detector simulation. Zero-bias events (total inclusive

trigger) taken from data are overlaid onto the MC events to model the effects of mul-

tiple pp interactions and detector noise. Finally, events were reconstructed using the

DØ data reconstruction algorithms.
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In Tab. 6.2, the RANGE stands for the dilepton invariant mass, which takes values

15_75, 75_130, 130_250, and 250_1960 in implicit units of GeV. The N indicates the

number of additional light partons; it runs from 0 to 2 for Z/γ∗+LF MC samples, and

runs from 0 to 1 for Z/γ∗+HF samples. The RELEASE_VERSION of four separate MC

sets are : p181400_v12 for Run 2A MC, p211100_v13 for Run 2B1 MC, p211800_v6

for Run 2B2 MC and p212100_v4 for Run 2B3 MC. For the ZH samples, the Higgs

mass is specified by the string MASS, which takes values 90, 95, ... 150 GeV.

6.4 Corrections to Monte Carlo

The MC samples are corrected to account for the detector effects that are not

adequately modeled by the simulation. Some of the corrections are integrated with

the DØ analysis framework (vjets_cafe), including luminosity reweighting, primary-

vertex reweighting, lepton energy/ID efficiency correction, jet energy scaling and

smearing, jet vertex confirmation/taggability/b-tagging scale factors, k-factors on the

cross sections, Z-pT and V H pT reweighting. Other corrections are derived and

applied within the ZH analysis, including trigger efficiency correction, lepton/jet

angle reweighting and some speical corrections to parameters related to the Alpgen

generator. All these corrections are described below.

6.4.1 Luminosity Reweighting

The performance of the detector is usually highly related to the instantaneous

luminosity, in order to provide a realistic simulation of the detector response to beam

conditions, an actual data event collected using zero-bias triggers is used to define the

baseline detector response for each MC event. However, the instantaneous luminosity

for the zero-bias overlay does not match the luminosity profile of the data sample,

so the event weight of each MC events is scaled to match the measured luminosity

profile from data. See Fig. 6.1.
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Figure 6.1: The instantaneous luminosity distributions of data and MC samples with
all lepton channels combined, after lepton selection but before any jet requirements.
The MC distribution has been reweighted.

6.4.2 Primary-Vertex Reweighting

The z profile of the primary collision during a store changes shape due to the

growth of the emittance of the colliding beams, becoming broader later in the store.

In the MC generation, a Gaussian distribution with a fixed width of 25 cm is used for

the primary vertex distribution. To provide a more realistic model, the MC primary

vertex z-position of MC events is reweighted to match the measured distribution from

data (See Fig. 6.2).

6.4.3 Lepton ID Efficiency Corrections

For the MC leptons, scale factors are applied to take into account the difference

in lepton identification efficiency between data and MC. For MC electrons, they are

applied in two steps [67]. The correction factors for the preselection are applied as

a function of φmod in CC and detector η in EC first. Then the correction factors for

the electron selection efficiency are applied as a function of instantaneous luminosity,

detector η and pT. For MC muons, two corrections are applied : one for the mis-

modeling in the muon identification efficiency, and the other for the efficiency of
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Figure 6.2: The primary vertex z distribution of data and MC samples for all lepton
channels combined, after lepton selection but before any jet requirements. The MC
distribution has been reweighted.

reconstructing the matched track based upon the loose track requirements.

6.4.4 Lepton Energy Corrections

The energy resolution of the EM shower in the MC events generated by the DØ

simulation system is slightly better than observed in the data. Additionally, the EM

resolution is improved by applying a calibration based on the H-Matrix value and

φmod of the EM shower [68]. This calibration is processed to correct electron energies

in both data and MC. Subsequently, the energies of MC electrons have to be smeared

to agree with data. The pT of MC muons and isolated tracks is also smeared similarly.

6.4.5 Jet Shifting Smearing and Removal

To account for differences in efficiency between data and MC, all MC jets are

corrected by the Jet Shifting, Smearing, and Removal (JSSR) processor [69]. A

flavor-dependent JSSR is used for quarks and gluon jets accordingly. The smearing

parameters are obtained by fitting the pT imbalance of the Z→ee plus single jet

events for both data and MC. The derived corrections for jets in the very forward EC
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(2.4 < |ηdet| < 3.2) are statistically limited in accuracy. The corrections derived for

1.6 < |ηdet| < 2.4 region are applied for the very forward EC region.

6.4.6 Corrections to the Alpgen parameters

Possible corrections to the Alpgen parameters used in the simulation, such as

renormalization (factorization) scale, k⊥-factor used to determine the scale of αs at

each vertex, parton matching cluster pT threshold and cluster radius, have been stud-

ied [75]. Only the correction for the pT threshold is applied, but the remaining effects

are treated as systematic uncertainties.

6.4.7 Z/γ∗+jets Cross Section

MC event generators often use only LO calculations when producing events. To

predict the total number of events at higher order, the event weights are scaled by

a k-factor which is the ratio of the LO cross-section to the highest order calculation

that is available: typically NLO or NNLO.

The inclusive Z/γ∗ cross sections determined by Alpgen are Leading-Log (LL)

calculations and have been scaled to the NNLO inclusive Z/γ∗ calculations [71]. As

this scale factor is not a typical NNLO/LO k-factor, it is referred to as a k′-factor,

and has been found to be 1.30. This factor is then used to scale all of the Alpgen Z/γ∗

plus light jets samples and an error of 6% is quoted due to variations of factorization

scale, PDFs, and generator cuts.

The scale factor for the heavy flavor process is achieved in the following way.

Using MCFM [84], k-factors (NLO/LO) are determined for Z/γ∗+bb, Z/γ∗+cc, and

Z/γ∗+LP processes. The heavy-flavor scale factor is determined by dividing the kHF

by the kLF . The Alpgen Z/γ∗+HF cross sections are scaled by this additional factor
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given by [72]:

k′ ×HFbb̄ = 1.30× 1.52 = 1.96, (6.1)

k′ ×HFcc̄ = 1.30× 1.67 = 2.15. (6.2)

6.4.8 Cross Sections for Other Processes

The diboson and tt cross-sections are corrected by similar k-factors, which are

calculated as the ratio of the NLO (MCFM [84]) cross sections to the LO (Pythia and

Alpgen) cross sections using CTEQ6.1M PDFs. The resulting k-factors:

k(ZZ) = 1.030, (6.3)

k(WZ) = 1.062, (6.4)

k(WW ) = 1.005, (6.5)

k(tt) = 1.06. (6.6)

6.4.9 Z-pT Reweighting

The Z boson pT distribution is poorly modeled by both the Pythia and Alpgen

MC generators, especially for events with small pT. The discrepancy is corrected in

MC by reweighting the Z-pT distribution to match what we observed in the data. The

correction is derived from the pT distribution at the generator level and the observed

spectrum in the unfolded data [73].

After the reweighting, improved agreement between data and MC is observed for

the Z boson pT distribution in all leptonic samples. as shown in Fig. 6.3.

6.4.10 VH pT Reweighting

We correct the generator level pT of the ZH system, pZHT , in the signal samples

to match the predicted distribution from Resbos [76], according to the prescription
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Figure 6.3: The Z-boson pT distribution, requiring at least two jets.

in Ref. [77]. In Fig. 6.4, we compare the distribution of pZHT obtained from the DØ

Pythia samples (before ant after the reweighting is applied) used for this analysis

(for MH=115 GeV) to that obtained from Resbos.
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Figure 6.4: Comparison of the pZHT distributions in Resbos and Pythia for MH=115
GeV [77]. On the left, no correction is applied to the Pythia sample. On the right,
the Pythia sample has been reweighted to match the Resbos sample. The ratios
of the Resbos to the Pythia samples are also shown. The ratio of the uncorrected
Pythia sample to the Resbos sample is fit to an error function.
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6.4.11 Vertex Confirmation/Jet Taggability Scale Factors

In the event selection criteria of Run 2B epochs, a jet is required to be vertex-

confirmed and taggable. The difference in the efficiencies for this selection between

data and MC events are corrected with scale factors, which are the ratio of the

efficiencies for data and MC samples, provided by the Jet ID group based on studies

di-jet samples. The efficiencies are parametrized as a function of jet pT, η, and the

z-coordinate of the primary vertex. Vertex confirmation was not applied for the

Run 2A samples so no correction factors were applied.

It has been found that the official vertex confirmation/taggability scale factors

from the Jet ID group do not fit for ZH analysis quite well. Taking the jet pT = 30

GeV case in 0 < Zvertex < 20 cm region as an example, the efficiency and scale factors

provided by the Jet ID group are shown in the top two plots of Fig. 6.5, and the

middle two plots show the efficiency and scale factors measured from ZH analysis

using the Z/γ∗+1jet sample of the µµ Run 2B34 epoch. The features in these two

sets of measurement could be summarized as the following :

• The efficiencies for the vertex confirmation and taggability requirements from

the Jet ID group are ∼ 90% for both data and MC.

• The scale factors for the vertex confirmation and taggability are close to 1,

except at low pT where the scale factor dips down by ∼ 10% at |η| < 0.5.

• The efficiencies for the vertex confirmation and taggability requirements from

our measurement are ∼ 75% for both data and MC.

• The scale factors for the vertex confirmation and taggability from our measure-

ment are close to 1, and largely flat in η without a dip at |η| < 0.5.

Possible source of this difference are investigated. The procedure by the Jet ID

group is described in D0note 6058. In order to remove the contamination from min-
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Figure 6.5: The efficiencies (left) and scale factors (right) of the vertex confirmation
and taggability requirements for pT = 30 GeV in primary veertex region 0 < Zvertex <
20 cm (a) provided by the Jet ID group, (b) measured from ZH analysis, (c) measured
from the Z/γ∗+1jet sample in ZH analysis, with requirements of δφ(Z, jet) > 3 and
Asympt < 0.3 applied. The black and red circles are data and MC, respectively.

imum bias jets, two requirements are imposed on the tag and probe jets: (1) two

jets be back-to-back in φ direction (∆φ(j, j) > 3) and (2) the pT asymmetry between

two jets be small (|pj1T − p
j2
T |/(p

j1
T + pj2T ) < 0.3). In Fig. 6.6, similar distributions(Z
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boson is used as the "tag" jet) are shown in our samples using Z/γ∗+1jet events.

The requirement of the small pT asymmetry seems to select the vertex confirmed

and taggable jets preferentially. This is likely the source of difference between the

efficiencies.
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Figure 6.6: (a) ∆φ between Z and a jet in Z + 1 jet events where the jet is vertex
confirmed and taggable (red and black points are data and MC, respectively), (b) ∆φ
between Z and a jet in Z + 1 jet events where the jet fails the vertex confirmation or
taggability (red and black points are data and MC, respectively), (c) pT asymmetry
for data (black circles and triangles are jets that passes the vertex confirmation and
taggability, and jets that fails at least one of the requirements) and (d) pT asymmetry
for MC (red circles and triangles are jets that passes the vertex confirmation and
taggability, and jets that fails at least one of the requirements).

Then the same back-to-back and small pT asymmetry requirements are applied

on the Run 2B34 Z/γ∗+1jet sample, except that we use the Z in the event as a

tag. The results are shown in the bottom two plots of Figs.6.5. As can be seen,

the efficiencies improve by ∼ 10% in both the vertex confirmation efficiencies and
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the vertex confirmation and taggability efficiencies. On the other hand, applying the

minimum bias jet rejection changes the scale factors by only a small amount.

Based on these observations, the official scale factors for the vertex confirmation

and taggability requirements from the Jet ID group are still applied to MC samples

in this analysis, but assigning 100% systematic uncertainty to cover the inconsistency

between our efficiency measurement and the Jet ID group’s.

6.4.12 Scale Factors for b-tagging

The Tag Rate Functions (TRFs) have been measured by the b-id group as de-

scribed in [78]. The scale factors (SFi) for jets to pass each b-tagging requirement i

are calculated as the ratio of the data TRFs and the MC TRFs. Because we do not

use the b-tagging discriminant in our multivariate analysis, it would be sufficient to

use these scale factors to our simulated event weights. However, we instead apply

pseudo-continuous scale factors which have been found to be able to improve the

accuracy of our background model.

We define the pseudo-continuous scale factor SF cont
i for a jet that satisfies the

b-tagging requirement i, but fails the b-tagging requirement i+ 1:

SF cont
i =

NpretagDi −NpretagDi+1

NpretagMi −NpretagMi+1

(6.7)

where Di is the data TRF for that jet, and Mi is the MC TRF for that jet,

and Npretag is the number of events prior to any b-tagging requirement. Given that

Mi = Di/SFi, this reduces to:

SF cont
i = SFiSFi+1

Di −Di+1

SFi+1Di − SFiDi+1

(6.8)

To evaluate the uncertainty on SF cont
i , we simultaneously shift SFi and SFi+1

by their respective uncertainties. We assume that the uncertainty on the difference
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Di −Di+1 is small, and therefore do not account for the uncertainty on the TRFs.

6.4.13 Trigger Corrections

Although no explicit trigger requirement is made in the µµ channel, it remains

necessary to correct for trigger acceptance effects that are not well modeled by the

MC. Trigger efficiencies do not exist for the inclusive triggering method. Therefore a

correction has to be developed based on a reference sample, in which we require that

the leading muon with |ηdet| < 1.5 passed one of the triggers in the SingleMuonOR

trigger suite. A SingleMuonOR trigger parameterization is applied to all MC, which is

shown to agree with SingleMuonOR data in most important kinematic distributions.

Various kinematic distributions between SingleMuonOR triggered data and MC for

the µµ channel are shown in Fig. 6.7 - 6.11, taking Run 2B34 data epoch as an

example.
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Figure 6.7: Data/MC comparison of the detector η distributions for lead µ(left) and
second µ(right) for single-muon-OR-triggered Run 2b34 µµ in pretag control sample
(including jet requirements).

The correction was derived from the ratio of inclusively-triggered data to the

SingleMuonOR reference sample. A shape-only correction is derived from the zero-

jet bin, parametrized in the ηdet of the muon fired the trigger, the ηdet of the other

muon, as well as the missing transverse energy. This correction is also used for other

jet multiplicity bins. Figure. 6.13 show the various components of the µµ trigger

correction, taking Run 2B34 epoch as an example. Note that by construction, only
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Figure 6.8: Data/MC comparison of the pt distributions for lead µ(left) and second
µ(right) distributions for single-muon-OR-triggered Run 2b34 µµ in pretag control
sample (including jet requirements).
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Figure 6.9: Data/MC comparison of the pt distributions for lead jet(left) and second
jet(right) for single-muon-OR-triggered Run 2b34 µµ in pretag control sample.
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Figure 6.10: Data/MC comparison of the η distributions for lead jet(left) and second
jet(right) for single-muon-OR-triggered Run 2b34 µµ in pretag control sample.
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Figure 6.11: Data/MC comparison of the Dijet pt(left) and mass(right) distributions
for single-muon-OR-triggered Run 2b34 µµ in pretag control sample.

the factor that is dependent on the jet multiplicity is allowed to change the overall

normalization. To validate that usage, we have made the ratio of normalized /ET

distribution between inclusive and single Muon triggers for each different jet bins. As

shown in Fig. 6.12, the ratio is consistent in different jet bins within 1σ statistical

fluctuation. This shape correction is applied to all jet multiplicity bins, but the overall

scale of the correction is measured and applied separately for each bin. This scale is

set by the ratio of the event yields in the inclusively triggered and reference samples.
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Figure 6.12: The ratio of normalized /ET distributions between inclusive and single
muon triggers. The bottom part is the ratio respect to the zero-jet bin.

The correction is evaluated and applied to every MC event. Using this correc-

tion, agreement between inclusively-triggered data and background is substantially

improved. The method to derive the correction, and the corresponding uncertainty

is described in [79].
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We note that because we use the SingleMuonOR trigger efficiency, we should, In

principle, an uncertainty of the SingleMuonOR trigger efficiency should be propagated

to the final results. The trigger group recommends a flat 5% uncertainty. However,

any such uncertainty will be removed by the normalization procedure described in

Section 6.5. Therefore, the trigger efficiency is not considered as a source of systematic

uncertainties.
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Figure 6.13: Components of the µµ trigger correction for Run 2b34. From left to right:
dependence on jet multiplicity, missing transverse energy, triggered muon detector η
and untriggered muon detector η.

6.4.14 Lepton/Jet Angle Reweighting

The W/Z+jets MC samples generated with a combination of Alpgen and Pythia

do not reproduce the η distribution of decay leptons and jets accurately. Also, it

is well-known that the detector response to jets in the ICR is poorly modeled. A

three-step reweighting is performed to correct reconstructed jet and lepton angles for
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Z/γ∗+jets samples.

(1) Reweight Z/γ∗+jets events as a function of the leading lepton η, using the

function form developed for the WH analysis. This reweighting is independent of

data epochs, and has been verified to work well for the ZH analysis (see Figure 6.14).

(2) After the lepton η reweighting is applied, correct the jet η distribution. The

reweighting functions are derived from the pretag sample, by taking the ratio of jet

η distributions between data after the subtraction of the non-Z backgrounds and the

sum of Z background. The ratio is shown in Figure 6.15 along with a second-order

polynomial fit using the for the data epochs of Run 2A, Run 2B12 and Run 2B34.

The jets detected within the ICR (1.0 < |η| < 1.6) are discarded in this study in

order to avoid bias due to the low ET jet horn in this region.

(3) After applying the jet η reweighting described above, the correction for the

jets in the ICR is performed in a way similar to step (2), except now requiring

1.0 < |ηjet| < 1.6. The fit results for the three data epochs are shown in Figure

6.16, the an upside-down Gaussian is used as fitting functions.

6.4.15 Unclustered Energy Reweighting

The Unclustered Energy is defined as the scalar sum of energy deposited in the

electromagnetic calorimeter, hadronic calorimeters as well as the ICD region, but

which are not accounted for parts of a clustered object (jet, electromagnetic object

or a muon). The unclustered objects are used in the calculation of /ET, which is a

quite powerful variable to distinguish the signal from backgrounds. Even after all

corrections applied, MC simulation still could not model the unclustered energy quite

well. Then reweighting factors are derived from a control region of mZ < 70 GeV or

mZ > 110 GeV, by taking the ratio of the (data-qcd) sample and all MC background

samples (See Fig. 6.17). This correction is derived and applied for 0jet, 1jet, ≥2jets

events separately. The unclustered energy distribution after the correction are shown
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Figure 6.14: The ratio of the (data - non-Z bkg) to the Z/γ∗+jets bkg for the leading
muon η (left) and the sub-leading muon η (right), before (top) and after (bottom)
the correction.

in Fig. 6.18.

6.5 Background Normalization

6.5.1 Combined Normalization

With all corrections described in the Sect. 6.4, we are trying our best to make the

MC simulation matching data distribution. However, even after all those corrections,

the MC simulation is not perfect. And more importantly, the uncertainties on the

Z/γ∗+jets cross section is large (∼ 20%). In order to improve the accuracy of the

background modeling, scale factors adjusting the contribution of each background are
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Figure 6.15: The fits to the ratio of jet (not in ICR) η distributions for (a) the leading
jet and (b) the sub-leading jet.
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Figure 6.16: The ratio of the jet (in ICR) η distributions between data minus QCD
background and the rest of the backgrounds after the jet-η reweighting (fit to upside-
down Gaussian).
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Figure 6.17: Unclustered Energy correction functions for all jet bin multiplicities from
µµ events

Unclustered Energy [GeV]

E
v
en

ts
 /

 B
in

Data

Z+LF

bZ+b
cZ+c

Top

Diboson
Multijet
ZH x 200

 ­1DØ Internal, 8.6 fb

0 50 100 150 200 250
0

10000
20000
30000
40000
50000
60000
70000
80000

(a)
Unclustered Energy [GeV]

E
v
en

ts
 /

 B
in

Data

Z+LF

bZ+b
cZ+c

Top

Diboson
Multijet
ZH x 200

 ­1DØ Internal, 8.6 fb

0 50 100 150 200 250
0

2000

4000

6000

8000

10000

12000

(b)
Unclustered Energy [GeV]

E
v
en

ts
 /

 B
in

Data

Z+LF

bZ+b
cZ+c

Top

Diboson
Multijet
ZH x 200

 ­1DØ Internal, 8.6 fb

0 50 100 150 200 250
0

200
400
600
800

1000
1200
1400
1600
1800
2000
2200

(c)

Figure 6.18: Unclustered Energy distribution after corrections in (1)left: 0jet bin
(2)middle: 1jet bin (3)right: >2jets bin.

fit to the observed data in pre-tag control samples. The fit adjusts the normalization

of shape templates in the di-lepton invariant mass from each background sample to

obtain the best agreement with the pre-tag data.

By including all lepton channels and jet-multiplicity bins, a combined fit is able to

disentangle and account for different types of effects. The fit is performed for Run 2A

Run 2B1, Run 2B2 and Run 2B34 epochs independently, there are 20 independent

channels as shown in Table 6.3:

The fit uses the following templates:
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Table 6.3: List of Channels.

Run 2A ee(CCCC) ee(CCEC) eeICR µµ µµTRK

Run 2B1 ee(CCCC) ee(CCEC) eeICR µµ µµTRK

Run 2B2 ee(CCCC) ee(CCEC) eeICR µµ µµTRK

Run 2B34 ee(CCCC) ee(CCEC) eeICR µµ µµTRK

• Dij
m, the data;

• Qij
m, the multijet control sample;

• Zij
m, the simulated Z/γ∗+jets samples, including Z/γ∗+bb and Z/γ∗+cc samples;

• Oij
m, all other simulated samples;

where m indexes the dilepton mass bin, i = 1, 2, ..., 20 which indexes channels listed

in Tab. 6.3), and j = 0, 1, 2 which indexes the jet-multiplicity bins (0jet, 1jet and ≥

2jets). The fit minimizes the following χ2:

χ2 =
∑

chan(i)

∑
jet(j)

∑
mass(m)

(
Dij
m − αij ·Qij

m − kL · kiε ·
(
kjZ · Zij

m +Oij
m

))2

Dij
m

(6.9)

where the parameters of the fit are:

• αij, the multijet scale factors that apply to Qij
m;

• kL (fixed to unity), a luminosity correction factor that applies to Zij
m and Oij

m;

• kiε, the lepton efficiency scale factors (independent of jet-multiplicity) for channel

i that are applied to Zij
m and Oij

m;

• kjZ , the Z/γ∗+jets cross section scale factors that apply to Zij
m. The kjZ are

expected to be independent of data-taking periods, since these are the cross

section scale factor for the Z/γ∗+jets production, any time-dependent detector
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effects should be absorbed by kiε. In particular, k0
Z is fixed to 1.0, which is

equivalent to assuming that the inclusive Z/γ∗ cross-section is known exactly.

The normalization factors are determined by a two-step fitting procedure:

(1) All parameters are free and fit in the extended range 40 < M`` < 150 GeV, of

which αij will be determined at this stage. The low di-lepton invariant mass region

is dominated by multijet events, and is used in the combined fit to constrain the

multijet normalization. As the cuts differ for each channel and the efficiency may

depend on jet-multiplicity, a separate multijet scale-factor (αij) is fit for each channel

and jet-multiplicity bin.

(2) The multijet factors αij are fixed and the fit is repeated in a tighter mass range

60 < M`` < 150 GeV. As the inclusive Z/γ∗+jets cross-section, dominated by the

zero-jet bin, is known to much better accuracy than the Z/γ∗+2j cross-section, the

zero-jet bin is used to constrain lepton efficiency factors (kiε), which is applied to every

MC sample. The 1jet (≥ 2jets) sample is used to determine k1
Z (k2

Z).

The normalization results for the Run 2A data are not consistent with the results

from the Run 2B data. For this reason, two separate fits are performed: 1) using the

Run 2A channels only, and 2) using the Run 2B channels only. The fit results for the

Run 2A and Run 2B data samples are presented in Tables 6.4 and 6.5, respectively.

To account for this observed discrepancy, an additional systematic uncertainty is

applied, as discussed in Section 7.3.

The αij varies significantly with jet multiplicity in the µµ channels. This may be

understood by noting that this parameter is the ratio of the selection efficiency for

multijet events in the analysis sample to the selection efficiency in the multijet control

sample. In the case of the µµ channel, these two samples differ by the muon isolation

requirement. Therefore, the presence of additional hadronic activity can have a large

impact on this ratio.
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Table 6.4: Combined normalization fit results for Run 2A. Only the statistical uncer-
tainties are shown. By construction, the uncertainty on αij is zero for the µµTRK chan-
nels. Likewise, the uncertainty on k0

Z is also zero.

Channel kiε αi0 αi1 αi2

Run 2A
CC-CC 1.031 ± 0.005 0.34 ± 0.01 0.29 ± 0.03 0.14 ± 0.06
CC-EC 1.013 ± 0.005 0.331 ± 0.006 0.27 ± 0.01 0.29 ± 0.03
eeICR 1.018 ± 0.007 0.117 ± 0.010 0.07 ± 0.02 0.01 ± 0.03
µµ 0.925 ± 0.003 1.4 ± 0.1 0.46 ± 0.03 0.44 ± 0.05

µµTRK 0.907 ± 0.009 1 1 1

k0
Z 1
k1
Z 0.970 ± 0.007
k2
Z 1.06 ± 0.02

6.5.2 Internal Consistency of the Normalization Procedure

As a cross check, we repeat the normalization procedure independently for each

channel. All the tables could be found in Appendix A. Because the parameters kiε

and αij are sensitive to a specific channel, we expect small difference in the values of

these parameters from the combined fit and from the independent fits. The results for

kiε and αij are in general agreement with these expectations. The kjZ parameters are

constrained by all channels, more variations are possible, but values are all consistent

within the statistical uncertainties of the independent fits.

6.6 Event yields at the preselection level

With all the corrections applied to MC samples, the event yields for each epoch

of the di-muon channel may be found in Tab. 6.6 - 6.9. The uncertainty in the table

associated with each background is only the statistical uncertainty from the available

MC statistics A selection of event yield plots of inclusive and 2j-pretag samples are

included in Appendix. C.

87



Table 6.5: Combined normalization fit results for Run 2B. Only the statistical uncer-
tainties are shown. on αij is zero for the µµTRK channels. Likewise, the uncertainty
on k0

Z is also zero.

Channel kiε αi0 αi1 αi2

Run 2B1
CC-CC 0.989 ± 0.005 0.179 ± 0.005 0.129 ± 0.004 0.140 ± 0.010
CC-EC 0.973 ± 0.005 0.168 ± 0.002 0.147 ± 0.003 0.152 ± 0.005
eeICR 0.968 ± 0.006 0.108 ± 0.002 0.079 ± 0.003 0.099 ± 0.006
µµ 0.968 ± 0.003 1.400 ± 0.200 0.440 ± 0.020 0.310 ± 0.030

µµTRK 1.04 ± 0.01 1 1 1
Run 2B2

CC-CC 1.015 ± 0.003 0.099 ± 0.001 0.114 ± 0.002 0.139 ± 0.005
CC-EC 1.008 ± 0.004 0.095 ± 0.001 0.111 ± 0.001 0.137 ± 0.002
eeICR 0.918 ± 0.004 0.077 ± 0.002 0.065 ± 0.003 0.061 ± 0.005
µµ 0.982 ± 0.002 1.500 ± 0.100 0.410 ± 0.020 0.410 ± 0.020

µµTRK 1.034 ± 0.007 1 1 1
Run 2B34

CC-CC 1.044 ± 0.003 0.131 ± 0.001 0.122 ± 0.002 0.133 ± 0.004
CC-EC 1.040 ± 0.003 0.116 ± 0.001 0.112 ± 0.001 0.111 ± 0.001
eeICR 1.013 ± 0.004 0.080 ± 0.002 0.071 ± 0.002 0.061 ± 0.004
µµ 0.990 ± 0.002 1.190 ± 0.080 0.440 ± 0.020 0.350 ± 0.020

µµTRK 1.013 ± 0.005 1 1 1

k0
Z 1
k1
Z 0.895 ± 0.003
k2
Z 0.935 ± 0.007
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Run 2A dimuon

inclusive 2j-multijet 2j-pretag ST DT
data 107288 2393 1698 58 24
all bkg 106941± 125 2400± 14 1740.4± 7.9 61.0± 1.7 26.1± 1.2
Multijet 2722± 53 283± 11 53.5± 4.8 4.8± 1.5 2.6± 1.1
Zjj 100882± 113 1622.3± 7.1 1320.1± 5.7 5.21± 0.48 0.363± 0.095
Zbb̄ 844.5± 3.2 120.7± 1.3 99.9± 1.2 28.34± 0.61 11.56± 0.36
Zcc̄ 2210.6± 7.4 257.3± 2.7 210.3± 2.4 14.17± 0.54 3.01± 0.27
ZZ 52.03± 0.26 19.52± 0.17 16.30± 0.15 1.383± 0.049 1.007± 0.039
WZ 59.08± 0.34 19.06± 0.20 15.81± 0.18 0.709± 0.038 0.096± 0.017
WW 75.7± 1.2 7.46± 0.42 2.29± 0.24 0.132± 0.044 0.0061± 0.0047
tt̄ 95.41± 0.54 70.74± 0.48 22.23± 0.26 6.21± 0.14 7.43± 0.13
ZH(125) 1.1990± 0.0059 0.7080± 0.0048 0.5902± 0.0044 0.1621± 0.0024 0.1717± 0.0022

Table 6.6: Event yields for the dimuon (µµ) channel – Run 2A.

Run 2B1 dimuon

inclusive 2j-multijet 2j-pretag ST DT
data 97754 2142 1599 49 24
all bkg 97924± 60 2194.2± 7.6 1669.1± 3.8 63.7± 1.3 31.32± 0.84
Multijet 1923± 45 163.5± 7.1 29.9± 3.0 5.2± 1.3 2.16± 0.82
Zjj 92899± 41 1547.1± 2.6 1283.8± 2.3 4.47± 0.16 0.308± 0.046
Zbb̄ 782.9± 1.0 112.15± 0.39 93.76± 0.34 27.46± 0.17 13.96± 0.12
Zcc̄ 2025.1± 2.2 241.67± 0.49 199.50± 0.38 17.05± 0.11 3.550± 0.059
ZZ 53.67± 0.20 20.76± 0.12 17.55± 0.11 1.543± 0.037 1.423± 0.033
WZ 61.47± 0.25 20.06± 0.14 16.83± 0.13 0.859± 0.027 0.144± 0.014
WW 74.31± 0.48 7.43± 0.16 2.282± 0.088 0.132± 0.022 0.0212± 0.0086
tt̄ 104.90± 0.49 81.47± 0.44 25.41± 0.24 6.94± 0.12 9.75± 0.14
ZH(125) 1.2078± 0.0063 0.7489± 0.0051 0.6297± 0.0046 0.1712± 0.0025 0.2201± 0.0025

Table 6.7: Event yields for the dimuon (µµ) channel – Run 2B1.

Run 2B2 dimuon

inclusive 2j-multijet 2j-pretag ST DT
data 216179 5071 3734 137 56
all bkg 216036± 130 5132± 18 3782± 11 124.8± 2.1 59.2± 1.8
Multijet 4757± 72 515± 15 108.9± 6.7 9.4± 2.0 7.4± 1.7
Zjj 204313± 108 3525.5± 10.0 2879.3± 9.0 5.01± 0.21 0.171± 0.023
Zbb̄ 1763.4± 2.5 257.7± 1.0 211.48± 0.94 59.39± 0.52 25.63± 0.30
Zcc̄ 4566.4± 5.6 548.8± 2.1 445.9± 1.8 30.35± 0.48 5.16± 0.18
ZZ 116.11± 0.40 46.04± 0.27 38.48± 0.25 3.146± 0.084 2.612± 0.072
WZ 131.99± 0.63 44.09± 0.38 36.61± 0.35 1.554± 0.075 0.221± 0.031
WW 161.0± 1.2 16.95± 0.44 5.42± 0.25 0.238± 0.058 0.0114± 0.0079
tt̄ 226.9± 1.1 178.1± 1.1 55.87± 0.56 15.64± 0.33 18.03± 0.32
ZH(125) 2.613± 0.015 1.699± 0.013 1.409± 0.012 0.3909± 0.0066 0.4152± 0.0062

Table 6.8: Event yields for the dimuon (µµ) channel – Run 2B2.
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Run 2B3-4 dimuon

inclusive 2j-multijet 2j-pretag ST DT
data 319124 7586 5621 191 93
all bkg 319356± 228 7536± 26 5610± 20 183.7± 2.6 90.9± 1.9
Multijet 6332± 73 715± 16 136.5± 6.9 11.6± 2.0 8.1± 1.7
Zjj 303010± 216 5255± 20 4330± 18 14.7± 1.3 0.97± 0.36
Zbb̄ 2505.5± 3.6 366.5± 1.5 303.6± 1.3 84.07± 0.67 40.19± 0.45
Zcc̄ 6579.9± 8.5 783.0± 3.0 638.0± 2.6 44.45± 0.64 8.79± 0.29
ZZ 172.7± 1.0 68.66± 0.64 57.20± 0.58 4.86± 0.19 4.20± 0.17
WZ 196.9± 1.5 67.58± 0.87 56.33± 0.78 2.30± 0.16 0.396± 0.076
WW 232.7± 1.8 24.20± 0.63 7.26± 0.35 0.469± 0.096 0.170± 0.088
tt̄ 325.9± 2.2 255.9± 2.0 80.8± 1.1 21.32± 0.56 28.12± 0.58
ZH(125) 3.787± 0.031 2.462± 0.025 2.056± 0.023 0.538± 0.012 0.667± 0.013

Table 6.9: Event yields for the dimuon (µµ) channel – Run 2B34.
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CHAPTER VII

Data Analysis

After a good background modeling achieved in the control region, some high-level

techniques are used in this analysis to approach a better sensitivity of the Higgs search.

A kinematic fit is used to improve the di-jet invariant mass resolution (Sect. 7.1).

The multivariate technique is used to further separate the signal from backgrounds in

the signal regions (Sect. 7.2). At the end of this chapter, the systematic uncertainties

are discussed (Sect. 7.3).

7.1 Kinematic Fit

As we are searching for the SM Higgs boson in the bb decay mode, the invari-

ant mass of the two b-jet will give the mass of the reconstructed Higgs boson. For

MH . 130 GeV, the Higgs boson width is quite narrow (ΓH < 10 MeV); however,

the detector resolution of the dijet invariant mass at such mass range is ∼ 17 GeV.

So it is important to improve the dijet invariant mass resolution at the analysis level.

A so-called “kinematic fit” procedure is adopted in the ZH analysis to improve the

resolution of the dijet invariant mass. This procedure is based on the fact that:

(1) in the DØ detector, lepton energies are measured more precisely than jet energies.

(2) there is no neutrino in the final states of ZH→`+`−bb, so the transverse momen-

tum of the ZH system should be balanced in its center-of-mass frame.
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(3) furthermore, the pT boost of the ZH system is moderate for the majority of

events.

To make optimal use of the available kinematic information, the energies and angles

of the two leptons that form the Z candidate, the two jets that form the Higgs can-

didate, and the third jet (if present), are fit within their resolutions to values which

minimizes a log likelihood function (see Sect. 7.1.1) with following constraints:

• the M`` distribution should follow a Breit-Wigner distribution with a mean of

MZ = 91.188 GeV and a width of ΓZ = 2.4952 GeV;

• the vector sum of the pT along x and y directions, Σpx and Σpy, should both

follow a Gaussian distribution with a mean of 0 GeV and a width of 7 GeV.

When there are three jets in a event, all these three jets are fit using the same

constraints as in the case of a two jet event, with the modification that the third jet

is included in the calculation of Σpx and Σpy. If a event has more than three jets, it

is treated as the three jets case: two jets from the dijet system as described in Sect.

5.4, and one more highest-pT jet from the remaining ones. The fit contains twelve

independent observables for events with two jets: four particles × three variables (E

for electrons/jets or 1/pT for muons, ηdet and φ). For events with three jets, there are

three more variables (E, ηdet and φ) for the third jet.

Performance of this kinematic fit was studied using the Run 2B µµ samples at

the pretag level. Typically, this technique yields an improvement of 15% in the dijet

mass resolution, depending on MH . When MH = 125 GeV, the dijet mass resolution

is approximately 15 GeV after the kinematic fit (i.e 12% improvement, as shown in

Fig. 7.1). Also, the peak value of the dijet invariant mass moved to the right position

after the kinematic fit.

92



(a) (b)

Figure 7.1: The dijet mass resolution improvement from kinematic fit for (a) MH =
125 GeV, and (b) all MH values.

7.1.1 Likelihood fit

The kinematic fit minimizes a negative log likelihood function:

− lnLfit = −
∑
i

ln fi(y
obs
i , ypredi )−

∑
j

lnCj (7.1)

fi is the probability density (transfer function) for a variable ypredi being measured

as yobsi , where i stands for E or 1/pT, ηdet and φ of all the leptons and jets included

in the fit. The ηdet and φ measurements of both lepton and jet are assumed to have

a Gaussian transfer function, with a width equals to their resolutions. (see Sect.

7.1.2). The transverse momenta of muons are measured by the tracking system. The

uncertainties on the curvature measurement and therefore 1/pT are assumed to be

a Gaussian distribution (see Sect. 7.1.3). The transfer functions for the jet energy

resolution has a non-Gaussian form, and the detail is described in Sect. 7.1.4.

The Cj (j = BW,
∑
px,

∑
py) are the probability densities for the three kine-

matic constraints:
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• The relativistic Breit-Wigner function used for the Z mass constraint is

CBW =
1

(m2 −m2
Z)2 +m2

ZΓ2
Z

, MZ = 91.188GeV, ΓZ = 2.4952GeV (7.2)

• The constraints on
∑
px and

∑
py are

− lnC∑
px =

1

2

(
∑
pobsx −

∑
ppredx )2

σ2

− lnC∑
py =

1

2

(
∑
pobsy −

∑
ppredy )2

σ2

(7.3)

where σ = 7 GeV is measured from ZH MC samples.

7.1.2 Lepton and Jet Angular Resolutions

The resolutions of the angles, listed in Tab. 7.1, are measured using the ZH MC

samples and found to be constants. All lepton/jet flavors are assumed to have the

same angular resolution.

Table 7.1: Lepton and jet angular resolutions.

ηdet φ
Lepton 0.005 0.001
Jet 0.08 0.08

7.1.3 Muon Energy Resolution

The muon energy resolution is estimated from the pT and angular resolutions of

the muon track using Z → µµ and J/ψ → µµ events. The muon pT resolution

function is a function of muon pT and ηdet as shown in Eqn. 7.4, with coefficients

listed in Tab. 7.2 [80].
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σ(
1

pT
) =


σ0 + σ1

pT
|η| ≤ η0

√
(σ0 + σ1

pT
)2 + ((c0 + c1

pT
)× (|η| − |η0|))2 |η| > η0

(7.4)

where η0 = 1.28.

Table 7.2: Muon pT resolution function coefficients.

Value
σ0 0.00244113
σ1 0.010204
c0 0.00677562
c1 0.0485938

7.1.4 Jet Energy Transfer Functions

The jet energy transfer functions are derived from the ZH MC samples for three

types of jets; 1) light-quark jets or gluon jets, 2) b-quark jets without a muon, and 3)

b-quark jets with a muon. For the two jets that form the Higgs boson candidate, the

transfer function for the b-quark jets with or without a muon is used, depending on

whether the jet contains a muon or not. For the third jet, if present, the light-quark

transfer function is adopted, unless the jet is identified as a jet with a muon and for

that case the transfer function for the b-quark jets with a muon is used. The transfer

function is parametrized as

TF (Eobs, Epred) = 1√
2πσa

α · (1− γ) · exp(− (x−µa)2

2σ2
a

)

+ 1√
2πσb

β · (1− γ) · exp(− (x−µb)2
2σ2
b

) + γ
2

(7.5)
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where

x =
Eobs − Epred

Epred

µa = (p1 +
p2

Epred
)− β · p5

µb = (p1 +
p2

Epred
)− α · p5

σa = (p3 +
p4

Epred
)

√
1 +

p6

1 + p7

(7.6)

σb = (p3 +
p4

Epred
)

√
p7

1 + p7

α =
1

1 + p6

β =
p6

1 + p6

γ =
p8

1 + p8

The transfer functions are derived separately in three ηdet regions: 0.0 < |ηdet| <

0.8, 0.8 < |ηdet| < 1.6 and 1.6 < |ηdet| < 2.5. The parameters p1–p8 are listed for

three types of jets and three ηdet regions in Tab. 7.3. Figure 7.2 shows the transfer

functions.

Table 7.3: Parameters for the transfer functions. Three ηdet regions, eta1, eta2 and
eta3, correspond to 0.0 < ηdet < 0.8, 0.8 < ηdet < 1.6, and 1.6 < ηdet < 2.5,
respectively.

light jet b-quark jet b-quark jet with a muon
eta1 eta2 eta3 eta1 eta2 eta3 eta1 eta2 eta3

p1 -0.100 -0.156 -0.184 -0.0264 -0.112 -0.149 -0.107 -0.170 -0.227
p2 2.46 8.07 15.3 -6.91 -2.43 2.59 1.52 7.47 17.3
p3 0.0899 0.123 0.131 0.0711 0.145 0.181 0.0970 0.162 0.159
p4 3.40 4.31 5.30 4.69 3.55 1.86 3.61 2.76 1.83
p5 0.235 0.193 0.219 0.298 0.0730 0.00637 0.268 0.102 0.272
p6 0.234 0.538 0.430 7.25 0.298 4.36e-6 3.91 0.0687 0.124
p7 0.918 1.42 1.16 8.51e7 0.753 1.15 2.29e7 0.292 0.786
p8 0.0147 0.00557 0.00697 0.0113 0.00510 0.00582 0.0108 0.00689 0.0105
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Figure 7.2: The transfer functions at E = 40 GeV for the (a) light-quark jets, (b)
b-quark jets without a muon, and (c) b-quark jets with a muon. for E = 40 GeV.

7.2 Multivariate Analysis

In order to improve the separation of signal from background using the most

significant kinematic information, a multivariate analysis (MVA) using the TMVA

software package, version 4.1.0 [81] is used. Of the many options available, the random

forest (RF) outperformed other techniques, as it is found to have more efficient use of

correlated input variables (in the ZH analysis, variables before and after kinematic

fit are all used as inputs for MVA).

A two-step process is performed in this analysis:

(1) in the first step, a dedicated RF (tt RF), which takes tt as the only background

and ZH as the signal, is trained. The tt is the second dominant background in this

analysis, and more importantly, it is a reducible background – some unique signatures

of tt events, for instance the presence of a large /ET, making it distinguishable from

our signal. The distributions of the tt RF variable can be found in Sect. 7.2.1. At

the end of this step, all the post-tag events are split to two independent samples

according to its tt RF value – tt enriched region (tt RF ≤ 0.5) and tt depleted region

(tt RF >0.5).

(2) in the second step, for each of the tt enriched and depleted samples, a global

RF variable is trained to separate the signal from all backgrounds. The distributions
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of the global RF variable can be found in Sect. 7.2.2. The global RF is the final

discriminant variable used to extract the limit on the Higgs production cross section.

In both steps, ST and DT events are treated independently, and the discriminant

is trained separately for each assumed value of MH . In total, four final discriminant

distributions are obtained for each Higgs mass point: for ST events in the 1) tt

enriched and 2) depleted regions, and for DT events in the 3) tt enriched and 4)

depleted regions. All lepton channels and epochs are combined together during the

RF training. The event yields of all lepton channels summed together are shown in

Tab. 7.4, and event yields in tt enriched region and tt depleted regions are summarized

in Tab. 7.5 and 7.6, respectively. From those tables, it is clearly seen that the main

sensitivity comes from the DT tt depleted region, where the S/
√
B value has been

improved by ∼ 27% comparing to the value before employing the tt RF (Tab. 7.4).

Though the contribution from the tt enriched regions is only a few percent of the total

sensitivity, they are still included in the analysis to make the systematic uncertainties

under control.

Table 7.4: Event yields in the without applying a requirement on the tt RF, summed
over all epochs and lepton channels.

inclusive 2j-multijet 2j-pretag ST DT
data 1.84517e+06 34175 25849 886 373
all bkg 1841683± 432 33748± 46 25658± 33 824.3± 4.9 366.4± 3.3
Multijet 160746± 200 4579± 34 1284± 17 54.4± 4.0 25.7± 3.0
Zjj 1630391± 382 22594± 30 19253± 27 59.6± 1.8 3.50± 0.44
Zbb̄ 12768.7± 8.0 1603.6± 3.0 1375.1± 2.8 389.0± 1.4 179.02± 0.91
Zcc̄ 33693± 18 3461.4± 6.0 2930.0± 5.4 211.1± 1.3 39.82± 0.57
ZZ 811.0± 1.6 291.92± 0.96 252.28± 0.88 21.00± 0.29 17.71± 0.26
WZ 958.7± 2.3 292.1± 1.3 254.5± 1.2 10.91± 0.25 1.33± 0.10
WW 1144.5± 3.6 74.3± 1.0 23.68± 0.57 1.16± 0.13 0.252± 0.091
tt̄ 1170.3± 2.9 851.9± 2.6 284.8± 1.4 77.18± 0.75 99.02± 0.78
ZH(125) 17.326± 0.047 10.524± 0.038 9.193± 0.036 2.491± 0.019 2.892± 0.020

To avoid any training or optimization biases, the MC samples are randomly di-

vided into three orthogonal sub-samples: 25% of the events are used to train the RFs

(for both the tt RF and the global RF), 25% of the events are used to test the RF
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Table 7.5: Event yields in the tt enriched sample, summed over all epochs and lepton
channels.

2j-pretag ST DT
data 7245 159 160
all bkg 7032± 19 149.5± 3.1 166.4± 2.8
Multijet 596± 13 23.8± 3.0 18.5± 2.7
Zjj 4963± 14 4.74± 0.43 1.16± 0.26
Zbb̄ 370.0± 1.5 35.04± 0.46 45.17± 0.47
Zcc̄ 751.5± 2.8 15.41± 0.36 9.78± 0.27
ZZ 33.44± 0.33 1.395± 0.077 1.383± 0.083
WZ 39.86± 0.50 0.876± 0.088 0.481± 0.060
WW 19.70± 0.53 0.80± 0.11 0.227± 0.089
tt̄ 258.2± 1.4 67.43± 0.70 89.71± 0.75
ZH(125) 1.321± 0.015 0.1792± 0.0055 0.1814± 0.0056

Table 7.6: Event yields in the tt depleted sample, summed over all epochs and lepton
channels.

2j-pretag ST DT
data 23351 727 213
all bkg 23289± 30 674.8± 3.7 200.0± 1.8
Multijet 930± 13 30.6± 2.7 7.3± 1.4
Zjj 17891± 26 54.9± 1.7 2.35± 0.35
Zbb̄ 1247.8± 2.7 353.9± 1.4 133.85± 0.78
Zcc̄ 2701.5± 5.2 195.7± 1.3 30.04± 0.50
ZZ 236.43± 0.85 19.61± 0.28 16.33± 0.25
WZ 235.9± 1.2 10.03± 0.23 0.848± 0.083
WW 6.07± 0.27 0.354± 0.077 0.025± 0.014
tt̄ 40.64± 0.54 9.75± 0.25 9.31± 0.21
ZH(125) 8.497± 0.034 2.311± 0.019 2.710± 0.019
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performance (for both the tt RF and the global RF), and the remaining 50% of the

events (the evaluation sample) are used in the statistical analysis to produce control

plots and extract limits. The evaluation sample is independent of both the training

and testing samples and the training/optimization bias will be minimized.

Table 7.7 shows the input variables used for the RF training, and distributions of

a few selected input variables are shown in Fig. 7.3-7.4 for ST and DT events.
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Figure 7.3: Distribution in ST events (summed over all lepton channels and epochs)
of (a) the dijet mass from the kinematic fit, (b) the pT of the leading jet from the
kinematic fit, (c) − lnLfit from the kinematic fit, and (d) the pT of the dilepton
system.

7.2.1 The tt RF

Taking theMH = 125 GeV case as an example, the tt RF output from the training

and testing samples are compared in Fig. 7.5. These plots, as well as those in Fig.

7.7 and 7.9, are the only RF output plots presented using the training (25%) and
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Figure 7.4: Distribution in DT events (summed over all lepton channels and epochs)
of (a) the dijet mass from the kinematic fit (b) the pT of the leading jet from the
kinematic fit, (c) − lnLfit from the kinematic fit, and (d) the pT of the dilepton
system.
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testing (25%) samples. All other plots use the independent evaluation sample (50%).

The distributions of the tt RF output (MH = 125 GeV) for the evaluation sample are

shown in Fig. 7.6.
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Figure 7.5: The tt RF output of the testing and training samples (mH = 125 GeV)
for all lepton channels combined: (a) DT and (b) ST.
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Figure 7.6: The tt RF output (mH = 125 GeV) for all lepton channels combined (a)
DT and (b) ST.

The tt enriched sample consisted of events with tt RF < 0.5; and the tt depleted

sample with tt RF > 0.5. This cut is chosen by optimizing the signal over background

ratio, considering all Higgs mass points from 90 to 150 GeV.
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7.2.2 The Global RF

Comparisons of the global RF (MH = 125 GeV) from the training and testing

samples are shown in Fig. 7.7. The global RF distribution of the evaluation sample

for a Higgs mass of 125 GeV in the tt enriched and depleted regions are shown in

Figure 7.8. Figure 7.9 shows the comparision of the global RF distributions between

the evaluation sample and the sum of the testing and training samples, which has

demonstrated that there is no bias introduced by using the same samples to train the

tt RF and the global RF.
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Figure 7.7: The final discriminant output of the testing and training samples (mH =
125 GeV) for all lepton channels combined: (a) DT and (b) ST. Here the tt enriched
and depleted regions are added together.

7.3 Systematic Uncertainties

The impact of systematic uncertainties on the predicted global RF distributions is

quantified for the signal and each background source. Unless otherwise stated, each

source of systematic uncertainty is considered to be 100% correlated for each process

across all samples.
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Figure 7.8: The final discriminant output (mH = 125 GeV) for all lepton channels
combined (a) DT and (b) ST final discriminant output in the tt depleted region; (c)
DT and (d) ST final discriminant output in the tt enriched region.
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Figure 7.9: The final discriminant output of evaluation sample and the sum of testing
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DT events in the tt depleted region; (top right) DT events in the tt enriched region;
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7.3.1 Normalization and Cross-Section Uncertainties

The uncertainties due to the normalization and production cross-sections are so-

called flat systematics which scale all affected events and the corresponding RF dis-

tributions by a constant factor. All flat systematic uncertainties are summarized in

Tab. 7.8.

Table 7.8: Systematic uncertainties that are common across all samples. Systematic
uncertainties for ZH production shown in this table are obtained forMH = 125 GeV.
Relative uncertainties are given in percentage. When two numbers are given, the first
is for Run 2B and the second is for Run 2A.

Relative uncertainties (%)
Contribution ZH Multijet Z+LF Z + bb̄ Z + cc̄ Dibosons tt
Multijet Normalization – 10 – – – – –
k2Z – – 0.7 / 1.8 0.7 / 1.8 0.7 / 1.8 – –
σCOR
ε 1.6 / 6.9 – – – – 1.6 / 6.9 1.6 / 6.9
σi,IND
ε 5 / 3 – 5 / 3 5 / 3 5 / 3 5 / 3 5 / 3

Cross Sections 6 – – 20 20 7 10
Run 2A Normalization - / 9 – – – – - / 9 - / 9
PDFs 0.6 – 1.0 2.4 1.1 0.7 5.9

In this analysis, no dedicated uncertainties are assigned for the integrated lumi-

nosity and the lepton identification efficiencies, because they are absorbed by the

uncertainties on the normalization procedure. The determination of the normaliza-

tion constants (αij, kiε and k
j
Z , where i stands for each channel and j stands for jet

multiplicity bin) is described in Sect. 6.5, and the results quoted in Tab. 6.4 and

6.5 show statistical uncertainties only. Systematic uncertainties for the normalization

procedure are evaluated in the following way:

• The uncertainties on the normalization of the multijet background (αij) are

determined from the statistical uncertainties on the fit, typically around 10%.

They are uncorrelated across channels but are correlated within each channel

(i.e., between the ST/DT samples, and between the tt depleted and enriched

regions).
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• σCOR
ε – uncertainty from the lepton efficiency factor kiε. In the normalization

procedure, kiε is determined using zero-jets events, which are dominated by

the Z/γ∗ background. That means the normalization of the tt, diboson, and

ZH samples will be effected by the inclusive Z boson cross section. In the

"standard" normalization procedure, the k0
Z is fixed to 1.0 as we assume the

inclusive Z/γ∗+jets cross section is known exactly. If k0
Z is allowed to vary

according to the uncertainty on the inclusive Z cross section (6%), then it gives

rise to an uncertainty on the value of kiε. This is correlated across all channels.

• k2
Z uncertainty – the statistical uncertainty on the k2

Z from the combined fit,

which is correlated across all channels.

• σi,IND
ε – the RMS of the discrepancies in k2

Z between the value obtained from

the combined normalization and the value obtained from the fit in each channel

(see Tab. A.6 and A.12). This uncertainty is taken to be uncorrelated across

channels.

• In the combined fit (see Eqn. 6.9), it is implicitly assumed that kjZ are the cross

section scale factors for the Z/γ∗+jets production, so they are expected to be

independent of data-taking periods. However, it is observed that the Z/γ∗+2j

cross section factors k2
Z obtained from Run 2A and Run 2B epoch (see Tab. 6.4

and 6.5) are inconsistent with each other. Because the Run 2B data is itself

divided into several data-taking epochs that have mutually consistent values

of k2
Z , it is concluded that this is a discrepancy associated with Run 2A data

only. So combined normalizations are performed separately for Run 2A and

Run 2B epoch; and an systematic, r(A/B) = 9%, large enough to cover the

discrepancy in k2
Z is only applied to Run 2A MC samples.

The remaining uncertainties from cross-sections (with corrections described in

Sect. 6.4.7) are applied to the corresponding MC samples. For the diboson and
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Z + HF backgrounds, the cross section uncertainties are taken to be 7% [84] and

20% [84], respectively. The cross section uncertainties for the tt background and the

signal are 10% [85] and 6% [86], respectively.

A PDF uncertainty, which is actually an uncertainty on the acceptance× efficiency

due to PDF, is estimated by calculating the change in event yields for each of the

twenty PDF eigenvectors in CTEQ6M. These twenty uncertainties are then added in

quadrature to produce a single flat uncertainty. The difference in the absolute cross

section has been removed from this change in event yields. This procedure is repeated

independently for each of the the following categories: signal (taking the uncertainty

from the Higgs mass point with the largest change), Z/γ∗+LF , Z/γ∗+cc, Z/γ∗+bb,

diboson and tt. They are treated as correlated across all channels and all samples.

7.3.2 Systematics Changing the Shape of global RF distribution

Sources of systematic uncertainty affecting the shapes of the final discriminant

distributions are the jet reconstruction uncertainties (which will effect the number

of events in the signal region) and other sources that will effect event weights. Any

corrections applied to MC samples would be a source of uncertainty effecting event

weights. For the corrections integrated in the DØ offline analysis framework, their

uncertainties are provided by the ID group with corresponding packages. For those

corrections developed specifically in the ZH analysis, the covariance matrix of all

model parameters is propagated to the error of the event weights, and the event

weights are varied by ±1σ. In some cases, this method is not possible or may not

adequately account for systematic uncertainties, then the event weights are adjusted

by the recommended uncertainty for the correction. The magnitude of these "shape"

systematic uncertainties are summarized in Tab. 7.9 - 7.10, the average per bin (of

the global RF distribution) change in the predicted number of events for each sample

and each shape dependent systematics is displayed.
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Table 7.9: Systematic uncertainties on ST events in the tt depleted and enriched
regions. Systematic uncertainties for ZH shown in this table are obtained for MH =
125 GeV. Relative uncertainties are given in percentage. As these uncertainties change
the shape of the global RF distributions, the numbers are referring to average per-bin
changes. If a range is given in the table, it means the uncertainty varies channel by
channel and we only list the range.

Relative uncertainties (%) in the tt depleted region for ST events

Contribution ZH Multijet Z+LF Z + bb̄ Z + cc̄ Dibosons tt

Jet Energy Scale 0.6 – 3.1 2.3 2.3 4.8 0.3
Jet Energy Resolution 0.7 – 2.7 1.3 1.6 1.0 1.1
Jet ID 0.6 – 1.5 0.0 0.5 0.7 0.7
Jet Taggability 2.0 – 1.9 1.7 1.7 1.8 2.2
Heavy Flavor Tagging Efficiency 0.5 – – 1.6 3.9 – 0.7
Light Flavor Tagging Efficiency – – 68 – – 2.9 –
Trigger 0.4-2 – 0.03-2 0.2-2 0.2-2 0.2-2 0.5-2
ZpT Model – – 1.6 1.7 1.5 – –
Z+jets Jet Angles – – 1.7 1.7 1.7 – –
Alpgen MLM – – 0.2 – – – –
Alpgen Scale – – 0.3 0.5 0.5 – –
Underlying Event – – 0.4 0.4 0.4 – –

Relative uncertainties (%) in the tt enriched region for ST events

Contribution ZH Multijet Z+LF Z + bb̄ Z + cc̄ Dibosons tt

Jet Energy Scale 7.5 – 4.6 1.7 3.9 11 2.5
Jet Energy Resolution 0.2 – 4.5 0.7 3.1 3.9 0.7
Jet ID 1.2 – 2.1 1.0 1.2 0.9 0.7
Jet Taggability 2.1 – 7.3 2.7 3.0 2.0 3.2
Heavy Flavor Tagging Efficiency 0.5 – – 1.3 4.8 – 0.8
Light Flavor Tagging Efficiency – – 73 – – 4.1 –
Trigger 1-4 – 1-4 0.7-4 0.7-4 1-8 1-8
ZpT Model – – 3.3 1.5 1.4 – –
Z+jets Jet Angles – – 1.7 2.3 2.7 – –
Alpgen MLM – – 0.4 – – – –
Alpgen Scale – – 0.7 0.7 0.7 – –
Underlying Event – – 0.9 1.1 1.1 – –
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Table 7.10: Systematic uncertainties on DT events in the tt depleted and enriched
regions. Systematic uncertainties for ZH shown in this table are obtained for MH =
125 GeV. Relative uncertainties are given in percentage. As these uncertainties change
the shape of the global RF distributions, the numbers are referring to average per-bin
changes. If a range is given in the table, it means the uncertainty varies channel by
channel and we only list the range.

ZH → ``bb Relative uncertainties (%) in the tt depleted region for DT events

Contribution ZH Multijet Z+LF Z + bb̄ Z + cc̄ Dibosons tt

Jet Energy Scale 0.5 – 4.6 3.0 1.3 4.5 1.4
Jet Energy Resolution 0.4 – 7.0 1.8 2.9 0.9 0.9
Jet ID 0.6 – 7.9 0.3 0.5 0.5 0.5
Jet Taggability 1.7 – 7.0 1.5 1.5 3.0 1.7
Heavy Flavor Tagging Efficiency 4.4 – – 5.0 5.6 – 3.8
Light Flavor Tagging Efficiency – – 75 – – 4.7 –
Trigger 0.4-2 – 0.6-6 0.3-2 0.3-3 0.4-2 0.6-5
ZpT Model – – 2.9 1.4 1.9 – –
Z+jets Jet Angles – – 1.9 3.5 3.8 – –
Alpgen MLM – – 0.2 – – – –
Alpgen Scale – – 0.4 0.5 0.5 – –
Underlying Event – – 0.5 0.4 0.4 – –

ZH → ``bb Relative uncertainties (%) in the tt enriched region for DT events

Contribution ZH Multijet Z+LF Z + bb̄ Z + cc̄ Dibosons tt

Jet Energy Scale 6.6 – 0.8 1.6 2.2 5.9 1.5
Jet Energy Resolution 1.4 – 267 1.4 2.1 4.0 0.4
Jet ID 0.9 – 0.6 0.5 3.6 2.8 0.6
Jet Taggability 2.0 – 0.9 1.6 1.9 3.1 2.1
Heavy Flavor Tagging Efficiency 4.0 – – 5.1 6.6 – 4.2
Light Flavor Tagging Efficiency – – 72 – – – –
Trigger 1-3 – 1-3 0.6-3 0.7-4 0.7-4 1-3
ZpT Model – – 1.8 1.4 1.5 – –
Z+jets Jet Angles – – 1.4 3.7 2.3 – –
Alpgen MLM – – 0.5 – – – –
Alpgen Scale – – 0.8 0.5 0.4 – –
Underlying Event – – 0.9 0.7 0.5 – –
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More details about the shape-related uncertainites are as follows:

• The uncertainties related to jet reconstruction. In addition to the nominal

reconstruction, jets are also reconstructed using values fluctuated at ±1σ for

Jet Energy Scale (JES) and Jet Energy Resolution (RES) and −1σ for jet-

ID efficiency to produce five systematic ntuples in addition to the nominal

ntuples for each channel. The systematic ntuples are normalized using the same

procedure as the nominal ntuples. The MVA trained on the nominal ntuple is

then applied (without retraining) to these systematic ntuples.

• The scale factors for the joint vertex confirmation and taggability requirement

are implemented through the use of event weights. Therefore the corresponding

systematic uncertainties are now treated through event weights as well.

• The uncertainty of the Z/γ∗+jets jet reweighting (described in Sect. 6.4.14) is

varied by 1/2 of the correction.

• Three shape dependent systematics are considered for the Alpgen+Pythiamod-

eling of V+Jets production. The Alpgen reweighting performed to correct the

Mjj distribution is applied at ±1σ from the χ2 fit for the best MLM matching

point (AlpMLM). The factorization and renormalization parameters in Alp-

gen+Pythia are applied at one-half and twice of the nominal value (AlpScale).

Additionally, we apply a systematic uncertainty for the underlying event model

in Alpgen+Pythia [74]. The uncertainties are varied independently and applied

event-by-event.
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CHAPTER VIII

Limit On the Higgs Production Cross Section

As seen from the previous chapter, no excess of data over the predicted background

is observed. An upper limit on the ZH production cross section times the branching

ratio (of H→bb) is set. In Sect. 8.1, a modified frequentist statistical technique

used in this analysis for setting the limit is described. To validate the Higgs search

procedure, the cross section for the di-boson production is measured in the same final

state and the result is presented in Sect. 8.2. The Higgs search result of ZH→`+`−bb

at DØ is presented in Sect. 8.3.

8.1 Modified frequentist method

In high energy physics, the number of occurrences of a new particle usually follows

a Poisson distribution, which is the probability distribution of the number of occur-

rences of an event that happens rarely (small cross section and acceptance) but has

very many opportunities (large integrated luminosity) to happen. The probability of

observing d events in the data, given p events predicted is:

P (d|p) =
pde−p

d!
=

Nbins∏
i

pdii e
−pi

di!
(8.1)
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The second part of Eqn. 8.1 means if multiple independent bins (for example, global

RF distributions of all channels) are considered, the total probability is just the

product of all probabilities from each individual bin. For the signal-plus-background

hypothesis (Hs+b), pi = si+ bi, where si and bi denote for predicted numbers of signal

events and background events, respectively. For the background-only hypothesis (Hb),

pi = bi. As discussed in Sect. 7.3, the values of si and bi depend on a set of parameters

θ (nuisance parameters) which have non-zero uncertainties. Thus the probability of

observing d events under hypothesis H could be analytically expressed as:

P (d|H) =

∫
P (d|H, θ)dθ =

∫
P (d|p(H, θ))π(θ)dθ (8.2)

where π(θ) is the probability density function for a nuisance parameter which typically

has a Gaussian distribution:

π(θ) =
∏
k

1

σk
√

2π
e
− (θk−θ

0
k)

2

2σ2
k (8.3)

Given number of observed data, a set of nuisance parameters that best fit to the data

observation within the constraints of their uncertainties can be determined. This fit

is performed by minimizing the following χ2 function:

χ2(H, θ) = −2 ln(P (d|H, θ)) = −2 ln[
Nbins∏
i

p
di
i e

−pi

di!

∏
k

1
σk
√

2π
e
− (θk−θ

0
k)

2

2σ2
k ]

≈ 2
Nbins∑
i

[pi(H, θ)− di − di ln(pi(H,θ)
di

)] +
∑
k

(Rk(H)2)

(8.4)

where Rk = (θk − θ0
k)/σk and an approximation ln(di!) ≈ diln(di) − di (which is

valid for moderately high values) has been used. Assuming θ̂b (θ̂s+b) is the set of

nuisance parameters that minimize Eqn. 8.4 for Hb (Hs+b), and p̂i(Hb) (p̂i(Hs+b)) is

the associated prediction, a test statistic – profile log-likelihood ratio (LLR) is defined
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as

LLR = −2ln(P (d|Hs+b,θ̂s+b)
P (d|Hb,θ̂b)

)

= χ2(Hs+b, θ̂s+b)− χ2(Hb, θ̂b)

= 2
Nbins∑
i

[p̂i(Hs+b)− p̂i(Hb)− diln( p̂i(Hs+b)
p̂i(Hb)

)] +
∑
k

(R̂k(Hs+b)
2 − R̂k(Hb)

2)

(8.5)

In the representation of LLR, probability density functions of Hb and Hs+b hy-

potheses could be generated numerically using large numbers of pseudo-experiments

as described in the following procedure:

• randomly sample nuisance parameters from their Gaussian distributions, and

obtain the expected number of signal events (si) and background events (bi);

• generate pseudo-data :

dHbi : randomly sample a Poisson distribution with a mean value of pi(Hb) = bi

d
Hs+b
i : randomly sample a Poisson distribution with a mean value of pi(Hs+b) =

si + bi;

• obtain the Hb hypothesis LLR value of this pseudo-experiment: p̂i(Hb) and

R̂k(Hb) are obtained by fitting bi to dHbi (by minimizing the χ2 function defined

in Eqn. 8.4); p̂i(Hs+b) and R̂k(Hs+b) are obtained by fitting (si + bi) to dHbi ;

then LLR(Hb) is calculated as Eqn. 8.5 with replacing di by dHbi ;

• the LLR(Hs+b) value is obtained similarly, but replacing dHbi with dHs+bi every-

where in the Hb case.

The observed LLR value is obtained by fitting the predict events number of Hb and

Hs+b hypotheses to dobsi , and then replacing di by dobsi in Eqn. 8.5. Figure 8.1 can

be referred as an example for the LLR distribution of the Hb hypothesis (blue line)

and the Hs+b hypothesis (red line), and the observed LLR value from the data (black

line). By construction, the peak of LLR(Hb) distribution is always at the positive

115



side, the peak of LLR(Hs+b) distribution is always at the negative side. Minimal

overlap between LLR(Hb) and LLR(Hs+b) distributions indicate high sensitivity to

the search for the signal process. The value of LLRobs relative to LLR(Hb) and

LLR(Hs+b) distributions indicates whether the data appears to be more signal-like or

background-like.
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Figure 8.1: LLR distributions obtained from B (blue) and S + B (red) pseudo-
experiments, using the RF output as the final variable, for the V Z search. The
vertical black line indicates the LLR obtained from the Run 2 data.

The confidence level of a certain hypothesis can be calculated as the probability

for that hypothesis to produce an outcome more background-like than that observed

in the data:

CLH = PH(LLRH > LLRobs) =

∞∫
LLRobs

∂PH
∂χ

dχ (8.6)

A traditional Frequentist hypothesis test relies solely on the value CLS+B to evaluate

exclusion limits for model parameters. However, large downward fluctuations in the

data or poor background modeling can generate exclusions that may not be repro-

ducible with larger statistics or a modified background modeling. To protect against
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this pathology, a modified Frequentist statistic is defined as:

CLS =
CLS+B

CLB
(8.7)

To exclude the signal model at a level of CLexls , it is required to have CLs < 1−CLexls .

For example the signal hypothesis is excluded at 95% confidence level if CLs < 5%.

8.1.1 Configuration of COLLIE package

In this analysis, the COLLIE (COnfidence Level LImit Evaluator) package [87] is

used to perform the pseudo-experiments, construct confidence levels and evaluate

exclusion limits. Some of configuration parameters for the COLLIE package are listed

below.

The COLLIE generateBinMap algorithm is used to determine the binning used

in the statistical analysis, starting from histograms with 1200 bins each. A target

number of bins per histogram (summarized in Tab. 8.1 is set, the algorithm starts

from the right of the distribution (i.e. the high S/B region) and merges bins until

constraints on the signal and background content in that bin are satisfied. These

constraints are summarized in Tab. 8.2. Once the constraints are satisfied, the

merged bin is defined and the procedure is repeated with the remaining bins. In the

first 20% of bins, no other constraints are applied. In the next 40% of the bins, the

algorithm additionally requires that the signal plus background content grows linearly

with the bin. Subsequently, the algorithm will choose either a linear or quadratically

increasing bin content, depending on the number of events remaining.

Table 8.1: Target number of bins per b-tag sample for the COLLIE generateBinMap
algorithm.

Region µµ µµTRK CCCC CCEC eeICR

tt depleted 40 20 40 40 20
tt enriched 20 10 20 20 10
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Table 8.2: Constraints on signal and background bin content used by the COLLIE
generateBinMap algorithm.

Value Description
≥ 0.10 Total signal plus background yield
≥ 10−4 Total background yield
≤ 20% Fractional statistical uncertainty on the signal plus background yield
≤ 25% Fractional statistical uncertainty on the background yield

8.2 Results for Diboson Production

To validate the search procedure, a measurement of diboson (V Z) production

cross section is performed in the `+`−jj final states. Signal events are coming from

ZZ → `+`−bb (or cc) and WZ →cs`+`− processes. The same event selection and

analysis techniques (such as rewieghting to MC samples, normalization, kinematic

fit, MVA and statistical analysis methods) as for the ZH search are used for this

V Z cross section measurement. The diboson signal is comprised of 66% (93%) ZZ

production and 34% (7%) WZ production in the ST (DT) sample. The WW process

is considered to be a background. New RFs are trained to distinguish theWZ and ZZ

events from other SM processes. The MC samples, RF configuration and list of input

variables used for the diboson search are identical to the ones used in the ZH search.

Figure 8.2 and 8.3 show the global RF and post-kinematic fit dijet mass distributions

after the likelihood fit, separately for ST and DT events in the tt-depleted region.

Figure 8.1 compares the LLR value observed in the data to distributions obtained

from B and S+B pseudo-experiments. The V Z cross section (σV Z), in units of the SM

value, is obtained by maximizing LS+B with respect to the nuisance parameters and

a signal scale factor f , keeping the ratio of the ZZ andWZ cross sections fixed to the

SM prediction. It is found that f = 0.8± 0.6, which translates to σV Z = 3.5± 2.5 pb.

Figure 8.4 compares this measurement to the SM cross section, and to the distribution

of results obtained from B and S+B pseudo-experiments. The probability (p-value)

that the B hypothesis results in a cross section greater than the measurement from
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the data is 0.071, equivalent to 1.5 s.d.. The expected p-value is 0.032, corresponding

to 1.9 s.d.
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Figure 8.2: RF output distributions for the V Z search after the fit to the data
in the S + B hypothesis in (a) ST and (b) DT events. Distributions are summed
over all four Z → `` channels. The V Z signal distribution (solid red), scaled to the
measured V Z cross section, is compared to the data after subtraction of the fitted
background (points) in (c) ST and (d) DT events. Also shown is the uncertainty on
the background (blue lines) after the fit.

8.3 Limit on Higgs production cross section

An upper limit of the ZH→`+`−bb cross section is set in units of the SM value for

each Higgs mass. The histograms of the global RF output for the ST and DT samples

in the tt depleted and enriched regions of each channel are the inputs to the limit

setting program. For an individual lepton channel, the global RF distributions of

different epochs are summed over. These give a total of 20 input channels (5 channels

× 2 post-tag bins × 2 regions) to the COLLIE package. The use of separate channels
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Figure 8.3: Dijet invariant mass distributions (after the kinematic fit) for the V Z
search after the fit to the data in the S +B hypothesis in (a) ST and (b) DT events.
Distributions are summed over all four Z → `` channels. The V Z signal distribution
(solid red), scaled to the measured cross section, is compared to the data after sub-
traction of the fitted background (points) in (c) ST and (d) DT events. Also shown
is the uncertainty on the background (blue lines) after the S +B fit.
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Figure 8.4: Distribution (solid histograms) of V Z cross sections obtained from B
(blue) and S+B (red) pseudo-experiments The observed cross section from the data
(vertical solid line) and the SM cross section (vertical dotted line) are also shown.

and regions takes advantage of the sensitivity from the signal-rich subsamples and

allows for a better background modeling based on the signal-poor subsamples. The

limits for the µµ channel in shown in Tab. 8.3 and Fig. 8.5. The results from other

lepton channels are listed in Appendix B. Figure 8.6 and 8.7 show the global RF

distributions (MH = 125 GeV) after the fit of the nuisance parameters to the data

in the background-only hypothesis, summed over all lepton channels, and the data

after subtraction of the background in tt depleted and enriched region. The limits for

the combination of all channels are shown in Tab. 8.4. Plots of the LLR and limits

are shown in Fig. 8.8. For MH = 125 GeV, the observed (expected) upper limit on

the ZH production cross section × branching ratio for H→bb is 7.1 (5.1) × the SM

value.
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Figure 8.5: The (a) Log-Likelihood Ratio and (b) ZH production cross-section limits
determined using the the CLFit2 method of the COLLIE package, in the µµ channel.

Table 8.3: The expected and observed limits on the SM Higgs production cross sec-
tions in the µµ channel.

MH [GeV] 90 95 100 105 110 115 120 125 130 135 140 145 150
µµ Channel

Expected 4.0 4.1 4.2 4.6 5.1 5.7 6.7 8.0 11 14 20 29 45
Observed 2.4 3.0 3.3 3.5 3.9 4.1 4.8 5.3 8.9 13 18 28 59
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Figure 8.6: Global RF output distributions in the tt-depleted region, assumingMH =
125 GeV, after the fit to the data in the background-only hypothesis in (a) ST events
and (b) DT events. Background-subtracted distributions for (a) and (b) are shown
in (c) and (d), respectively. Signal distributions, for MH = 125 GeV, are shown with
the SM cross section scaled to 5 × SM prediction in (c) and (d).

Table 8.4: The expected and observed limits on the SM Higgs production cross sec-
tions in the ZH→``bb̄ search.

MH [GeV] 90 95 100 105 110 115 120 125 130 135 140 145 150
Expected 2.6 2.7 2.8 3.0 3.4 3.7 4.3 5.1 6.6 8.7 12 18 29
Observed 1.8 2.3 2.2 3.0 3.7 4.3 6.2 7.1 12 16 19 31 53
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Figure 8.7: Global RF output distributions in the tt-enriched region, assumingMH =
125 GeV, after the fit to the data in the background-only hypothesis for (a) ST events
and (b) DT events. Background-subtracted distributions for (a) and (b) are shown
in (c) and (d), respectively. Signal distributions„ for MH = 125 GeV, are shown with
the SM cross section scaled to 50 × SM prediction in (c) and (d).
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Figure 8.8: The (a) Log-Likelihood Ratio and (b) ZH production cross-section limits
for all ``bb channels combined, using the CLFit2 method of the COLLIE package.
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CHAPTER IX

Evidence for H → bb̄ at the Tevatron

In the summer of 2013, Tevatron experiments published the final results of SM

Higgs boson searches in pp collisions at
√
s = 1.96 TeV using the full 10 fb−1 Run 2

data [88]. We combined searches by the CDF and DØ collaborations for the SM

Higgs boson with mass in the range 90 - 200 GeV produced in the gluon-gluon fusion,

WH, ZH, tt̄H, and vector boson fusion processes, and decaying in the H → bb̄,

H → W+W−, H → ZZ, H → τ+τ−, and H → γγ modes. A summary of all analysis

channels of DØ and CDF are shown in Tab. 9.1 and 9.2, respectively. The number

of contributing channels is large, and several different kinds of discriminating vari-

ables are used. For robust comparison, we display the data from all the subchannels

together, aggregating bins (of final discriminating variable of each subchannel) with

similar signal-to-background ratios (s/b) from all contributing subchannels. This rep-

resentation of the data is not used to compute the final results, since the distribution

indiscriminately sums unrelated backgrounds which are fit separately. It does, how-

ever, provide a guide to how much individual events contribute to the results and how

well the signal is separated from backgrounds in the combined search. The resulting

distribution of log10(s/b) is shown for MH = 125 GeV in Fig. 9.1, demonstrating

agreement with background over 5 orders of magnitude.

Figure. 9.2 displays the LLR distributions for the combined analyses as function of
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Table 9.1: Luminosities, explored mass ranges, and references for the different pro-
cesses and final states for DØ analyses. The generic labels “1×,” “2×,” “3×,” and
“4×,” refer to separations based on lepton, photon, or background characterization
categories. The analyses are grouped in four categories, corresponding to the Higgs
boson decay mode to which the analysis is most sensitive: H → bb̄, H → W+W−,
H → τ+τ−, and H → γγ.

Luminosity MH range
Channel (fb−1) (GeV) Reference
WH → `νbb̄ 2-jet channels 2 × (4b-tag categories)

H → bb̄

9.7 90 - 150 [90] [91]
WH → `νbb̄ 3-jet channels 2 × (4b-tag categories) 9.7 90 - 150 [90] [91]
ZH → νν̄bb̄ (2b-tag categories) 9.5 100 - 150 [89]
ZH → `+`−bb 2 × (2b-tag) × (5 lepton categories) 9.7 90 - 150 [1] [2]
H →W+W− → `±ν`∓ν 2 × (0jets, 1jets, ≥2jets)

H →W+W−

9.7 115 - 200 [92]
H +X →W+W− → µ±ντ∓hadν (3τ categories) 7.3 115 - 200 [93]
H →W+W− → `ν̄jj 2 × (2b-tag categories) × (2jets, 3jets) 9.7 100 -200 [91]
V H → e±µ± +X 9.7 100 -200 [94]
V H → ```+X (µµe, 3× eµµ) 9.7 100 - 200 [94]
V H → `ν̄jjjj 2 × (≥4jets) 9.7 100 - 200 [91]
V H → τhadτhadµ+X (3τ categories)

H → τ+τ−
8.6 100 - 150 [94]

H +X → `±τ∓jj 2 × (3τ categories) 9.7 105 - 150 [95]
H → γγ (4 categories) H → γγ 9.6 100 - 150 [96]

Table 9.2: Luminosities, explored mass ranges, and references for the different pro-
cesses and final states for CDF analyses. The generic labels “1×,” “2×,” “3×,” and
“4×,” refer to separaions based on lepton or photon categories. The analyses are
grouped in four categories, corresponding to the Higgs boson decay mode to which
the analysis is most sensitive: H → bb̄, H → W+W−, H → τ+τ−, H → ZZ, and
H → γγ.

Luminosity MH range
Channel (fb−1) (GeV) Reference
WH → `νbb̄ 2-jet channels 4 × (5b-tag categories)

H → bb̄

9.45 90 - 150 [97]
WH → `νbb̄ 3-jet channels 3 × (2b-tag categories) 9.45 90 - 150 [97]
ZH → νν̄bb̄ (3b-tag categories) 9.45 90 - 150 [98]
ZH → `+`−bb 2-jet channels 2 × (4b-tag categories) 9.45 90 - 150 [99]
ZH → `+`−bb 3-jet channels 2 × (4b-tag categories) 9.45 90 - 150 [99]
WH + ZH → jjbb̄ (2b-tag categories) 9.45 100 - 150 [100]
tt̄H →W+bW−b̄bb̄ (4jets, 5jets, ≥6jets) × (5b-tag categories) 9.45 100 - 150 [101]
H →W+W− 2 × (0jets + 1jets) + ≥2jets + (low-mll)

H →W+W−

9.7 110 - 200 [102]
H →W+W− (e− τhad) + (µ− τhad) 9.7 130 - 200 [102]
WH →WW+W− (same-sign leptons) + (trileptons) 9.7 110 - 200 [102]
WH →WW+W− (trileptons with 1τhad) 9.7 130 - 200 [102]
ZH → ZW+W− (trileptons with 1jet, ≥2jets) 9.7 110 - 200 [102]
H → τhad (1jet) + (≥2jets) H → τ+τ− 6.0 100 - 150 [103]
H → γγ (0jet) + (≥1jets) + 3 × (all jets) H → γγ 10.0 100 - 150 [104]
H → ZZ (four leptons) H → ZZ 9.7 120 - 200 [104]
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Figure 9.1: Distribution of (a) log10(s/b) and (b) background-subtraction, for the
data from all contributing Higgs boson search channels from CDF and DØ, forMH =
125 GeV.

MH . The data are consistent with the background-only hypothesis at masses smaller

than ≈ 110 GeV and above approximately 145 GeV. A slight excess is seen above

approximately 195 GeV, where our ability to separate the two hypotheses is limited.

For MH from 115 to 140 GeV, an excess above 2 s.d. in the data with respect to the

SM background expectation has an amplitude consistent with the expectation for a

SM Higgs boson. Additionally, the LLR curve under the hypothesis that a SM Higgs

boson is present with MH = 125 GeV is shown. This signal-injected-LLR curve has

a similar shape to the observed one.

The significance of the excess in the data over the background prediction is com-

puted at each hypothesized Higgs boson mass by calculating the local p-value under

the background-only hypothesis. The p-values express the probability to obtain the

data observation or larger, assuming a signal is absent. These p-values are shown

in Fig. 9.3, in which the expected p-value assuming the SM Higgs boson is present

with MH = 125 GeV for signal strength of 1.0 and 1.5 times the SM prediction are

also shown. The median expected excess at MH = 125 GeV corresponds to 1.9 s.d.

assuming the SM Higgs boson is present at that mass. The observed local significance
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at MH = 125 GeV corresponds to 3.0 s.d.. The maximum observed local significance

is atMH = 120 GeV and corresponds to 3.1 s.d.. The width of the dip in the observed

p-values from 115 - 140 GeV is consistent with the resolution of the combination of

the H → bb̄ and H → W+W− channels, as illustrated by the injected signal curves

in the same figure. Figure. 9.4 shows the best-fit value of σ× Branching Ratio for

MH = 125 GeV, for the full combination of all channels and the combinations of

channels focusing on the H → bb̄, H → W+W−, H → τ+τ−, and H → γγ decay

modes are shown in Fig. 9.4. The combined best-fit value is 1.44+0.59
−0.56 times the SM

predication.
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Figure 9.2: The log-likelihood ratio LLR as a function of Higgs boson mass for all
of CDF and DØ’s SM Higgs boson searches in all decay modes combined. The solid
line shows the observed LLR values, the dark long-dashed line shows the median
expectation assuming no Higgs boson signal is present, and the dark- and light-
shaded bands correspond, respectively, to the regions encompassing one and two s.d.
fluctuations around the background-only expectation. The red long-dashed line shows
the median expectation assuming a SM Higgs boson signal is present at each value of
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Figure 9.3: The solid black line shows the background p-value as a function of MH

for all of CDF and DØ’s SM Higgs boson searches in all decay modes combined.
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CHAPTER X

Conclusion

In summary, we have searched for the SM Higgs production in association with a

Z boson in the final state of two charged leptons (electrons or muons) and two b-quark

jets using a 9.7 fb−1 data set of pp̄ collisions at
√
s = 1.96 TeV. We employed several

sophisticated techniques in this analysis, such as the kinematic fit to improve the di-

jet invariant mass resolution, and a multi-steps random forest discriminant to enhance

the signal-background separation. To validate the methods used in this analysis, we

have measured the cross section of V Z production in the same final state, which is

measured to be a factor of 0.8 ± 0.6 times the SM prediction, with a significance of

1.5 s.d. In this single channel, no significant excess over background expectation was

observed in the data. We have set an upper limit on the ZH production cross section

times branching ratio for different Higgs masses. The observed (expected) limit for

MH = 125 GeV is 7.1 (5.1) times the SM expectation.

After ten years of excellent performance for the Tevatron collider and the DØ and

CDF detectors, the two collaborations combined their final results on the SM Higgs

boson search. An excess of signal-like events in the low mass range 115 < MH <

140 GeV is observed, compatible with the experimental resolution. Its combined

significance is 3.0 s.d. for MH = 125 GeV, with a median expected significance of

1.9 s.d. assuming the SM Higgs boson is present at this mass. The best-fit signal
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strength is 1.44+0.59
−0.56 times the SM expectation. This result provides the first evidence

for a low mass Higgs boson decaying to its dominant decay channel (H → bb̄).

The ATLAS and CMS experiments announced the discovery of a new boson with a

mass around 125 GeV. Strong evidence shows that the discovered boson has spin J=0

and parity P+, which is consistent with the SM prediction. The measured production

cross section times branching ratio in H → γγ, H → ZZ∗, H → WW ∗ and H → ττ

decay modes are consistent with the expectations for the SM Higgs boson. Due to

large SM backgrounds, there are no strong evidence for the new boson decaying into

the bb̄ final state at the LHC yet.

The existence of a new resonance near 125 GeV is now established beyond rea-

sonable doubt. There are still many open questions about this resonance: Is it the

Standard Model Higgs boson? Is it the only Higgs boson and can we find its cousins?

Is it fully responsible for the unitarization of the EWSB in the whole energy regime?

If not, what kind of new physics can we have? All of those questions need to be

answered by various precision measurements on the properties of this new boson, as

well as searches for physics beyond the SM, in the coming LHC runs.
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APPENDIX A

Internal Consistency of the Normalization

Table A.1: Comparison of kiε values obtained from the combined normalization fit for
Run 2A data to values obtained when repeating the fit independently in each channel.
Also shown are the uncertainties from the independent fit, differences in percent, and
the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2a) 1.032 0.005 1.031 0.1% 0.2
CC-EC (Run 2a) 1.011 0.006 1.013 -0.2% -0.4
eeICR (Run 2a) 1.020 0.007 1.018 0.2% 0.2
µµ (Run 2a) 0.925 0.003 0.925 -0.0% -0.0

µµTRK (Run 2a) 0.907 0.009 0.907 -0.1% -0.1

Table A.2: Comparison of αi0 values obtained from the combined normalization fit
for Run 2A data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2a) 0.342 0.011 0.343 -0.2% -0.1
CC-EC (Run 2a) 0.331 0.006 0.331 0.2% 0.1
eeICR (Run 2a) 0.116 0.010 0.117 -0.8% -0.1
µµ (Run 2a) 1.434 0.113 1.433 0.1% 0.0
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Table A.3: Comparison of αi1 values obtained from the combined normalization fit
for Run 2A data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2a) 0.302 0.028 0.293 3.1% 0.3
CC-EC (Run 2a) 0.262 0.011 0.266 -1.4% -0.3
eeICR (Run 2a) 0.073 0.019 0.068 7.3% 0.3
µµ (Run 2a) 0.458 0.030 0.462 -0.9% -0.1

Table A.4: Comparison of αi2 values obtained from the combined normalization fit
for Run 2A data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2a) 0.123 0.063 0.144 -17.0% -0.3
CC-EC (Run 2a) 0.282 0.027 0.289 -2.5% -0.3
eeICR (Run 2a) 0.013 0.035 0.012 6.9% 0.0
µµ (Run 2a) 0.454 0.047 0.438 3.5% 0.3

Table A.5: Comparison of k1
Z values obtained from the combined normalization fit for

Run 2A data to values obtained when repeating the fit independently in each channel.
Also shown are the uncertainties from the independent fit, differences in percent, and
the pull (difference divided by the uncertainty).

Value Uncertainty Discrepancy Pull
Combined 0.970 0.007

CC-CC (Run 2a) 0.954 0.016 -1.8% -1.1
CC-EC (Run 2a) 0.990 0.020 2.0% 1.0
eeICR (Run 2a) 0.954 0.022 -1.7% -0.7
µµ (Run 2a) 0.975 0.010 0.4% 0.4

µµTRK (Run 2a) 0.977 0.029 0.7% 0.2
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Table A.6: Comparison of k2
Z values obtained from the combined normalization fit for

Run 2A data to values obtained when repeating the fit independently in each channel.
Also shown are the uncertainties from the independent fit, differences in percent, and
the pull (difference divided by the uncertainty).

Value Uncertainty Discrepancy Pull
Combined 1.057 0.020

CC-CC (Run 2a) 1.099 0.046 3.8% 0.9
CC-EC (Run 2a) 1.105 0.059 4.4% 0.8
eeICR (Run 2a) 1.052 0.064 -0.5% -0.1
µµ (Run 2a) 1.032 0.027 -2.4% -0.9

µµTRK (Run 2a) 1.058 0.082 0.1% 0.0

Table A.7: Comparison of kiε values obtained from the combined normalization fit for
Run 2B data to values obtained when repeating the fit independently in each channel.
Also shown are the uncertainties from the independent fit, differences in percent, and
the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2b1) 0.989 0.005 0.989 -0.0% -0.0
CC-CC (Run 2b2) 1.015 0.004 1.015 0.0% 0.1
CC-CC (Run 2b3-4) 1.045 0.003 1.044 0.1% 0.3
CC-EC (Run 2b1) 0.970 0.005 0.973 -0.4% -0.7
CC-EC (Run 2b2) 1.005 0.004 1.008 -0.3% -0.9
CC-EC (Run 2b3-4) 1.042 0.003 1.040 0.2% 0.6
eeICR (Run 2b1) 0.966 0.007 0.968 -0.3% -0.4
eeICR (Run 2b2) 0.913 0.004 0.918 -0.6% -1.2
eeICR (Run 2b3-4) 1.012 0.004 1.013 -0.1% -0.2
µµ (Run 2b1) 0.966 0.004 0.968 -0.2% -0.6
µµ (Run 2b2) 0.982 0.003 0.982 -0.0% -0.1
µµ (Run 2b3-4) 0.991 0.002 0.990 0.1% 0.5
µµTRK (Run 2b1) 1.046 0.011 1.037 0.9% 0.9
µµTRK (Run 2b2) 1.042 0.007 1.034 0.8% 1.1
µµTRK (Run 2b3-4) 1.017 0.006 1.013 0.4% 0.7

137



Table A.8: Comparison of αi0 values obtained from the combined normalization fit
for Run 2B data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2b1) 0.179 0.005 0.179 0.0% 0.0
CC-CC (Run 2b2) 0.098 0.002 0.099 -0.0% -0.0
CC-CC (Run 2b3-4) 0.131 0.001 0.131 -0.1% -0.1
CC-EC (Run 2b1) 0.168 0.003 0.168 0.3% 0.2
CC-EC (Run 2b2) 0.095 0.001 0.095 0.2% 0.3
CC-EC (Run 2b3-4) 0.115 0.001 0.116 -0.1% -0.2
eeICR (Run 2b1) 0.109 0.005 0.108 0.7% 0.1
eeICR (Run 2b2) 0.078 0.003 0.077 1.8% 0.4
eeICR (Run 2b3-4) 0.080 0.003 0.080 0.4% 0.1
µµ (Run 2b1) 1.465 0.153 1.431 2.3% 0.2
µµ (Run 2b2) 1.545 0.102 1.541 0.2% 0.0
µµ (Run 2b3-4) 1.177 0.082 1.193 -1.3% -0.2

Table A.9: Comparison of αi1 values obtained from the combined normalization fit
for Run 2B data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2b1) 0.128 0.013 0.129 -0.7% -0.1
CC-CC (Run 2b2) 0.114 0.005 0.114 0.3% 0.1
CC-CC (Run 2b3-4) 0.123 0.004 0.122 0.9% 0.3
CC-EC (Run 2b1) 0.144 0.005 0.147 -2.3% -0.6
CC-EC (Run 2b2) 0.109 0.002 0.111 -1.9% -0.8
CC-EC (Run 2b3-4) 0.113 0.002 0.112 1.1% 0.6
eeICR (Run 2b1) 0.075 0.009 0.079 -5.7% -0.5
eeICR (Run 2b2) 0.057 0.006 0.065 -13.1% -1.4
eeICR (Run 2b3-4) 0.071 0.005 0.071 0.4% 0.1
µµ (Run 2b1) 0.410 0.037 0.438 -6.8% -0.8
µµ (Run 2b2) 0.403 0.023 0.409 -1.4% -0.3
µµ (Run 2b3-4) 0.449 0.020 0.440 2.0% 0.5
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Table A.10: Comparison of αi2 values obtained from the combined normalization fit
for Run 2B data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Channel Independent Fit Uncertainty Combined Fit Discrepancy Pull
CC-CC (Run 2b1) 0.147 0.032 0.144 1.9% 0.1
CC-CC (Run 2b2) 0.139 0.005 0.139 0.1% 0.0
CC-CC (Run 2b3-4) 0.132 0.012 0.133 -0.8% -0.1
CC-EC (Run 2b1) 0.143 0.015 0.152 -6.7% -0.6
CC-EC (Run 2b2) 0.134 0.008 0.137 -2.2% -0.4
CC-EC (Run 2b3-4) 0.112 0.005 0.111 0.5% 0.1
eeICR (Run 2b1) 0.098 0.024 0.099 -1.7% -0.1
eeICR (Run 2b2) 0.055 0.013 0.061 -10.6% -0.5
eeICR (Run 2b3-4) 0.049 0.011 0.061 -25.2% -1.2
µµ (Run 2b1) 0.335 0.049 0.309 7.8% 0.5
µµ (Run 2b2) 0.427 0.035 0.409 4.0% 0.5
µµ (Run 2b3-4) 0.348 0.025 0.351 -0.9% -0.1

Table A.11: Comparison of k1
Z values obtained from the combined normalization fit

for Run 2B data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Value Uncertainty Discrepancy Pull
Combined 0.895 0.003

CC-CC (Run 2b1) 0.899 0.015 0.4% 0.2
CC-CC (Run 2b2) 0.893 0.010 -0.2% -0.2
CC-CC (Run 2b3-4) 0.887 0.008 -0.9% -1.1
CC-EC (Run 2b1) 0.930 0.018 3.8% 1.9
CC-EC (Run 2b2) 0.927 0.012 3.4% 2.6
CC-EC (Run 2b3-4) 0.876 0.010 -2.2% -2.0
eeICR (Run 2b1) 0.921 0.022 2.8% 1.2
eeICR (Run 2b2) 0.946 0.014 5.4% 3.5
eeICR (Run 2b3-4) 0.895 0.011 -0.1% -0.1
µµ (Run 2b1) 0.919 0.010 2.6% 2.4
µµ (Run 2b2) 0.900 0.006 0.5% 0.8
µµ (Run 2b3-4) 0.888 0.005 -0.9% -1.5
µµTRK (Run 2b1) 0.842 0.027 -6.3% -2.0
µµTRK (Run 2b2) 0.845 0.017 -6.0% -2.9
µµTRK (Run 2b3-4) 0.870 0.014 -3.0% -1.8
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Table A.12: Comparison of k2
Z values obtained from the combined normalization fit

for Run 2B data to values obtained when repeating the fit independently in each
channel. Also shown are the uncertainties from the independent fit, differences in
percent, and the pull (difference divided by the uncertainty).

Value Uncertainty Discrepancy Pull
Combined 0.935 0.007

CC-CC (Run 2b1) 0.924 0.040 -1.2% -0.3
CC-CC (Run 2b2) 0.934 0.025 -0.1% -0.1
CC-CC (Run 2b3-4) 0.941 0.022 0.6% 0.2
CC-EC (Run 2b1) 1.036 0.055 9.7% 1.8
CC-EC (Run 2b2) 0.978 0.035 4.3% 1.2
CC-EC (Run 2b3-4) 0.924 0.028 -1.2% -0.4
eeICR (Run 2b1) 0.947 0.062 1.3% 0.2
eeICR (Run 2b2) 0.984 0.041 5.0% 1.2
eeICR (Run 2b3-4) 1.021 0.033 8.4% 2.6
µµ (Run 2b1) 0.900 0.024 -3.9% -1.5
µµ (Run 2b2) 0.914 0.016 -2.3% -1.3
µµ (Run 2b3-4) 0.939 0.013 0.4% 0.3
µµTRK (Run 2b1) 0.847 0.065 -10.5% -1.4
µµTRK (Run 2b2) 0.904 0.046 -3.5% -0.7
µµTRK (Run 2b3-4) 0.920 0.036 -1.7% -0.4
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APPENDIX B

Other lepton channels in ZH →`+`−bb analysis

In ZH →`+`−bb analysis, there are four leptons channels in total – ee, eeICR, µµ

and µµTRK subchannels. The µµ channel analysis has been described in main body

of this thesis. This appendix will only give a berief description of other three lepton

channels and results from those channels.

The µµTRK channel is designed to recover dimuon events in which one muon is not

identified in the muon system, primarily because of gaps in the muon system coverage.

In this channel we require the presence of exactly one muon with |ηdet| < 1.5

and pT > 15 GeV that must satisfy the same isolation requirements used for the

µµ channel. We also require the presence of an isolated track with |ηdet| < 2 and

pT > 20 GeV, and separated from the muon by dR > 0.1. This track-only muon

must have at least one SMT hit, dPV < 0.02 cm, and dzPV < 1 cm. It must also

satisfy the same tracker and calorimeter isolation requirements as the muon. It must

be separated from all jets with with pT > 15 GeV and |ηdet| < 2.5 by dR > 0.5.

To ensure that the µµ and µµTRK selections do not overlap, we reject events that

contain any additional muons with |ηdet| < 2 and pT > 10 GeV. For the very small

fraction of events with more than one track passing these requirements, the track

whose invariant mass with the muon is closest to the Z boson mass (91.2 GeV) is
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chosen.

In the ee channel, we select events with at least two electrons with pT > 15 GeV

that pass selection requirements based on the energy deposition and shower shape

in the calorimeter and the CPS. Electrons are acccepted in the CC with |ηdet| < 1.1

and in the EC with 1.5 < |ηdet| < 2.5, but at least one of the electrons must be

identified in the CC. Electrons are selected from EM clusters reconstructed within

a cone of radius R = 0.2 and satisfying the following requirements: (i) at least

90% (97%) of the cluster energy is deposited in the EM calorimeter of the CC (EC);

(ii) the calorimeter isolation variable I = [Etot(0.4)−EEM(0.2)]/EEM(0.2) is less than

0.09 (0.05) in the CC (EC), where Etot(0.4) is the total energy in a cone of radius

R = 0.4 and EEM(0.2) is the EM energy in a cone of radius R = 0.2; (iii) the scalar

sum of the transverse momenta of all tracks in an hollow cone of 0.05 < ∆R < 0.4

around the electron is less than 4 GeV in the CC, and less than a cutoff between

0.01 and 2 GeV in the EC, depending on the ηdet of the electron; (iv) the output

of an artificial neural network – which combines the energy deposition in the first

EM layer, track isolation, and energy deposition in the CPS – is consistent with that

expected from an electron; (v) CC electrons must match central tracks or a set of

hits in the tracker consistent with that of an electron trajectory; (vi) for EC electrons

the energy-weighted cluster width in the third EM layer must be consistent with that

expected from an EM shower.

In the eeICR channel, events must contain exactly one electron in either the CC

or EC with pT > 15 GeV, and an "ICR track" pointing toward one of the ICRs,

where electromagnetic object identification is compromised. The ICR track must be

matched to a calorimeter energy deposit with ET > 15 GeV. Electrons going into the

ICR are reconstructed as taus in the offline software. The ICR electron must therefore

satisfy a requirement on the output of a neural net, designed to separate taus from

jets, that combines the track quality, the track isolation and the energy deposition
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in the plastic scintillator detectors located in the ICR. When the electron is found in

the EC, we require that the ICR electron is in the adjoining ICR. In both the ee and

the eeICR channels, any tracks matched to electrons must have dzPV < 1 cm.

For ee and µµTRK channels, no explicit trigger is required; for the eeICR channel,

an EJets_OR trigger is required to achieve good background modeling.

The results extracted from those three individual channels are shown in Tab. B.1

and Fig. B.1 - B.3.

Table B.1: The expected and observed limits on the Standard Model Higgs production
cross sections in the µµTRK, ee, and eeICR channels.

MH [GeV] 90 95 100 105 110 115 120 125 130 135 140 145 150
ee Channel

Expected 4.1 4.2 4.6 4.9 5.3 5.8 7.1 8.4 10 14 19 28 46
Observed 4.3 4.7 4.4 6.0 9.4 8.0 11 12 18 23 28 42 74

eeICR Channel
Expected 11 12 12 13 15 17 19 23 29 40 55 82 141
Observed 7.7 11 10 13 23 26 37 44 64 91 103 164 219

µµTRK Channel
Expected 11 14 14 16 19 23 26 30 39 53 71 106 171
Observed 14 17 15 27 23 30 43 48 61 75 96 164 237
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Figure B.1: The (a) Log-Likelihood Ratio and (b) ZH production cross-section limits
determined using the the CLFit2 method of the COLLIE package, in the ee channel.

144



(a) )
2

 (GeV/cHM
90 100 110 120 130 140 150

L
L

R

­1

­0.5

0

0.5

1
σ 2­BLLR

σ 1­BLLR

BLLR

S+B
LLR

OBS
LLR

­1DØ Preliminary, 9.7 fb

b b
ICR

 ee→ZH

(b) )
2

 (GeV/cHM
90 100 110 120 130 140 150

)
b

b
→

B
R

(H
×

Z
H

)
→

p
(p

σ
L

im
it

 /
 

10

210

­1DØ Preliminary, 9.7 fb b b
ICR

 ee→ZH

Observed Limit
Expected Limit

 1 s.d.±Expected 

 2 s.d.±Expected 

Figure B.2: The (a) Log-Likelihood Ratio and (b) ZH production cross-section limits
determined using the the CLFit2 method of the COLLIE package, in the eeICR channel.
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Figure B.3: The (a) Log-Likelihood Ratio and (b) ZH production cross-section limits
determined using the the CLFit2 method of the COLLIE package, in the µµTRK chan-
nel.
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APPENDIX C

Control plots
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Figure C.1: µµ sample with leptonic preselection but no jet requirements: (a) instan-
taneous luminosity, (b) primary vertex z, (c) number of primary vertices, (d) log, (e)
number of jets, and (f) log.
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Figure C.2: µµ sample with leptonic preselection but no jet requirements: (a) dilepton
invariant mass and (b) log.
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Figure C.3: µµ sample with leptonic preselection but no jet requirements: (a) leading
lepton pT, (b) second lepton pT, (c) leading lepton η, (d) second lepton η, (e) leading
lepton φ, and (f) second lepton φ.
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Figure C.4: dimuon (µµ) pretag sample: (a) dijet invariant mass, (b) log, (c) leading
jet pT, (d) log, (e) second jet pT, (f) log.
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Figure C.5: dimuon (µµ) pretag sample: (a) ∆R between jets in dijet system (b) ∆φ
of same (c) ∆η of same (d) leading jet η and (e) second jet η.
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Figure C.6: µµ pretag sample: (a) leading lepton pT, (b) second lepton pT.
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