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ABSTRACT 

In order to meet present and upcoming challenges to reduce feature sizes below 22 nm, 

advanced plasma etching techniques are required, necessitating tighter control over plasma 

properties and etch characteristics.  Better control of the electron energy distribution (EED) and 

the ion energy distribution (IED) are two ways to achieve this goal.  The EED controls plasma 

properties such as electron temperature (Te) and plasma density, as well as the rates of electron 

impact reactions that generate reactive species from feedstock gasses.  Ions enable very 

directional etches with near vertical sidewall profiles.  Ions are accelerated vertically toward the 

substrate through sheaths.  The greater the potential drop across the sheath, the greater the ion 

acceleration and the greater the energy with which it bombards a substrate.  IED control is an 

important factor in controlling etch profiles and reducing plasma induced damage. 

Two potential methods to control EEDs and IEDs in inductively coupled plasmas (ICPs) 

are discussed using results from a 2-D hybrid model, the Hybrid Plasma Equipment Model 

(HPEM).  These methods involve the use of pulsed ICP power and dc biases on electrodes in 

contact with the plasma.  Modifications are made to the HPEM to enable more accurate EED 

calculations in systems with multiple ICP sources as well as more accurate IED calculations in 

systems with pulsed ICPs and/or pulsed dc biases.  Pulsed plasmas provide a way to obtain EEDs 

on a temporal as well as a time averaged basis that might not be accessible with continuous wave 

(cw) excitation.  The shape of the EED controls the rates of generation (source functions) of 

reactive species in the gas phase, which impacts wafer etch performance.  The use of pulsed 

power in an ICP in Ar/N2 gas to control EEDs and source functions is discussed.  The single step 
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electron impact source functions of three plasma species:  N2(v = 1), N2(A), and Ar+, with 

threshold energies of 1.3, 6.17, and 16 eV, respectively, are chosen to represent low, mid, and 

high threshold energy processes.  Pulsing of the ICP power modulates the tail of the EED by 

lifting the tail in the activeglow and lowering the tail in the afterglow.  This significantly 

modulates the source functions for N2(A) and Ar+ over the pulse period. 

The use of dc biases shifts the plasma potential with respect to ground or changes the 

potential dropped across the substrate sheath, in order to control substrate IEDs.  In ICPs, plasma 

generation comes from the ICP.  Ion acceleration can be controlled by an applied bias on the 

substrate or a boundary electrode (BE).  That is the basis for the boundary electrode ICP system 

(BE-ICP).  The use of a dc bias on a BE at the top of a cylindrical ICP, operated in cw and 

pulsed formats, to control IEDs to a grounded substrate is discussed. 

Applying a positive dc bias shifts the plasma potential and thus the peaks in the IED by 

approximately the applied bias.  Applying the dc bias in the afterglow of a pulsed ICP enables 

the narrow afterglow IED peak to be shifted to an energy determined by the bias.  A narrow IED 

peak is desirable because it allows for increased etch selectivity between materials that have 

similar ion threshold energies for etching. 

The etch rate for most ion assisted etching processes generally increases with increasing 

ion bombardment energy but comes at the cost of increased plasma induced damage to the 

substrate.  This damage is typically greater and less easy to repair for heavier ions, which are 

closer in mass to the substrate atoms.  Lighter ions have shorter sheath transit times and thus are 

accelerated to higher energies faster than heavier ions.  Accelerating lighter ions to higher 

energies than heavier ions could ideally reduce the impact of plasma induced damage, while still 

maintaining high throughput.   
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An investigation into the use of short dc bias pulses on the substrate in a planar ICP, with 

a pulse on period between the sheath transit time of a pair of heavy and light ions is discussed.  

Most etching gas mixtures contain multiple ionic species.  As such, Ar/H2 and Xe/H2 are used 

because these systems contain multiple ionic species, with large mass differences between the 

heaviest and lightest ions.  If the pulse on period of the pulsed dc bias is between the sheath 

transit times of the heaviest and lightest ions in the system, then the heavier ions are not able to 

convert the full sheath potential during the bias on period into kinetic energy for ion 

bombardment.  This is reflected as an energy separation in the IED peak during the bias on 

period, referred to as the selectivity between a pair of ions, for the lightest and heaviest ions. 

Remote and tandem systems have the benefit of decoupling control of the EED in a 

primary system from control of the operating conditions of that system.  This has the potential to 

allow for greatly enhanced customization of the EED.  The ability of a tandem ICP system, with 

a biasable BE on the top and a grounded grid separating the two ICPs, to control EEDs in the 

lower ICP is discussed.  When the lower ICP is pulsed with the top ICP on in cw format, the tail 

of the EED in the lower ICP region is lifted in the afterglow and Te increases.  The flux of high 

energy electrons from the upper ICP increases the average electron energy in the lower ICP, 

thereby lifting the tail of the EED and increasing the electron temperature.  This effect is 

enhanced if a large positive bias is applied to the BE under these conditions. 
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Chapter 1 Introduction 

Plasmas play a key role in the fabrication of microelectronics.[1]  Plasmas are used 

extensively in the semiconductor manufacturing industry for processes such as plasma material 

etching, deposition, and stripping of photoresist.  Plasma etching has allowed for patterns to be 

transferred from a mask to a substrate accurately and with small deviation from the pattern 

critical dimensions.  This has enabled microelectronics to be fabricated with smaller feature sizes.  

As the desired feature sizes for future microelectronics shrinks below 22nm, control of plasma 

characteristics becomes increasingly important.[2]  Control of these plasma characteristics 

depend largely on control of the kinetics of the plasma. 

There are several methods used to control plasma kinetics, including pulsed power and 

biases on electrodes in contact with the plasma.[2]  These methods are used to control, among 

other things, the electron energy distribution (EED) as well as the ion energy distribution (IED) 

in the plasma and at the substrate.  Electrode biases can affect bulk plasma properties in cases 

where the bias power is comparable to or greater than the source power.  Since there are many 

process parameters, such as power, pressure, flow rate, gas chemistry, excitation frequency, etc., 

that can be used to control the EED and IED, experimental investigations of the effect different 

operating conditions have on the EED and IED could be costly and time consuming.  

Computational modeling is a method by which these investigations can be performed, ideally on 

a less expensive and more efficient basis.  Modeling also allows for the comparison with 

experiments and the investigation of mechanisms that could potentially explain observed 

behavior. 
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In this thesis, results of computational investigations in the control of the EED and IED in 

inductively coupled plasmas (ICPs) using pulsed ICP power and dc biases are discussed.  The 

investigations of this thesis are designed to develop insights and scaling laws to improve plasma 

processing applications such as plasma etching.  There are four major research contributions of 

this thesis.  First, this thesis provides insights into how the threshold energy of a process impacts 

the ability of pulsing to in turn affect the reaction rate of that process.  Second, this thesis 

contributes to the understanding of how the EED and source functions can vary spatially with 

pulsing on both a temporal and time averaged basis.  Having this understanding can lead to more 

optimally designed systems for better etch characteristics such as etch uniformity for example.  

Third, the investigation of the use of dc biases in ICPs to control IEDs is also a major 

contribution of this thesis.  With validation from experiments it is shown that dc biases on 

boundary electrodes allow the ion energy and the ion flux, determined largely by the plasma 

density, to be controlled largely independently.  This has the potential to lead to better control the 

rate of etching versus deposition on a wafer as well as enhanced selectivity when etching.  

Fourth, the work of this thesis contributes to the understanding of the ability of tandem source 

systems to achieve EED customization.  Tandem sources are a promising area of research in the 

drive to customize the EED in a plasma etch process. 

In this chapter a brief general overview of plasmas and plasma etching is given.  Control 

of plasma kinetics, specifically the EED and IED, in the context of improving plasma etch 

processes and the use of computational modeling as a means to investigate this control are also 

discussed.  



3 
 

1.1 Plasmas in Our World 

Plasmas are ionized gases containing neutral species, free electrons, and positive and 

negative ions, which on the average are electrically neutral.  Plasmas can either be fully or 

partially ionized.  In partially ionized plasma, the density ratio of charged particles to the total 

density of atoms and molecules is less than 1.  Plasmas can also operate in local thermodynamic 

equilibrium (LTE) or non-LTE conditions.  In non-LTE plasmas, the temperature of electrons (Te) 

is much higher than the temperature of ions (Ti), which is higher than the temperature of the 

neutral background gas (Tgas).  In LTE plasmas, collisional processes are the dominant processes 

which govern transitions and reactions in the plasma as opposed to radiative processes.[3]  There 

must be a detailed balance between each forward and reverse collisional process.  Further, the 

local gradients of plasma properties (e.g., temperature, density) must be sufficiently small that 

the diffusion time of a particle is much greater than its equilibration time.[3]  These conditions 

lead to the temperatures of electrons, ions, and neutral species in the plasma being in equilibrium 

locally around a specific position in the plasma.[3]  The equilibrium temperature can vary 

spatially in the plasma.[3]  

Plasmas can be bounded or unbounded.  Bounded plasmas are plasmas confined in 

containers in which the plasma interacts with the walls of the container through transition regions 

called sheaths.  Unbounded plasmas are not confined in these containers.  In bounded plasma 

there is a faster rate of loss of electrons compared to ions to the bounding wall surfaces of the 

plasma due to the differences in their thermal speeds.  This creates a thin, positively charged 

layer at the boundaries of the plasma, called the sheath, which acts as a transition region between 

the plasma and wall surfaces.  As more electrons are depleted near the boundary of the plasma 

and as the sheath width expands, the positive space charge creates an electric field pointing 
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toward the walls bounding the plasma.  This electric field increases the flux of ions to the walls 

while decreasing the flux of electrons.  Eventually the sheath width reaches an equilibrium point 

where the electric field created from the positive charge in the sheath is large enough to balance 

the flux of ions and electrons to the walls. 

Many consider plasmas as a fourth state of matter.[1]  They can be created naturally or 

artificially.  When matter changes temperature it can undergo a change of state, changing from a 

solid at very low temperatures to a plasma at very high temperatures.  Very high and very low 

are relative in this case, as the temperature required for a change of state is material dependent.  

Most visible matter in the universe, which includes matter like stars, exists in a plasma state and 

are naturally occurring plasma in thermal equilibrium conditions.[1]  Artificially generated 

plasmas are usually electrically driven and are used for a variety of applications, from lighting[4] 

to material processing[5-46] to even medical applications[47-48].  In each of these applications 

plasmas have unique properties, which enable capabilities that would often be difficult or 

impossible to achieve by other means.  In lighting applications, a unique property of plasmas in 

compact fluorescent bulbs is the ability to more efficiently couple input energy into radiative 

processes compared to traditional incandescent bulbs.  In material processing, plasmas properties 

allow materials to be deposited on surfaces at lower temperatures than traditional thermal 

processes and enable highly anisotropic etching at a size and scale that would be unattainable 

through most other methods. 

In these applications energy is coupled into the plasma through electrostatic and 

electromagnetic fields, which accelerate charged particles and thereby increase their kinetic 

energy.  That kinetic energy is imparted into neutral species through collisions.  Charged species 

are able to gain energy from electric fields between collisions and thus are at higher temperatures 
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than the background neutral gas.  Because of the large differences in mass, electrons do not lose 

much energy during elastic collisions with relatively heavy particles such as ions and neutrals.  

Due to this, as well as their much lighter mass, electrons are able to be accelerated between 

collisions to much higher kinetic energies and thus much greater temperatures than heavy 

particles such as ions and neutrals.  Because of the relatively high temperature electrons can 

reach, electrons are much more likely to be able to gain enough energy to participate in 

excitation, ionization, and dissociation reactions when colliding with atoms and molecules.[1] 

All of these processes have a minimum energy required to generate the reaction product species, 

which is referred to as the threshold energy of the reaction.   

Plasma species such as electrons, ions, and neutrals are distributed in energy within the 

plasma.  For electrons and ions this is referred to as the electron energy distribution and ion 

energy distribution, respectively.  These may also be referred to as the electron energy 

distribution function (EEDF) and ion energy distribution function (IEDF).  These distributions 

represent the densities of either electrons or ions at a particular energy.  The rate of reaction for 

generation of a particular plasma species with a particular threshold energy is directly related to 

the density and energy of the reactant species.  This is why control of the electron and ion energy 

distributions is so important, as these distributions play a critical role in the reaction rates of both 

gas phase and surface processes. 

1.2 Plasma Etching 

One of the applications where the importance of EED and IED control is most clearly 

demonstrated is in materials processing and in particular in the area of plasma material etching 

for the semiconductor manufacturing industry.  Etching of materials using plasmas is referred to 

as plasma etching and is considered a dry-etch process as opposed to a wet etch process, which is 
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a chemical etch process where a material is etched isotropically by a liquid.  Plasma etching has 

been used for decades in the semiconductor manufacturing industry to transfer patterns defined 

on a mask to underlying layers of material.[2]    The types of plasmas used for etching in the 

semiconductor industry are typically bounded, partially ionized, non-LTE plasmas operated at 

low pressures (<100s mTorr).   

There are four main types of etching processes in plasma etching.[1]  There is chemical 

etching in which neutral species react with surfaces forming a volatile product.[1]  This process 

etches isotropically and is very selective.  Selectivity in the semiconductor manufacturing 

industry is generally defined as the ratio between the etch rates of the desired material to be 

etched and either the underlying layer or the material being used as a mask.[26]  There is 

physical etching, often referred to as sputtering, in which atoms are ejected from surfaces 

through energetic ion bombardment.[1]  This process is anisotropic and non-selective.  There is 

ion enhanced energy-driven etching, in which ions enhance etching by increasing the chemical 

etch reaction rate.[1]  It is an anisotropic, selective (though not as selective as chemical etching) 

process that combines chemical and physical etching synergistically.  Finally there is ion 

enhanced inhibitor etching, in which inhibitor molecules absorb or deposit onto a surface, which 

inhibits etching at locations where there is not energetic ion bombardment to remove the 

inhibitor molecules.[1]  Like ion enhanced energy-driven etching, the process is anisotropic and 

selective, though not as selective as chemical etching.  

Silicon etch rate in the first three regimes is shown in Fig. 1.1 demonstrating the 

synergistic effect in the ion enhanced etching regime.  Operating in this regime allows for the 

high throughput needed to meet high demand in the semiconductor manufacturing industry.  

Using plasma etching, surface properties of materials can be modified using reactive species 
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(electrons, ions, radicals) created in the gas phase.[2]  Reaction rates for the production of these 

reactive species in the gas phase are governed by plasma properties such as the species’ densities 

and electron temperature (Te) and surface reaction rates are governed by the flux and energy of 

these reactive species hitting the surface.[2] 

As the demand for smaller feature sizes grows, the requirements for many process 

parameters becomes more and more challenging to meet.[2]  Increased selectivity, critical 

dimension control, reduced plasma damage, and higher throughput are just some of the process 

challenges that need to be addressed to meet the demand for smaller feature sizes.[2]  Some of 

the critical factors that affect our ability to meet these challenges include plasma uniformity, 

vertical versus lateral etch rates, feature profile control, and plasma induced damage.[2]  

Fulfillment of the noted challenges would be greatly aided by methods for independent control of 

plasma properties.[2]  Some of the plasma parameters that are desired to be controlled, as well as 

some of the plasma etching process characteristics that are affected by these plasma parameters, 

are shown in Fig. 1.2.  Better control of many of the mentioned plasma properties can be 

achieved through better control of the EED and IED, which govern many of the properties 

associated with the plasma. 

1.3 Plasma Kinetics 

 The generation of reactive species in the plasma gas phase is largely driven through 

electron impact reactions with neutral atoms and molecules.  Energetic electrons are able to 

participate in reaction processes such as excitation, ionization, and dissociation as long as the 

electron energy is above the threshold energy of the reaction.  This is why the shape of the EED 

is so important, as the rate coefficient for these electron impact processes are determined by the 

EED as seen from the following equation, 
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where k  is the reaction rate coefficient, )(f  is the electron energy distribution, m  is the 

electron mass,   is the electron energy, and )(  is the cross section of a particular electron 

impact process at energy  .  This reaction rate coefficient, along with the density of the reactant 

species can then be used to calculate the rate of reaction, R, for a particular reaction process.  For 

example, the rate of reaction for the electron impact process: BAe  , is as follows, 

  AekR 11  ,       (1.3.2) 

where 1R  is the rate of reaction for this process, 1k is the reaction rate coefficient for this process, 

 e  is the density of electrons, and  A  is the density of some atomic or molecular species.  The 

rate of reaction for the electron impact process:  CBe  would be, 

  BekR 22  ,       (1.3.3) 

where 2R  is the rate of reaction for this process, 2k is the reaction rate coefficient for this process, 

 e  is the density of electrons, and  B  is the density of some atomic or molecular species.  In 

equations 1.3.2 and 1.3.3, [e] represents the total electron density; however for reactions with a 

positive threshold energy only electrons above that energy can participate in the reaction.  This is 

accounted for in the rate coefficient, which is a function of the EED.   

The rates of reaction for the reaction processes are then used to determine the rate of 

change of the density of a plasma species; this is also called the source function of a plasma 

species.  The source function of a plasma species is equal to the sum of the rates of reaction 

involving that species.  If a reaction produces that species, its rate of reaction is a positive term in 

the sum, while if a reaction consumes that species, its rate of reaction is a negative term in the 
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sum. This is illustrated in the following equation calculating the source function of plasma 

species B , 

   
21 RR

dt

Bd
BS  ,     (1.3.4) 

where  BS  is the source function for plasma species B . From equation 1.3.4, it can be seen that 

the density of reactive species created through electron impact processes, as well as molecular 

reactions that involve electron impact generated species, is strongly impacted by the EED.  Of 

note, while the source function calculation of equation 1.3.4 only contains rates of reaction from 

electron impact processes, there may be other reactions involving only atoms and molecules or 

even photons, which change the density of a plasma species with time and would need to be 

included in determining the true source function of a plasma species. 

Most of the electric power dissipated into the plasma is dissipated through the 

electrons.[26]  It is this power that acts as the major source term for the electron energy, while 

electron impact processes such as excitation, ionization, dissociation, as well as thermal diffusion 

to the plasma boundaries are the major loss terms.  By solving an energy balance equation for the 

rate of change of the electron temperature, the steady state electron temperature can be found.  

Control of plasma properties such as the EED and electron temperature, which is defined to be 

two-thirds the average electron energy as calculated from the EED, can be achieved through 

shifting of the balance point between source and loss mechanisms.  Since the EED is largely 

responsible for the time rate of change of the density of reactive species in the plasma, the flux, 

energy, and surface reaction rates of many of the neutral reactive species hitting a surface are 

influenced by the EED. 

A similar statement can be made about IEDs.  Ions bring energy to a surface through 

collisional energy transfer with a surface.  Since ions are on similar mass scales with the atoms 
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of the surface they impinge on, they are able to efficiently transfer energy and momentum to the 

surface.  The ions are able to impart enough energy to assist surface chemical reaction processes 

and/or induce sputtering.[26]  Thus the flux and energy of ionic species, as well as surface 

reaction rates for all species, are a function of the IED.  The IED plays a major role in 

determining things such as etch profile[10, 41], vertical versus lateral etch rate[15], and plasma 

induced damage[42], which are important factors in plasma etching applications.  The effect of 

ion energy control on vertical versus lateral etch rates and feature profile control is illustrated in 

Fig. 1.3.  It can be seen that choosing the appropriate energy allows for a large increase in the 

vertical versus lateral etch rate and a more vertical feature profile.  The effect of the choice of ion 

energy (IED control) and the ion to neutral flux ratio (EED and IED control) on changes in the 

silicon ion-assisted etching yield is demonstrated in Fig. 1.4, with a larger yield as ion energy 

increases and a lower yield as the ion to neutral ratio increases.  The effect of energetic ions 

bombarding a silicon substrate on creating defect states that affect its electrical characteristics is 

demonstrated in Fig. 1.5, with higher energy ions creating a greater density of defect states. 

The kinetic energy imparted to a surface through ion bombardment is largely determined 

by the electric potential drop across the sheath as well as the mean free path of the ions in 

question.  Since plasmas are quasi-neutral the electric field outside the sheath region in the bulk 

plasma is very small and ions travel in plasmas largely at thermal speeds.  When an ion enters 

the sheath, the electric field created from the potential gradient in the sheath, accelerates the ion 

and increases its kinetic energy.  If the ion can traverse the entire sheath without undergoing a 

collision, the ion will gain kinetic energy approximately equivalent to the average sheath 

potential during its transit across the sheath.  This is why the ratio of ion transit time to rf period 

is so important when applying an rf bias to a substrate.   
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The mean free path refers to the average distance an ion can travel before undergoing a 

collision.  Collisions with other heavy particles, in particular charge exchange collisions, can 

have a large impact on the energy of ions hitting a surface.  In a charge exchange collision, an 

ion collides with a neutral atom or molecule and an electron from the neutral is transferred to the 

ion.  Thus the original ion becomes a neutral and the original neutral becomes an ion.  This 

process can be either resonant, i.e. between a neutral and its own ionized form, or nonresonant, 

i.e. between a neutral and the ionized form of a different neutral.[1]  In the case of resonant 

exchange only the respective states of the species are changed, but not their kinetic energy.[1] 

For a nonresonant transfer, the difference in the ionization potentials of the neutral forms 

of the reactants is shared between the resulting ion and neutral as kinetic energy.[1]  Since the 

kinetic energy of the originally neutral species is generally low, or approximately equal to the 

thermal kinetic energy of the background gas, and the kinetic energy the original ion gained in 

the sheath is not transferred, if a charge exchange collision happens within the sheath the new 

ion will not be able to convert the full potential energy of the sheath into kinetic energy.  This 

leads to a change in the IED with an increase in the ratio of ions hitting the surface at energies 

less than the sheath potential to ions hitting at an energy approximately equal to the sheath 

potential. 

1.4 Pulsed Power and dc Biases in ICPs 

For the last few decades, high-density plasmas have been used to meet some of the 

previously mentioned plasma etching challenges.[2]  High-density plasmas can be generated by a 

number of methods, but the method this work focuses on is that of the inductively coupled 

plasma (ICP).  In an ICP, radio-frequency (rf) power is coupled to the plasma through a 

dielectric window, eliminating the need for an electrode in direct contact with the plasma such as 
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in the case of a capacitively coupled plasma (CCP).[2]  Using this inductive method of power 

transfer, high plasma densities with relatively low sheath voltages can be achieved.[2]  There has 

been extensive work on controlling both EEDs and IEDs in ICPs.  Methods investigated for EED 

control in ICPs include gas mixture [49, 51-52], gas pressure [49, 53], source power [49-53], 

source power pulsing, [54-56] and tandem sources [57].  Methods investigated for IED control 

include, gas pressure [19, 58], electrode biasing [7, 60-64], and pulsing [2, 16-17, 63-64] of the 

source power and/or the electrode bias.   

In this work, the use of source power pulsing, remote sources, and dc biases to modify 

the EED in an ICP system is investigated.  The use of pulsed source power and dc biases in both 

continuous and pulsed formats to modify IEDs in ICP systems is also investigated.  When talking 

about pulsing of a power source, whether the ICP power or the bias power, what is meant is that 

the power source is turned on for a designated amount of time and then turned off for another 

designated amount of time.  One pulse is equivalent to one cycle through the on and off states.  

The total time spent going through 1 on/off cycle is the pulse period.  The inverse of the pulse 

period is the pulse repetition frequency (PRF), which is the number of pulses that occur per unit 

of time.  The ratio of the pulse width to the total pulse period is defined as the duty cycle of the 

pulse. 

It was mentioned previously that in steady state the source and loss terms must balance.  

In a pulsed plasma, either the source or loss terms may dominate at different times during the 

pulse, only their average over the cycle must be zero.  Duty cycle determines the proportional 

effect of source and loss terms on the time averaged EED.  This potentially allows for 

modification of the time averaged EED, IED, and source functions of reactive species, as well as 

the time averaged flux of reactive species to a substrate.  The time averaged IED hitting a 
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substrate can be further modified through the application of a bias on the substrate.  The bias can 

be applied in a continuous or pulsed format.  The bias modifies the sheath potential seen by ions 

heading to the substrate.  For a pulsed bias, the time averaged IED can be modified significantly 

by the duty cycle of the pulsed bias, as well whether the bias is pulsed synchronously versus 

asynchronously to the ICP source power. 

EEDs and IEDs in pulsed ICPs have been investigated extensively using a variety of 

methods.  Two common methods to experimentally measure EEDs and IEDs are through the use 

of Langmuir probes[64-66] and retarding field energy analyzers (RFEAs)[60, 64] respectively.  

A Langmuir probe is essentially a metal probe inserted into a plasma and biased to obtain an I-V 

curve for a particular point within the plasma.[1]  Through analysis of the I-V curve obtained by 

the probe, plasma parameters such as plasma potential, electron and ion density, electron 

temperature, and the EED can be obtained.  A RFEA is an apparatus with a series of grids biased 

at different voltages, which selectively allows ions to pass through the grids to a collector plate at 

the bottom of the RFEA, while repelling electrons from the plasma and suppressing secondary 

electron emission from the collector plate.[67]  The I-V curve obtained by the collector plate is 

then analyzed to get the IED.  Another method for investigating plasma properties such as EEDs 

and IEDs in ICPs is the use of computational modeling. 

1.5 Plasma Modeling 

As the need for better control over plasma properties has increased, so has the need to 

better understand the effect of different operating parameters.  Plasma properties can be affected 

by many factors, such as choice of gas mixture, pressure, and continuous versus pulsed operation 

of source power and bias.  The wide array of control parameters leads to a wide operating space 

for plasma processing systems.  A way to narrow down the choice of control parameters to 
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achieve a certain level of performance and to gain a deeper understanding of the physics 

affecting plasma properties is needed.  Computational modeling of plasma systems is one way to 

achieve this and offers some advantages over experimental methods.  Modeling of plasma 

systems allows for a large range of operating conditions to be investigated without the cost of 

building, modifying, or running a chamber to test each operating condition.  Modeling of plasma 

systems can help to validate experimental results or identify mechanisms that lead to 

experimental data that deviates from desired and/or expected results.  Modeling of a plasma 

processing system can also be extremely useful when optimizing or designing future 

processes.[68]  It can save valuable time and financial resources, eliminating operating 

conditions and designs that would not be able to achieve desired performance characteristics. 

There are three main methods used to model plasma processing systems:  fluid, kinetic, 

and hybrid.  In fluid simulations, each species in the plasma is described by its density, average 

energy, and average velocity.[69]  These values are obtained by solving equations for 

conservation of density, energy, and momentum for each species.  Maxwell’s equations are also 

solved in conjunction with the fluid equations to obtain self-consistent electromagnetic and 

electrostatic fields.[69]  Fluid models have the advantage of speed, but are limited in that an 

assumption must be made of the velocity distribution of a plasma species.[69]   In kinetic 

simulations, typically a particle-in-cell Monte Carlo collision (PIC-MCC) method is used.[69]     

In PIC-MCC simulations, the plasma species kinetics are modeled by using computer particles or 

super-particles, with each super-particle representing a certain number of particles of the plasma 

species.[69]  Super-particle transport is calculated by solving fundamental equations of motion, 

and collisions are handled using Monte Carlo methods.  The advantage of this method is that 

statistical processes are modeled in more detail than in fluid simulations.  The main limitation of 
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this method is computation time.  The computation time is proportional to the number of super-

particles, so ideally the number should be kept low; however, a sufficient number of super-

particles are needed to provide a sufficient representation of energetic particles and reduce 

statistical noise.[69]  Finally hybrid models combine both fluid and kinetic approaches, in that 

most plasma species are treated as fluids while some are treated kinetically as particles.  

Typically electrons are treated kinetically, while neutrals and ions are treated as fluids.  The 

results of this thesis, as discussed in Chapters 3-6, are based on a 2-D hybrid modeling platform 

called the Hybrid Plasma Equipment Model or HPEM.  The ability of the HPEM to model 

plasma processing systems and compute plasma properties is demonstrated in Fig. 1.6. 

1.6 Control of Plasma Etch Parameters Through Control of EEDs and IEDs 

There are several plasma etch parameters, intended to enhance control of the performance 

of wafer etch processes.  Some of the plasma etch parameters where better control is desired are 

shown in Fig. 1.2 and include:  neutral to ion flux ratio, dissociation rate, and electron 

temperature.  These parameters can affect wafer etch performance in the areas of:  etching versus 

deposition, vertical versus lateral etching, feature sidewall passivation, and critical dimension 

control.[2]  Each of the mentioned parameters can be controlled through control of the EED.  

One possible method for controlling the EED and all three of the mentioned parameters is the use 

of pulsed power.  Through the use of pulsed power in an ICP system, the shape of the EED can 

be tailored to control the rate coefficients of electron impact processes such as excitation, 

ionization, and dissociation.  Pulsing of the power allows for the source and loss terms that affect 

the source functions of plasma species, to be unbalanced at different times during the pulse as 

long as they are balanced over the entire pulse. 
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In molecular gas mixtures, which are the type of mixtures typically used for plasma 

etching, there are a variety of electron impact processes that occur at a range of threshold 

energies.  For a given gas mixture ratio, the EED will have the most impact on the source 

functions of plasma species as we know from eqs. 1.3.1 – 1.3.4.  The use of pulsed power in a 

planar ICP system to control the EED and thus the source functions in an Ar/N2 gas mixture is 

investigated using the HPEM.   The effect of duty cycle on the source functions of plasma 

species generated by low, medium, and high threshold energy processes is modeled at multiple 

pressures.  The goal of this study is to gain a better understanding of the ability of pulsed power 

to affect the rates of these processes.  The ability of pulsed power to affect the temporal behavior 

of EEDs and source functions has a direct impact on the ability to control the neutral to ion flux 

ratio, dissociation rate, and electron temperature in plasma etching systems. 

Another mechanism to control EEDs in a system is through the use of a secondary 

source.[57]  The injection of electrons from a secondary source region into the primary source 

region can be used to tailor the EED in the primary source region.  This has been investigated in 

a tandem ICP (T-ICP) system, with Ar as the background gas, in which the secondary ICP source 

is upstream from the primary source and the source regions are separated by a biasable grid.  A 

boundary electrode is also used to affect the process parameters in the system.  This tandem ICP 

system can be used to affect the EED, neutral to ion flux ratio, dissociation rate, and electron 

temperature in plasma etch processes.  The focus of the investigation is on the ability of the 

secondary source of the T-ICP to control electron temperature and EEDs in the main source 

region. 

Another plasma etch property where better control is desired is the ion flux to ion energy 

ratio.  This parameter can affect wafer etch performance in the areas of:  etching versus 
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deposition, vertical versus lateral etching, plasma induced damage, and selectivity.  The ion flux 

to ion energy can be controlled by controlling the IED through the use of dc and rf biases on 

electrodes to control the IED independently of ion density.  This independent control of energy 

and density allows a largely independent control of the ion flux and ion energy hitting a surface.   

The use of dc biases on a boundary electrode in a cylindrical ICP system to control IEDs 

is modeled.  This is a model of the system and many of the experimental conditions found in 

Shin et al. [64].  The applied dc biases are used to shift the plasma potential with respect to 

grounded surfaces and shift the energy of the IED peaks to those surfaces.  As long as the bias 

power is small compared to the ICP power, the IED hitting a grounded surface can be shifted in 

energy without significantly affecting the ion density and flux.  It has been shown that applying a 

pulsed dc bias in the afterglow of a pulsed ICP leads to a very narrow IED peak centered at 

approximately the bias value.[64]  Having an IED with a narrow energy width and tunable peak 

energy can allow for increased selectivity between an etch layer and its underlying etch stop 

layer.  If the underlying layer has a higher ion threshold energy for etching than the etch layer, a 

narrow width IED peak centered at an energy between the etching thresholds of the two layers 

could lead to a very high etch selectivity between those layers.  There is also the potential for 

reduced plasma induced damage as the IED peak energy could be downshifted to a lower value 

when nearing the etch stop layer.  The higher the potential dropped across the sheath the greater 

the energy the ion bombards the surface with and the more vertically oriented its trajectory.  By 

applying a dc bias and shifting the plasma potential, the potential dropped across the sheath is 

increased and the vertical versus lateral etch rate can be controlled.  Depending on the gas 

chemistry and ion energy, there can be either etching or deposition at the surface.  For fixed gas 
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chemistry, dc bias control over the IED allows control over the etching versus deposition 

behavior. 

Biases are most often applied to the substrate in plasma etching reactors.  Applying a 

negative potential on the substrate increases the voltage drop across the sheath and accelerates 

positive ions to the substrate.  For a fixed potential gradient and thus electric field, the ion 

acceleration is mass dependent.  If a dc bias is applied for a short enough time period in a system 

with multiple ionic species, the high energy IED peaks of the ions can be separated in energy 

based on their mass.  This allows for selective control of IED shape based on mass, with lighter 

ions having IEDs that extend to higher energies.  This selective control of the IEDs in systems 

with multiple ionic species, which are often used in plasma etching systems, creates a 

mechanism for selective control of the ion energy to flux ratio for individual ions.  The effect of 

short duration dc bias pulses on a substrate in a planer ICP system is modeled.  IEDs are 

calculated under a variety of duty cycles, PRFs, and pressures.  

1.7 Summary  

This thesis is organized as follows: 

In Chapter 2, the modeling algorithms for the Hybrid Plasma Equipment Model are 

discussed in detail with special emphasis on the modifications made to the model to enable 

accurate simulations for Chapters 4-6. 

In Chapter 3, a parametric study of source power pulsing on EEDF’s and source 

functions in a planar Ar/N2 ICP system at different pressures and duty cycles is discussed.  It is 

found that time averaged EEDFs are not affected by the discharge power but have a strong 

dependence on pressure.  The time averaged source functions do not change significantly as a 
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function of duty cycle and the source function ratio between two processes cannot be modified 

by more than a factor of 2 using pulsed power alone. 

In Chapter 4, IED control on grounded surfaces using dc biases on a boundary electrode 

in a cylindrical Ar ICP is discussed.  The ICP as well as the dc bias is operated in continuous and 

pulsed formats.  It is found that applying positive dc bias shifts the plasma potential and the peak 

of the IED onto a grounded surface by a value approximately equal to the applied bias voltage.  

The applied dc bias does not affect plasma properties such as plasma density and electron 

temperature due to low dc power deposition compared to the ICP power deposition.  When the 

ICP is operated in a continuous format the IED is single peaked, while the IED is multi peaked 

when the ICP power is pulsed.  Applying a pulsed dc bias in the afterglow of a pulsed ICP 

creates a very narrow IED peak at approximately the dc bias energy and allows for very narrow 

IED peaks, with the energy of the peak tunable based on the dc bias value. The content of this 

chapter is taken almost entirely from work that has been submitted to Logue et al. [70]. 

In Chapter 5, the use of pulsed dc biases on a substrate electrode in a planar ICP to 

selectively control the IEDs of different ions based on their mass is discussed.  Ar/H2and Xe/H2 

gas chemistries are investigated. The pulsed dc bias creates multi peaked IEDs with the highest 

energy peak coming from ion transit through the sheath during the time the dc bias is on.  It is 

found that when the length of time the dc bias is on exceeds the sheath transit time of an ion, the 

highest energy IED peak for that ion is approximately equal to the bias energy independent of 

mass.  When the dc bias length is shorter than the sheath transit time of an ion, then the highest 

energy IED peak of that ion is shifted to lower energy.  The sheath transit time of an ion is 

increased as a function of its mass and thus the highest energy IED peak of heavier ions can be 

shifted to a lower energy compared to the highest energy IED peak of lighter ions. 
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In Chapter 6, control of the EED in a cylindrical ICP through the use of a secondary 

cylindrical ICP source in tandem with the main ICP, as well as dc biases on a boundary electrode 

is discussed.  The gas chemistry used is Ar.  It is found that the secondary ICP, with no bias on 

the boundary electrode, has little to no effect on the EED in the main ICP when the main ICP is 

on.  Applying a dc bias on the boundary electrode does have some effect on the EED in the main 

ICP, particularly when the secondary ICP source is close to the primary source.  The secondary 

ICP source does affect Te and the EED in the afterglow period when the main ICP is pulsed.  It is 

found that high energy electrons from the top ICP are able to raise Te late in the afterglow of the 

pulse and lift the tail of the EED in the afterglow compared to the case when the secondary ICP 

is off. 

In Chapter 7, a summary of the research discussed in the previous chapters is given.  The 

validation and impact of the results of this thesis are then discussed.  When possible, direct 

comparisons to experimental data are used for validation.  The chapter concludes with a 

discussion of future work that could be performed to expand on the work of this thesis. 
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1.8 Figures 

 

Figure 1.1  Silicon etch rate for three different etching mechanisms (chemical, ion-enhanced, and 
physical).  Chemical etching is demonstrated by the etch rate with XeF2 gas only.  Ion-enhanced 
etching is demonstrated by the etch rate with Ar+ ion beam + XeF2 gas.  Physical etching is 
demonstrated by the etch rate with Ar+ ion beam only.[14] 
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Figure 1.2  Process parameters and etch process characteristics where better control is needed for 
advanced plasma etch processes.[2]  
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Figure 1.4  Silicon ion-assisted etch yield versus ion to neutral flux ratio at three ion 
energies.[28] 
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Figure 1.6  Plasma parameters of a dual frequency CCP operated in continuous mode as 
computed by the HPEM.[71] 
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Chapter 2 Description of the Model 

2.1 Introduction 

The model employed in this thesis is the Hybrid Plasma Equipment Model (HPEM).  The 

HPEM is developed to model low temperature plasmas at low to moderate pressures (<10 Torr) 

in plasma processing systems.[1-17]  The HPEM is a two-dimensional fluid hydrodynamics 

model consisting of separate modules, each of which addresses different physical phenomena or 

the same phenomena using different techniques, and transfers information between the modules 

in a hierarchical manner.[1]  The modules are executed sequentially on time scales short enough 

to resolve pulsed periods.  A single execution cycle through all modules used in a simulation, 

with each module accepting data from the previous module and providing data for the next in a 

sequential manner, is called an iteration.[1]  The modules are cycled through until a convergence 

is reached or a specified number of iterations have occurred.   

There can be large differences in the range of the dynamic and integrating time steps for 

each module.  The HPEM uses time slicing techniques to address this.  Thus, a given module 

holds the inputs from other modules constant, or only allows the inputs to vary in time in a 

predetermined way, while executing its own code.  The time spent in a module is determined by 

its dynamic timescale.  For this technique to be effective, some fore-knowledge is needed 

regarding the degree to which changes in quantities in another module affect the results of the 

current module.[1]  When trying to integrate the HPEM to a steady state (SS) or harmonic steady 

state (HSS), acceleration techniques are used to account for the large difference in timescales 

needed for different physical phenomena to reach a SS or HSS.  Time slicing is one form of 



32 
 

acceleration.[1]  Another form of acceleration involves stopping the simulation, adjusting species 

densities toward their SS or HSS values, and then restarting the simulation.[1]  The HPEM uses a 

single structured, rectilinear mesh in all modules.  Densities, temperatures, potentials, and 

magnetic fields are calculated at the mesh vertices, while fluxes and electric fields are calculated 

at the mid-points between vertices.  Material properties such as permittivity and conductivity are 

specified at the vertices as well as in the interior of numerical cells.  This allows the boundary 

between different materials to be owned by either material.  

There are four modules used in this investigation.  First, the Electro Magnetic Module 

(EMM) is used to solve Maxwell’s equations for antenna produced electric and magnetic fields 

such as for plasmas generated by inductively coupled, helicon, or microwave sources.  Using 

cylindrical coordinates and antenna currents in the azimuthal direction, the EMM produces

  ,rE


,  ,rBr


, and  ,rBz


, where  is the spatially dependent phase.[1]  Second, the 

Electron Energy Transport Module (EETM) uses the calculated fields from the EMM and 

electrostatic electric fields (  ,rEr


,  ,rE z


) from the Fluid Kinetics-Poisson Module (FKPM) 

to produce electron energy distributions (EEDs), which in turn produce electron transport and 

impact rate coefficients.  The EETM can calculate the electron energy distribution through 

several different methods including:  a Local Field Approximation, an electron Monte-Carlo 

simulation, or an electron energy equation.  The results discussed in Chapters 3 – 6 use an 

electron Monte Carlo simulation (eMCS), which involves electron-electron collisions, to obtain 

the electron energy distribution.   

Third, the FKPM is used to obtain densities, fluxes, and temperatures of all charged and 

neutral species, as well as the electric potential from the solution of Poisson’s equation.  Separate 

continuity, momentum, and energy equations are used for all heavy species.  Continuity 
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equations are used for electrons where fluxes are represented using conventional drift-diffusion.  

Fourth, the Plasma Chemistry Monte Carlo Module (PCMCM) is used to obtain the fluxes as 

well as the energy and angular distributions of charged and neutral species striking chamber 

surfaces.  The electron temperature, Te, is obtained from , where the average electron 

energy  is computed from the electron energy distributions produced by the EETM.   

2.2 Electromagnetics Module 

On the first iteration in the EMM, the inputs to the EMM have an assumed profile based 

on initial pre-set conditions.  Because of the modular approach of the HPEM, the module has no 

knowledge of how its inputs are calculated and the calculation of the electromagnetic fields in 

the system is independent of the method used to calculate the EMM input parameters.  The 

EMM calculates the inductively coupled electric and magnetic fields in the system produced 

from one or more rf coilsets or from a microwave source.  The EMM also calculates static 

magnetic fields, produced by solenoid coils or permanent magnets, in the radial ( r ) and axial ( z ) 

directions.  

Maxwell’s equations are solved in the frequency domain under time harmonic conditions 

to obtain the spatially dependent, vector, and phase components of antenna produced electric and 

magnetic fields during the rf cycle.  The EMM takes in as input parameters, the magnetostatic 

field, conductivity, plasma current density, and non-plasma current density as functions of 

position and phase to calculate the electromagnetic fields.  The EMM is also called when the 

effects of static magnetic fields, such as those generated by permanent magnets or solenoid coils, 

are included in the simulation.  When including the effects of static magnetic fields, the tensor 

forms of the transport coefficients (e.g. conductivity, mobility, diffusion coefficient) should be 

used in the model.  There are no microwave sources or static magnetic fields in this study. 

3
2

eT 


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Under these conditions, azimuthally symmetric antennas, which are the type of antennas 

used in this study, produce only an azimuthal ( ) component of the rf electric field, as well as 

radial ( r ) and axial ( z ) components of the rf magnetic field in cylindrical coordinates.  The 

amplitude of the rf electric field is obtained by solving the wave equation: 
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,               (2.2.1) 

where   is the permeability, E


 is the azimuthal electric field,   is the permittivity, antennaJ


 is 

the antenna current density, and MCSeplasma rJrErJ ),(),(),(   


 is the plasma current 

density by electrons with tensor conductivity  .  MCSe rJ ),(   is the kinetically derived electron 

current obtained from the eMCS.  The inclusion of MCSe rJ ),(   is optional.  The ion current is 

ignored due to the low mobility of ions.  The rf magnetic field is computed from the rf electric 

field by the equation 

       EizrB


 ),( .                                                    (2.2.2) 

The boundary conditions imposed on the solution of the wave equation are that 0E  on metal 

surfaces in the reactor and on the axis ( 0r ).  A metal layer is specified in the mesh along all 

boundaries of the system geometry, except along the axis ( 0r ) in symmetric systems to ensure 

that 0E  at the boundaries of the system. 

In the absence of a static magnetic field, which is the case for the results of this thesis, the 

tensor form of the conductivity is equal to its isotropic value, 0 , given by: 
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where eq  is the unit electron charge, en  is the electron density, em  is the electron mass, m  is 

the electron momentum transfer collision frequency, and   is the rf source frequency.  For 

calculating power deposition only the real part of the conductivity is used. 

In order to obtain the results in Chapter 6, several modules including the EMM have to be 

modified.  Originally the HPEM was setup to allow multiple ICP coilsets (maximum of 3) to be 

modeled, but the electron Monte Carlo simulation module (eMCS) could not be used to calculate 

the electron energy distribution in the EETM.  Instead an electron energy equation is used to 

solve for the EED.  In order to allow for the eMCS to be used in the EETM, variables used in 

calculating the spatially dependent magnitude and phase of the electromagnetic fields have to be 

modified to correctly add the contributions from each coilset.  The arrays for the variables 

containing the magnitudes and phases of the fields have to be expanded in dimension to allow for 

the contribution of each coilset to be stored.  The calculation for the spatially dependent 

azimuthal electric fields and the corresponding power deposition is looped through for each 

coilset and then added together to obtain the total azimuthal electric field and power deposition 

from all coilsets.   

The EMM is also modified to correct for non-collisional heating effects in the calculation 

of the azimuthal field and ICP power deposition when multiple coilsets are involved.  The 

inductively coupled fields calculated in the EMM are normalized to provide the total power 

deposition as specified by the user.  There are three approaches to do this.  The first approach 

assumes completely collisional power deposition and assumes power to be equal to EJ  .  This 

ignores non-collisional heating effects. The second way to normalize the electric field to provide 

the specified power is to calculate the power “kinetically” in the eMCS, which will correct for 

non-collisional heating effects.  When correcting for non-collisional heating effects, the electric 
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field and power deposition by ICP coils is modified by a correction factor between 1/3 and 7.  

The third approach is to calculate “kinetic” electron currents in the eMCS and feed them back 

into the calculation of the electric field.  This will include the effect of non-collisional heating.  

The EMM is modified to allow for the second approach of normalizing the electric field, which 

corrects for non-collisional heating effects, to be used with multiple coilsets.   

2.3 Electron Energy Transport Module 

The EETM calculates the EEDF as a function of energy, position, and phase, and then 

uses the calculated EEDF to determine electron impact rate coefficients and source functions as a 

function of position and phase.  The EETM takes in the density of plasma species as a function 

of position as well as the electromagnetic, electrostatic, and magnetostatic fields as a function of 

position and phase.  The densities of plasma species as well as the electro-static fields are 

calculated in the FKPM and their values are then fed into the EETM.  The EEDF can be 

calculated in one of three ways:  a Local Field Approximation, Monte Carlo Simulation, or 

Electron Energy Equation.  The modular approach of the HPEM allows the method for 

calculating the EEDF to be chosen based on what is most appropriate for the operating 

conditions without worrying about affecting the calculation of other parameters in other modules.  

Once the EEDF has been obtained, the resulting electron impact rate coefficients and source 

functions are calculated and fed back into the FKPM, completing the cycle.  For the work of this 

thesis the Monte Carlo method was chosen.  Boltzmann’s equation, eq. 2.3.1, is solved for using 

an electron Monte Carlo simulation (eMCS), to calculate the EEDFs for both bulk and secondary 

electrons.  The eMCS is described in detail in [18, 19] and a summary of those descriptions will 

be presented here. 
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2.3.1 Electron Monte-Carlo Simulation 

The eMCS is a 3v-3d (3 velocity components, 3 dimensions) model which integrates 

electron trajectories from electromagnetic, electrostatic, and magnetostatic fields obtained from 

the EMM and FKPM, and uses Monte Carlo techniques for collisions.  In the FKPM, the 

densities of plasma species as well as Poisson’s equation are integrated as a function of time over 

many rf cycles.  The vector components of the electric field as a function of position and phase, 

 ,rE


, as well as the cycle averaged densities of all charged and neutral species,  rNi


, are 

recorded during the last rf cycle before the eMCS is called.  These recordings are then 

transferred to the eMCS, where two simulations are performed, one for bulk electrons and one 

for secondary beam electrons.   

On the first call to the eMCS, when calculating the EEDF for bulk electrons,  rfb


, , the 

electrons are initially given a Maxwellian velocity distribution and placed in the reactor using a 

distribution weighted by the local electron density.  On subsequent calls the trajectories are 

restarted from their coordinates at the end of the previous call.  Electron trajectories are advanced 

using a second order Euler method with pseudoparticles being used to represent electrons.  The 

acceleration of electrons, and thus the advancement of electron trajectories, is governed by the 

Lorentz equation, 

        BvE
m

q

dt

vd

e

e   ,                                                 (2.3.2) 

where E is the local electric field, B is the local magnetic field, 
dt

rd
v  is the velocity, and r  is 

the location of the pseudoparticle. The electric field contains both an rf component from the 

EMM as well as an electrostatic component from the FKPM.  The magnetic field contains both rf 
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and static components as well, although in this thesis there are no static components as there are 

no magnetostatic fields.  As described by Song and Kushner [19], 

“The time step t  for each pseudoparticle is chosen as the minimum of the following:  a 
specified fraction of the rf cycle, the time to cross half of the computational mesh in any 
direction, the time to the next collision, the time for the particle to be decelerated to zero speed, 
or the time to when statistics are being collected when all particles should be at the same time, Tf.” 

A pseudoparticle’s trajectory is no longer integrated once it has reached Tf, until all other 

pseudoparticles reach Tf.  After recording statistics, the trajectories are restarted. 

An energy grid is used to collect or calculate statistics and collision frequencies.  Energy 

bins have constant widths over a specified energy range, and within an energy bin i , the total 

collision frequency, i , is computed by summing all possible collisions with every heavy 

particle plasma species using the following equation, 

     









kj,
jijk

2

1

e

i
i N 

m

2
  


 ,     (2.3.3) 

where i  is the average energy within the bin, em is the electron mass, ijk  is the cross section at 

energy i , for species j  and collision process k , and jN  is the number density of species j .[18, 

19]  As this point, i  does not account for the frequency of electron-electron (e-e) collisions. 

Null collision cross sections are used to provide a constant collision frequency.  The null 

collision frequency in a particular energy range, is equal to the difference of the actual collision 

frequency and the maximum collision frequency in that range.  The time between collisions is 

obtained from 

       mjrt /)ln( 1 ,                                                       (2.3.4) 

where 1r  is a random number distributed on (0,1) and mj  is the maximum collision frequency in 

energy range j  based on both electron energy and density of collision partners.  If a null 
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collision is determined to have occurred, then the electron’s trajectory is unaltered.  If instead a 

real collision is determined to have occurred, the electron energy is modified according to the 

type of collision and the electron trajectory is scattered to reflect the occurrence of the collision. 

Statistics for  bf  are collected for every particle on every time step.  The particles are 

binned by energy and location and are proportionally weighted to the product of the number of 

electrons each pseudoparticle represents, w, and its last time step, t .  A particle’s weighting is 

distributed to its own cell and to neighboring cells in proportion to the fraction of the volume of 

the finite particle size that resides in the neighboring cell,  .  A particle’s size and volume are 

equal to that of the numerical mesh.  Thus, for a particle in spatial bin j  and energy bin i , the 

running sum of statistics is 

          



neighborsjj

jjijij twFF
,'

'''  .                  (2.3.5) 

When modeling transients, there should be frequent feedback from the eMCS to the FKPM and 

vice-versa.  This means the relative change in power or voltage should be small between calls to 

the eMCS.  In the eMCS pseudoparticles are added for ionizations (with a randomly chosen 

isotropic angular distribution) and removed for losses such as those incurred by attachment, 

recombination, or leaving the volume.  If the particle number exceeds a maximum value, then the 

particle number is reduced by randomly removing particles.  If the particle number is reduced 

below a minimum value, particles are randomly seeded in the plasma.  

At the end of a given call to the eMCS,  rfb


,  at each spatial location is obtained by 

normalizing the statistics such that  

              
i

iibij
i

ij fF 1   2

1

 ,                           (2.3.6) 
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where bijf  (eV-3/2) is  rf ib


,  at r


, and i  is the width of the energy bin.  ijF is the sum of the 

pseudoparticles’s weightings at r


for energy bin i having energy i . 

A particle mesh technique where electrons collide with an energy resolved electron fluid 

is used to account for e-e collisions.  The spatially dependent  rfb


,  recorded during the 

previous call to the eMCS allows this to be accomplished in the following manner.  The incident 

pseudoparticle in the e-e collision has an initial velocity 0v


.  The velocity of the collision partner 

for the incident pseudoparticle is randomly chosen from  rfb


,  at that location.  This was 

computed on the previous call to the eMCS.  Only the energy distribution  rfb


,  is retained 

from the previous call to the eMCS, so it is assumed that the target electron has an isotropic 

angular distribution.  A cumulative probability is used to determine the probability of selecting a 

collision partner having energy '  for a pseudoparticle in the thj  spatial bin. The cumulative 

probability is 

       



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kj
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 ,     (2.3.7) 
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where )'(jf  is  rfb


,  in the thj  spatial bin, '  is the energy of the electron collision partner,  

and ' is the width of the energy bin of the collision partner.  The summation in the numerator 

of eq. 2.3.7 is over lower energies so that 1)'( 
i

ij   and the summation in eq. 2.3.8 is over 

the entire energy range. 

The energy of the target electron 'i  must satisfy the relation  

               '' 21 ijij r     ,                 (2.3.9) 
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where 2r is a random number distributed between (0, 1).  The probabilities are precomputed at 

the beginning of each iteration.  Once the collision partner velocity, 'v


, is chosen, the impact 

parameter for 90  scattering, 0b , is calculated using the formula [20], 

               2
0

2
0 2/  gmeb e ,               (2.3.10) 

where em  is the electron mass, '0 vvg


  is the relative speed between the collision partners, 

and 0  is the vacuum permittivity.  The collision event is ignored if Db  /)cos( 0 , where   is 

the angle between the velocity of the pseudo-electron and its collision partner and D  is the local 

Debye length.  This approach may not represent very small angle scattering very well, however 

 bf  is not significantly affected at the energies that determine inelastic rate coefficients.  If 

Db  /)cos( 0 is found to be false, the probability of an e-e collision during the current time 

step t  is determined from 

           tggntgP eejee  )(),(  ,              (2.3.11) 

where jn  is the density of electrons in the thj  spatial bin obtained from the FKPM, and the 

momentum transfer Coulomb cross section, )(gee , is [21] 

            2/1 2
0

2
0 /ln14)( bbg dee   .              (2.3.12) 

This procedure is justified if, 1tgPee  ),(  for the conditions of interest.  This is the case for 

virtually all conditions of this thesis.  The collision event takes place if 3),( rtgPee  .  If a 

collision does occur, then post collision a relative velocity 'g


 is randomly determined such that 

[22] 
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where 'zg  is positive or negative if zg  is positive or negative.  The final velocity of the incident 

pseudoparticle, fv


, is updated by eq. 2.3.14, 
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The collision partner’s change in velocity in the stored distribution function is 

disregarded.  At the end of a call to the eMCS,  rfb


,  are used to compute electron impact rate 

coefficients  rk j


 for collision process j, 
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The FKPM holds the values of  rk j


 constant between calls to the eMCS.  The source function 

resulting from the rate coefficient is then 

            rNrkrnscmrS jjej


 ][ 13 ,                                        (2.3.16) 

for electron density ne and heavy particle collision partner density jN . 

The EEDs of secondary electrons that are first emitted from surfaces and accelerated by 

sheaths,  rfs


, , are obtained by a similar process.  The flux striking surfaces of energetic 

particles (ions, photons, excited states) of type j ,  rj


 , is obtained from the FKPM instead of 

seeding electrons in the bulk plasma.  The total rate of secondary electron emission, SR  (1/s), is 

obtained from 



43 
 

                             






j
kkjjSk

k
SkS

ArR

RR




,                          (2.3.17) 

where the summation is over species j having secondary electron emission coefficient j  and 

surface locations k having surface area kA .  Secondary electrons are then randomly launched 

perpendicularly to the surface with an energy of 4 eV from spatial location k in proportion to

SSk RR / .  The number of secondary electrons to be launched is preselected.  The statistical 

weighting of the particle, w, has units of current or particles/s.  Then particle trajectories are 

tracked and statistics to produce  rfs


,  are collected in the same manner as for  rfb


, .  Since 

w has units of particles/s, the distribution functions  rfs


,  are normalized,  

              
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iisij
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1

 V  ,              (2.3.18) 

where  issij ff  , i  is the energy of the secondary electron in bin i , i is the width of the 

energy bin, and jV is the volume of the cell at location j .  With this normalization,  rfs


,  

have units of electrons/cm3-eV-s.   

Pseudoparticle trajectories are followed until the particle collides with a surface or falls 

below a specified energy, typically the lowest electronic excitation threshold, T .  Once one of 

these conditions occurs, the pseudoparticle is removed from the simulation.  Pseudoparticles that 

are emitted originally and have their energy fall below T  have their weightings summed into a 

current source,  rQe


 (C/cm3-s), using eq. 2.3.19, 
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where jQ  is the current source for location j  having volume jV .  Surface emitted secondary 

electrons act as a source of electrons for the electron continuity equation in the fluid simulation.  

This source is provided by  rQe


.  This source appears as net charge injection in the solution of 

Poisson’s equation through the change in electron density.  This is because this source does not 

also appear in a positive ion continuity equation.  A rate of surface charging  rQse


 (C/cm2-s), 

which comes from secondary electrons striking a surface, is calculated from a summation similar 

to that for  rQe


, and then included in the continuity equation for surface charging in the fluid 

modules. 

Electron impact source functions for secondary electrons, eq. 2.3.20, are transferred back 

to the FKPM instead of rate coefficients, since  rfs


,  is ultimately normalized to the 

magnitude of the secondary electron current, RS. 
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The values of  rSej


 are held constant in the FKPM between calls to the eMCS.   

2.4 Fluid Kinetics Module 

In the FKPM, the densities, temperatures, and fluxes of all neutral and ionic species are 

determined by solving continuity, momentum and energy equations for all neutrals and ions.    

The density and flux of electrons are also calculated in the FKPM, while the electron temperature 

is determined from the EEDF calculated in the eMCS.  Poisson’s equation is also solved for in 

the FKPM to calculate the electrostatic potential and field as a function of position and phase.  

The FKPM also produces rate coefficients and source functions for heavy particle reactions.  The 

continuity equation solved for neutral and ion transport is 
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where iN  is the density of species i , i


 is the flux of the species, and iS  is the source due to gas 

phase collision processes.  The flux of neutrals and ions can be determined multiple ways.  A 

drift-diffusion method with and without including the effects of magnetic fields can be used.  

Neither option is used to obtain the results in this thesis.  Another method is to solve the 

momentum equation 

  

,)(

)()()(
1)(

t

ij
j

jiji
ji

j
i

iS
i

ii
iiiii

i

iii

vvNN
mm

m

BvE
m

Nq
vvNTkN

mt

vN





 


















              (2.4.2) 

where iv


 is velocity, im  is the mass, iT  is temperature, SE  is the electrostatic field, i  is the 

viscosity tensor (used only for neutrals), and ij  is the collision frequency between species i  and 

j .  An energy equation, seen in eq. 2.4.3, can also be solved for in addition to the momentum 

equation   
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where ic  is the heat capacity in a relation of iii Tc , i  is the thermal conductivity, iP  is the 

partial pressure, i  is the momentum transfer collision frequency, E  is the rf electric field,   
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is the rf frequency, )( jijiij mmmmm   is the reduced mass, Bk is Boltzmann’s constant, and ijR  

is the rate coefficient for formation of the species by collisions between heavy particles.  The 

first three terms on the RHS of eq. 2.4.3 are power transfer by thermal conductivity, compressive 

heating, and advective transport.  The next two terms are additional heating contributions for 

ions from both the electromagnetic and electrostatic fields.  The last two terms are heating 

contributions from elastic collisions and charge exchange collisions (either positive or negative 

contribution).  In this thesis the momentum equation along with the energy equation is solved in 

order to obtain the flux of neutrals and ions. 

For electrons, only the continuity equation is solved in the FKPM.  The flux is obtained 

using a drift-diffusion approximation.  The electron energy is obtained from the eMCS.  Using 

the conventional drift-diffusion approximation, the electron flux is calculated by eq. 2.4.4 

            eeeeee nDEnq 


 ,     (2.4.4) 

where en  is density of electrons moving in the electric field E


 and having tensor mobility e , 

tensor diffusivity eD , and charge eq .  In the absence of a static magnetic field, the tensor 

mobility and diffusivity become equal to their isotropic values. 

Due to the tight coupling of electrostatic fields to the densities of charged particles, 

Poisson’s equation is solved within the FKPM.  There are several ways in which Poisson’s 

equation can be solved.  It can be solved for explicitly, semi-implicitly, semi-implicitly with 

implicit electrons and predictor-corrector ions, semi-implicitly with implicit electron densities 

and fluxes, with a semi-implicit ambipolar approximation, and using any of the previous options 

with a sheath model.  The results of this thesis are obtained by using the semi-implicit form of 

Poisson’s equation given by 
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where S  is the electrostatic potential,  is the local permittivity, S  is the charge density in or 

on non-plasma materials, Si  is the flux of charged species incident onto surfaces in contact with 

the plasma i , iN  is the density of species i , iq  is the electrical charge of species i , and M is the 

material conductivity.  This method solves for the potential at a future time tt  .  The charge 

densities are set to be equal to their current values at time t  plus some small fraction of their 

predicted values at time tt   based on the divergence of their fluxes. 

When ion fluxes are derived by solving their momentum equations instead of using a 

drift-diffusion equation, the direct semi-implicit solution for the ion fluxes with S  is lost.  

 ttion   is no longer an easily quantified function of S  and this makes numerically 

constructing Jacobian elements difficult.  When there are many ion species, it becomes 

computationally burdensome to include ion momemtum equations in the matrix for semi-implicit 

solutions of electron and ion densities and S .  However, even an approximate prediction for 

the ion densities at future times  ttN  , has been found to provide additional stability and 

allow for larger time steps to be taken.  This prediction is provided by recording a short past 

history of fluxes and source functions and numerically deriving derivatives.  An example of this 

is, 
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where   dttd  and   dttdS  are derived from a past history of fluxes and source functions 

respectively.[1] 

There are two different methods that may be used to solve the matrices obtained from 

implementing the various options mentioned above.  Which method is most appropriate depends 

on the simulation.  The presence or absence of a magnetostatic field has a significant influence 

on which method is most appropriate.  In a case where finite differences are being used for 

discretization on a structured mesh in the absence of a magnetostatic field, the numerical 

molecule is a five-point molecule with five nearest neighbor points.[1]  Each of these points are 

connected to the center point by a coefficient containing transport coefficients and geometrical 

information.[1]  In this situation, the iterative successive-over-relaxation (SOR) method is 

considered to be a fast, efficient method of solving Poisson’s equation.  In the presence of a 

magnetostatic field, the numerical molecule becomes a nine-point molecule that contains next-

nearest neighbors that do not share a coefficient with the center point.  A sparse matrix technique 

is preferred in these conditions.   No matter the choice of method, the construction of the 

matrices to implement the options mentioned above and the method of solving those matrices 

should be independent.   

In the FKPM, acceleration techniques are used to speed the rate convergence of 

computed quantities.  The cycle averaged time rate of change of densities is recorded over a 

period of many rf cycles during execution of the FKPM.  The integration is then paused and the 

densities of species are increased (or decreased) proportional to these average rates and the 

integration is then restarted.  As different rates of acceleration are applied to different species 

depending on their derivatives, it is difficult to assign a precise time interval for which the 

densities are projected into the future.  The net charge density may not be conserved through the 
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acceleration process, due to different acceleration rates for different species.  In each cell in the 

volume and on surfaces, the charge density is recorded before acceleration.  This is to stop 

unphysical transients in the plasma potential and the charging of surfaces from occurring.  The 

charge density in each cell is set to be the same after acceleration as before by adjusting the 

electron density. 

2.5 Plasma Chemistry Monte Carlo Module 

The PCMCM is a 3v-3d (three velocity components, three dimensions) Monte- Carlo 

simulation of the trajectories, including collisions, of plasma species from the gas phase to 

reactor surfaces.  The PCMCM is used to calculate the energy and angular distributions (EADs) 

of plasma species hitting a surface.  The PCMCM launches pseudoparticles representing ions and 

neutral species at randomly chosen times during the rf period.  By default, the PCMCM loops 

through every (r,z) mesh cell in the plasma region of the reactor, and integrates the trajectory of 

pseudoparticles launched one at a time from the current (r,z) mesh cell until the particle is lost.  

This can be through either a gas phase collision or by hitting a surface.  If the pseudoparticle hits 

a user-specified surface for which the EADs are to be calculated, the EAD of the pseudoparticle 

is recorded.  The angles are recorded relative to the local normal. 

Ion transport in the time varying sheath is resolved by dynamically choosing the 

appropriate time steps.  The time step is chosen to be no larger than a fraction of the rf cycle 

(typically 0.01) or the time to cross a fraction of a computational mesh cell (typically 0.5 far 

from the sheath and 0.02 in the sheath).  The launching of the pseudoparticles is done in a loop 

until all particles have been launched and removed from the system.  The number of 

pseudoparticles to be launched at a given (r,z) position is weighted by the spatially dependent 

source function of the plasma species between a user defined minimum and maximum value.  As 
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part of the work discussed in Chapter 4, the PCMCM is upgraded to allow for a stencil to be 

defined by the user, which would confine the launching of pseudoparticles in the PCMCM to 

within a specified range in r and z.   

The source functions for all heavy particle plasma species (ions and neutrals) as well as 

the electric fields in the reactor are calculated in the FKPM as a function of position and are 

exported to the PCMCM.  The exported electric fields are used to integrate the trajectories of 

ions.  The initial velocities of the plasma species are randomly chosen from a Maxwell-

Boltzmann distribution having the temperature of that species as computed by the FKPM.   

Trajectories of pseudoparticles representing ions are integrated by interpolating electric fields in 

space and time.  Null collision techniques are used in the selection of collision times and mean 

free paths for individual particles.  The maximum collision frequency for each PCMCM species, 

i , over the entire computational domain is determined by equation 2.5.1 below, 
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where the sum is over collisions j , mj vv ))((   is the maximum product of the particle speed and 

cross section for collision j at that speed, and jmN  is the maximum density of the collision 

partner in the computational domain.  The randomly chosen time to the next collision is then,  

             )1ln(
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0 rtt
im

c 
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,                 (2.5.2) 

where 0t  is the current time and r  is a random number distributed on (0,1).  Null collision 

techniques are used in a similar way as in the eMCS to determine if a collision has occurred. If 

the time to the next collision is reached and a null collision is determined to have occurred the 

particle’s trajectory is not adjusted, the time to the next collision is recalculated based on eq 2.5.2, 
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and the particle trajectory continues to be integrated.  The pseudoparticles in the PCMCM are 

particle representations of the same plasma species that are represented as fluids in the FKPM.  

Thus, the collisional processes undergone by the pseudoparticles are based on the reaction 

mechanisms used by the FKPM.   

IEDs can be obtained for plasma systems operated under both continuous (cw) and 

pulsed conditions.  Under cw conditions, the electric field spatial profile on the last iteration is 

stored and used to integrate the ion trajectories assuming that the properties of the plasma, 

including the electric field, are now at steady state.  Under pulsed conditions IEDs can be 

obtained in two ways.  The first way is that for each iteration during a pulse, IEDs are obtained 

as if the current iteration is the last iteration in a cw plasma, and then averaged together.  If the 

source function of an ion is small, fewer pseudoparticles will be launched and the effect of the 

IED of that iteration on the total averaged IED will be small.  If the source function of an ion is 

less than or equal to 0 for the current iteration and position, no pseudoparticles for that ion are 

launched at that position for the current iteration.  A problem with this method is that it does not 

accurately account for the effect of the ion transit time.  While a large number of particles may 

be generated during the plasma on period of a pulse, many of those particles may actually reach 

the sheath during the plasma off period of the pulse.  Thus there can be significant ion 

bombardment during iterations in the off period of the pulse, even though the source functions 

during these iterations are small or even negative. 

In order to obtain the results of Chapters 4 and 5, the PCMCM is modified to take into 

account the effect of ion transit time on when a particle reaches the sheath, and thus the energy 

with which the ion actually bombards the surface.  In these chapters, time averaged IEDs are 

obtained for periodically pulsed plasma with a fixed pulse repetition frequency (PRF). 
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“The electric fields that are used in advancing the trajectories of the particles are 
periodically stored during the pulsed cycle, and these electric fields are interpolated as a function 
of position and time during integration of the ion trajectories.  Depending on the PRF and duty 
cycle of the applied power, Te and ionization sources may significantly vary over the pulsed 
cycle.  For these conditions, electron impact ionization sources for ions are also recorded as a 
function of space and time.  Pseudoparticles, representing ions in the PCMCM, are then launched 
during the pulse period from locations and phase in the period in proportion to these time 
dependent ionization sources.  In the event that the transit time for an ion from its site of creation 
to a surface is longer than the pulse period, the electric fields are repeated for additional pulsed 
periods until the ion strikes a surface or is lost through a gas phase collision process.”[23]   



53 
 

2.6 Figures 

 

Figure 2.1  Flow chart of HPEM showing information exchange between the modules used for 
this thesis. 
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Figure 2.2  Flowchart of PCMCM showing process by which statistics for IEDs are collected. 
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Chapter 3 Electron Energy Distributions and Source Functions in Ar/N2 
Inductively Coupled Plasmas Using Pulsed Power For a Variety of Duty 

Cycles, Pressures, and Frequencies 

3.1 Introduction 

Optimization of plasma materials processing ultimately requires control of the flux of 

reactive species (radicals, ions, photons) to surfaces.  Control of these species is greatly 

facilitated by controlling the source functions resulting from electron collisions with feedstock 

gases and their dissociation products.  This control is a direct consequence of controlling the 

electron energy distribution (EED).[1]  In steady state or continuous wave (cw) plasmas, such as 

low pressure inductively coupled plasmas (ICPs), the rate of ionization, as determined by the 

EED, must exactly balance the rate of loss of charged particles, either in real-time or averaged 

over relatively short radio-frequency (rf) cycles.  (Short in this case, refers to the rf period being 

much smaller than the diffusion or attachment time for loss of electrons, or the time for electron 

energy loss.)  For a given gas mixture, flow rate, power deposition, frequency, and geometry, 

there is usually a single EED that will provide this balance between electron sources and losses.  

(EEDs are, in fact, spatially varying in the plasma – in this context, I refer to the spatial average.)   

Pulsed plasmas provide a means to broaden the parameter space available to customize 

EEDs.  In a pulsed plasma, the power is applied over a fraction (the duty cycle, DC) of a 

repetitively pulsed cycle (the pulse repetition frequency or PRF).  In pulsed plasmas, the balance 

between sources and losses need only be maintained over the pulsed period, which provides 

additional parameters to optimize the EED, such as DC and PRF.  The pulsed period can be 
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commensurate to or longer than the time for electron loss by diffusion, attachment, or energy 

loss. Several studies have investigated the effect of pulsed power on radical density formation in 

electron cyclotron resonance (ECR) plasmas [2-4] and ICPs [5].  ICPs, as used for etching and 

deposition, are particularly attractive for EED control through pulsing.  The smaller influence of 

surface associated processes, such as secondary electron emission and acceleration by sheaths, 

enables a more direct correlation between power deposition and electron heating.  Substrate 

biases for ion acceleration applied to ICPs operating in high plasma density mode have little 

effect on the EEDs due to small amounts of electron heating produced by the thin sheaths.  

Kortshagen et al. measured the spatial variation of EEDs in an argon ICP under 

continuous wave (cw) conditions at pressures of 5 – 40 mTorr.[6]  They compared the EEDs to 

theoretical results from a 1D model.  They found that with increasing pressure there was a 

change in the shape of the EED from concave to convex in the elastic energy range (ε < 11.6 eV) 

and that the EEDs displayed non-local behavior.  Sing and Graves measured EEDs in cw ICPs 

sustained in Ar, N2, Ar/N2, and other gases.[7]  In Ar, they found that varying power while 

keeping pressure constant at 10 mTorr had little effect on the EEDs.  When keeping the power 

constant at 300 W and varying pressure from 2-40 mTorr, they found the EEDs to be non-

Maxwellian at all pressures, although for 10-40 mTorr, the EEDs were nearly Maxwellian below 

the inelastic collision thresholds.  The EEDs were two-temperature distributions above 10 mTorr 

and three-temperature distributions at 2 mTorr.  In N2 ICPs at a constant power of 450 W, a 

decrease in the electron energy probability functions (EEPFs) around 3 eV was observed as the 

pressure was increased from 10-100 mTorr due to the increased importance of energy loss due to 

vibrational excitation.  In Ar/N2 discharges, increasing the Ar fraction reduces the EEPF dip 

around 3 eV and reduces the propensity for a two-temperature distribution. 
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Malyshev and Donnelly investigated the temporal dynamics of electron temperature (Te), 

electron density (ne), and the EED in a pulsed Cl2 ICP with an rf substrate bias.[8]  They found 

that during the afterglow of the power pulse, the rf bias on the substrate did affect the EEDs.  As 

the plasma density decreased during the afterglow due to diffusion and attachment, the sheath 

thickness at the substrate increased.  The widening sheath increased the rate of stochastic 

electron heating which then increased the rate of heating of the EED.  When the ion density 

decayed to values normally associated with capacitively coupled plasmas (CCPs), the EEDs 

became indistinguishable from those of cw reactive ion etching (RIE) plasmas. 

Hebner and Fleddermann investigated the effect of peak rf power, duty cycle, and PRF on 

electron density and plasma potential in pulsed Ar and Cl2 ICPs.[9]  They found that the peak 

electron density initially increased with duty cycle before decreasing above 30%.  This is due to 

a balance between the amount of power being deposited into the plasma and the time it takes for 

the ne source and loss mechanisms to come into equilibrium.  Increasing rf power led to larger 

peak ne values, while increasing pulse repetition frequency (PRF) caused ne to decay to lower 

values in the plasma afterglow and a greater dynamic range in ne during the pulse.  Increased 

duty cycle was also found to cause the peak plasma potential to decrease due to a higher residual 

ne at the beginning of the pulse shielding the bulk plasma from the applied rf potential.    

Kimura and Ohe investigated the effect of pressure on the EEDs in Ar discharges in a 

planar ICP system.[10]  They found that for a cw power of 50 W the EED had a three-

temperature distribution at 5 mTorr of pressure due to the depletion of high-energy electrons at 

inelastic thresholds.[10]  The EED had a bi-Maxwellian structure below the first inelastic 

threshold.  The EEDs at pressures higher than 10 mTorr were two-temperature distributions.  The 

slope of the tail of the EED is dominated by inelastic collisions as opposed to electron-electron 
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collisions, which results in the EED having two temperatures for the bulk and tail of the EED.  

Maresca, Orlov, and Kortshagen experimentally investigated the diffusive cooling of electrons 

and EEDs in a planar, pulsed Ar ICP.[11]  They attributed observed decays in the tail of the 

EEDs to both inelastic collisions and to loss of electrons having energy greater than the sheath 

potential to walls  diffusion cooling. 

Godyak et al. investigated the effect of power, pressure, and rf frequency on EEDs and 

plasma parameters in an Ar ICP.[12]  At 100 mTorr the plasma is collisionally dominated and 

the EED at all powers appears almost Maxwellian in the elastic energy range and is depleted 

above the inelastic energy threshold (≈11.6 eV).  This appears as a two-temperature distribution.  

At 10 mTorr, a three-temperature structure is observed for the EEPF at low power, with a well-

defined low energy bump due to non-local electron kinetics in low pressure discharges with 

moderate plasma density.  The EEPFs move toward a two-temperature distribution with 

increasing power.  At lower pressure, 1-10 mTorr, the rf frequency had a noticeable effect on the 

EEPF at all powers, with reduced electron heating at higher frequencies due to the reduced skin 

depth of the electromagnetic field. 

Godyak investigated non-equilibrium EEDs in ICPs and discussed ways to control 

electron temperatures, Te, and thus EEDs.[13]  He found that there may be a two-temperature 

distribution in the EED due to anomalous skin effects where the RF current is not a local 

function of the rf field.  One such effect is selective, collisionless heating of the faster and hotter 

electrons that cross the sheath in a fraction of the rf period, the selective nature of this heating 

can lead to two-temperature distributions.  In low pressure ICPs having an anomalous skin effect 

the effective electron temperature was found to have a strong dependence on frequency.  This 
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frequency effect is reduced as the plasma density increases and the EED becomes more 

Maxwellian due to increased collisions.[13] 

Another method to control Te, and thus EEDs, as discussed by Godyak, is pulsing of the 

discharge power, which decouples the electron heating and electron energy loss processes.  

During repetitive pulsing, at the beginning of the activeglow (power pulse-on time) Te initially 

overshoots the steady state value of Te, before decaying to that value.  This spike in Te is due to 

the ICP power being dissipated into a smaller electron density than the activeglow steady state 

density.  The Te must also exceed the value for which ionization balances losses in order to 

increase the electron density during the pulse.  The activeglow steady state of Te may be different 

from the cw mode steady state value obtained if pulse-period-average (PPA) power was applied 

continuously.  During the afterglow (power pulse-off time) Te quickly decays below the cw 

steady state value due to collisional energy losses and diffusion cooling.  This phenomenon has a 

pressure dependence, as lower pressures will result in higher Te during the pulse-on time as well 

as a faster cooling rate during the pulse-off time due to diffusion cooling.  At lower pressures the 

electron mean free path is longer, which reduces energy loss from collisions during the pulse-on 

time and allows higher energy electrons to diffuse to the walls faster.[13] 

In this chapter, a computational investigation of EEDs and source functions in a pulsed 

Ar/N2 planar ICP discharge is presented.  This gas mixture is chosen as there are collisional 

energy loss reactions at low (vibrational excitation), intermediate (electron excitation) and high 

(ionization) energies.  The effect of pulsed power for various duty cycles and pressures on EEDs 

and source functions for N2(v = 1), N2(A), and Ar+ through direct electron-impact reactions is 

examined.  The threshold energies of these reactions are 1.3 eV, 6 eV, and 16 eV, which are 

intended to be representative of low, mid, and high threshold processes, respectively.  N2(v = 1) 
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represents the first vibrational state of N2, and N2(A) represents the first electronic metastable 

state of N2, the  uAN 3
2  state. 

All results are for plasmas sustained in argon/nitrogen (Ar/N2=80/20).  The species 

consist of Ar (ground state), Ar*, Ar**, Ar***, Ar+, N2 (ground state), N2(v), N2
*, N2

+, N 

(ground state), N*, N+, and electrons.  Ar* represents the combined metastable states of the 

Ar(3p54s) manifold [Ar(1s5), Ar(1s3)] and Ar** represents the combined radiative states [Ar(1s4), 

Ar(1s2)].  Ar*** is a lumped state representing Ar(3p54p) and higher states in the excited state 

manifold.  Radiation trapping of the Ar** state is included.  N2(v) represents the combined 

vibrational states of N2, and N2* represents the combined electronic states of N2.  N* represents 

the combined electronic states of atomic nitrogen, N(4s22d) and N(4s22p). 

3.2 Description of the Reactor and Experiment 

A schematic of the ICP reactor used in the computational investigation is shown in Fig. 

3.1.  The plasma is sustained in a 25 cm diameter reactor, 16.5 cm tall with a 3-turn planar coil 

on top of a dielectric window.  Gas is injected through a cylindrical nozzle at the top underneath 

the center coil of the ICP and pumped annularly at the bottom.  Computed plasma parameters 

[electron temperature (Te), electron density (ne), and electron source function (Se)], EEDs, and 

source functions for N2(v=1), N2(A), and Ar+ are discussed below.  When comparing EEDs or 

source functions for different heights, two or more of the heights indicated in Fig. 3.1 are used.  

In most cases, comparisons will be made between the heights of 11.5 cm and 5.5 cm, inside and 

outside the electromagnetic skin depth, respectively.  In all cases the pulse-period-average (PPA) 

power is 300 W, the PRF = 20 kHz, the ICP frequency is 10 MHz, and the flow rate is 100 sccm. 
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3.3 Effect of Pulsed Power on Plasma Parameters 

Plasma parameters during a pulse period of the ICP power are first discussed for a duty 

cycle of 30% and pressure of 5 mTorr.  The spatial profiles for ne, Te, and net electron impact 

ionization source, Se, for different times during the pulse period are shown in Figs. 3.2, 3.3, and 

3.4.  Te at a radius of 5.9 cm and heights of 11.5 cm (in the skin depth) and 5.5 cm (below the 

midplane) as a function of time is shown in Fig. 3.5.  The densities of plasma species [N2(v = 1)], 

[N2(A)], [Ar+], and [e] at a radius of 5.9 cm and heights of 11.5 cm (in the skin depth) and 5.5 

cm (below the midplane) as a function of time for a pressure of 5 mTorr is shown in Fig. 3.6.   

At the start of the power-on period, Te and Se first increase near the coil underneath the 

nozzle.  The ICP power is deposited within the skin depth of the rf field (≈1 – 2 cm) near the 

coils and only those electrons located in the skin depth are initially heated.  At 5 mTorr, the 

mean-free-path for electron energy loss is ≈20 cm, and so the skin depth is anomalous, that is 

partly non-collisional.  With the exception of the initial spike in Te (discussed below), Te in the 

skin depth layer is 5 – 6 eV.  These higher energy electrons then diffuse through the chamber, 

undergoing collisions and producing ionization.  The calculation of Te is dominated by the more 

numerous low energy electrons, while ionization is dominated by the sparse high energy 

electrons, which have longer mean-free-paths.  As a result, Se appears to extend further from the 

skin depth than does Te. 

There is a spike in Te near the coils at the start of the pulse to as high as 12 eV, a 

phenomenon typically called overshoot.  At the beginning of the pulse, power is dissipated into a 

smaller inventory of electrons, which then elevates their temperature above the quasi-steady state 

value, 3.5 – 4 eV.  In fact, Te must at some point exceed the quasi-steady state value in order to 

increase the plasma density from its prepulse value.  The local spike in Se is to 8  1016 cm-3s-1, 
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compared to a quasi-steady state value of 1016 cm-3s-1.  This spike in both Te and Se produces a 

local maximum in ne under the coils of 2  1011 cm-3.  The modulation in the peak value of ne 

during the pulse period is a factor of 2.  The modulation in Te is significantly greater, requiring 

only 5 s to decrease to 0.5 eV when power is terminated, a value that is then sustained largely 

by superelastic electron heating in the afterglow.  

When the ICP power is turned off, the rapid decay in Te leads to a regime where the 

electron loss through diffusion to the walls and recombination is larger than electron generation 

through electron impact ionization.  This results in Se transitioning from positive to negative – a 

net source to a net loss.  The loss is dominated by dissociative recombination of N2
+.  The rate 

coefficient for dissociative recombination scales as Te
 -0.5, which is not a strong temperature 

dependence compared to ionization.  Therefore, the negative Se largely follows the plasma 

density during the recombination phase of the pulse cycle.  

When the ICP power is turned on, there is an initial overshoot of both Te (at all pressures), 

followed by a decay to a quasi-steady state value, as shown in Fig. 3.5.  At pressures of 10 

mTorr, the initial electron density is low enough that there is a large overshoot in Te (9 – 12 eV) 

before the temperature begins to settle toward a steady state value.  There is not a strong 

overshoot at higher pressures due to there being a smaller modulation in the electron density due 

to the lower rate of electron loss by diffusion during the afterglow.  The lower steady state Te and 

longer rise time with increasing pressure is expected due to an increased rate of energy loss 

through electron-electron collisions. 

The modulation of the different plasma species shown in Fig. 3.6 is a reflection of the 

modulation in Te and the threshold energies for generation of the plasma species through electron 

impact collisions.  As Te increases, the number of electrons with energies higher than the 
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threshold energy for inelastic collisions increases.  This leads to increases in [N2(A)], [Ar+], and 

ne during the pulse on period.  Changes in the densities of plasma species occur slower than 

changes in Te.  First, the densities of excited states are in the pulse-periodic steady state.  Many 

pulses are required to achieve this steady state, with an incremental change in each pulse.  At the 

beginning of the pulse, electrons gain energy from the applied rf electric field quickly, however, 

a longer time is required for that energy to be dissipated through collisions at 5 mTorr.  

At 5 mTorr, Te initially spikes to a value of ≈12 eV when the plasma turns on at t ≈ 1 μs 

at a height of 11.5 cm. This leads to an immediate increase in electron and ion density as the high 

temperature electrons undergo ionizing collisions.  There is some oscillation in the first few 

microseconds as the sudden increase in density from the spike in Te at t ≈ 1 μs causes Te to drop 

below its quasi-steady state value, which causes a dip in ionization and density, which causes Te 

to increase again.  During this process and throughout the pulse on period, as the electron density 

increases the skin depth in which plasma is absorbed decreases.  As the ICP power is fixed, the 

power density must go up, which increases electron heating, raising Te above its quasi-steady 

state value.   

At the peak density of ≈1.6 x 1011 cm-3, the skin depth becomes ≈1.3 cm, which causes 

the height of 11.5 cm, which is ≈1.1 cm away from the dielectric window, to be near the edge of 

the skin depth.  Being at the fringe of the skin depth causes the power density to decrease, which 

reduces Te and ne back toward their quasi-steady state values.  In the afterglow, Te rapidly 

decreases due to diffusion cooling.  As pressure increases, the rate of diffusion cooling drops due 

to the reduction in mean free path (MFP) going from 5 mTorr to 50 mTorr.  This process is 

somewhat mitigated by gas heating, which rarefies the gas and reduces the gas density.  Going 

from 5 mTorr to 50 mTorr, the reactor averaged gas temperature increases from ≈550K to ≈620K, 
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an increase of ≈13%.  As pressure increases, the increased collisionality as well as the higher ne 

at the beginning of the pulse, suppress the oscillations in Te.  The increased density at the 

beginning of the pulse also suppresses the effect of the change in the skin depth on Te and ne as 

ne reaches ≈1.6 x 1011 cm-3 and a skin depth of ≈1.3 cm within 2 μs of the start of the pulse at 50 

mTorr and the density continues to increase throughout the pulse. 

At 5 mTorr and a height of 5.5 cm, below the midplane, the electron density does not 

immediately increase at the start of the pulse.  There is a finite speed at which energy is 

transferred from the skin depth through the plasma outside the skin depth to lift the tail of the 

EED sufficiently to initiate an increase in ionization and electron density.  This “ionization speed” 

can be estimated from Figs. 3.5 and 3.6.  The overshoot in Te in the skin depth at a height of 11.5 

cm occurs at t ≈ 1 μs.  ne also starts to increase at this time.  ne does not start to increase until t ≈ 

5 μs.  Thus the ionization speed is ≈6 cm/4 μs or 1.5 x 106 cm/s. 

3.4 EEDs versus Height 

The effect of pulsing of the rf source power on fe() is discussed.  As a source of 

validation of our model, EEDs in Ar/N2 ICP with a cw power of 350 W at 60 mTorr for different 

Ar/N2 gas ratios, are compared to the experimental results of Singh and Graves [7] in Fig. 3.7.  

There is agreement between this model and the experimental data in the observed trend of a 

decreased dip in the EED at around 3 eV as the Ar content is increased.  The dip in the EED at 

around 3 eV is a result of resonant electron-molecule vibrational cross sections in N2.[7] The 

EEDs become more Maxwellian as the Ar content is increased.  There is some discrepancy 

between the model and experimental results at low energy, but this could be partly due to the low 

collection efficiency of Langmuir probes at low energies. 
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fe() at different times during the pulse cycle for a radius of 5.9 cm and heights of 11.5 

cm (in the skin depth) and 5.5 cm (below the midplane) are shown in Figs. 3.8 for 5 mTorr and 

Fig. 3.9 for 50 mTorr.  The ICP is operated with a PPA power of 300 W and a duty cycle of 30%.  

At 5 mTorr, the overshoot in Te in the skin depth produces an extension of fe() to high energies, 

which persists for the duration of the power-on portion of the cycle.  Upon termination of the 

power, fe() decays most rapidly at energies above the threshold for excitation of N2(A) at 6.2 eV.  

As fe() thermalizes during the afterglow, the EED separates into two regions.  The cross sections 

for vibrational excitation of N2 are resonant with appreciable values only between 1.3 and 3.8 eV.  

The threshold for electronic excitation of N2(A) is at 6.2 eV.  Thus, there is an energy region 

between 3.8 eV and 6.2 eV where elastic collisions dominate.  Electrons between these two 

energies have a lower rate of energy loss than either lower or higher energies.  For example, at 

the start of the afterglow, at a radius of 5.9 cm and height of 11.5 cm, the power loss per electron 

at 5 eV (in the elastic gap) is ≈286 eV/s during the afterglow, whereas at 2 eV the power loss is 

≈3.4 x 105 eV/s and at 8 eV is ≈2.0 x 105 eV/s.  Electrons will persist in this energy gap for 

extended periods of time due to their low power loss. 

At a height of 5.5 cm, the tail of fe() rises as electrons accelerated in the skin depth 

transport across the reactor.  Note that the tail of fe() at time 1 (beginning of power-on) is 

depressed at the lower height, while the tail is extended in the skin depth.  fe() has a 2-

temperature distribution early during the pulse as the less populated tail is repopulated with high 

energy, long mean free path electrons.  The decay process for fe() at the lower height is nearly 

the same as in the skin-depth.  The decay of electron energy has both local and non-local 

components, neither of which depends strongly on position.  Collisional energy loss depends 

only on the local density and mole fractions of the gas.  Although the gas is somewhat rarefied in 
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the center of the reactor (Tgas = 632 K), the mole fractions are fairly uniform.  So the rate of 

collisional loss is nearly the same as a function of position.  The non-local component of the 

decay is diffusion cooling, which primarily involves long-mean-free path electrons having 

energies greater than the plasma potential.   

At 50 mTorr, the behavior of fe() in the electromagnetic skin depth is similar to that at 5 

mTorr – an initial extension of the tail of fe(), followed by a collisional relaxation.  Lower in the 

reactor, the behavior of fe() is also similar to that at 5 mTorr, except that the tail of fe() during 

the pulse does not extend as far.  At 5 mTorr and a height of 11.5 cm, the momentum transfer 

mean free path (MFP) is ≈20.6 cm and the inelastic collision MFP is ≈23.1 cm, which leads to an 

energy relaxation length of ≈12.6 cm, which is essentially the reactor height.  At 50 mTorr the 

larger gas density leads to a larger collision frequency, which reduces the MFPs and energy 

relaxation length.   The momentum transfer mean free path (MFP) is reduced to ≈4.1 cm and the 

inelastic collision MFP is ≈4.8 cm, which leads to an energy relaxation length of ≈2.6 cm.  The 

reduction in MFP going from 5 mTorr to 50 mTorr leads to an increase in collision frequency 

from ≈2.1 x 106 s-1 to ≈1.4 x 107 s-1.     

This means that at 5 mTorr, electrons that are heated in the skin depth at a height of 11.5 

cm retain most of their energy upon reaching the height of 5.5 cm since it is only 6 cm away, half 

the energy relaxation length.  At 50 mTorr, electrons that are heated in the skin depth at a height 

of 11.5 cm lose a significant amount of their energy before reaching a height of 5.5 cm, which is 

over 2 energy relaxation lengths away.  This is particularly seen during the pulse at energies 

above the threshold for electronic excitation of nitrogen, with increasing effect at higher energies.  

Inelastic processes, particularly those like excitation and ionization, will cause the biggest source 
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of energy loss due to their higher threshold energies.  This is why the biggest deviation with 

pressure comes at energies above the threshold energy for electronic excitation of N2. 

The time averaged EEDs as a function of height at a radius of 5.9 cm, for three different 

duty cycles are shown in Fig. 3.10 for 5 mTorr and Fig. 3.11 for 50 mTorr, respectively.  The 

threshold energies for excitation of N2(v = 1), N2(A) and Ar+ (from the ground state) are noted.  

At 5 mTorr, the time averaged EEDs are not sensitive functions of position and duty cycle except 

at energies above the threshold energy for excitation of N2(A) from the ground state.  Above that 

energy, fe() for all heights have the same shape but the slope becomes more negative the further 

from the skin depth fe() is calculated.   The EEDs at low duty cycle have a three-temperature 

distribution, which begins transitioning to a two-temperature distribution as the duty cycle 

increases.  The ranges in energy that correspond to the three temperature regimes are:  = 0-1.0 

eV,  = 1.0-2.5 eV, and  > 2.5 eV.  These temperatures are 0.7 eV, 0.59 eV, and 5.8 eV, at a 

height of 11.5 cm and 0.63 eV, 0.61 eV, and 3.95 eV, at a height of 5.5 cm.  These regimes 

correspond to superpositions or averages of fe() during the on and off periods of the pulse.  The 

first two temperature regimes correspond to the pulse off period when fe() has thermalized and 

is cut-off by the vibrational excitation thresholds.  The third regime ( > 2.5 eV) corresponds to 

the pulse on period.  The large mean free path at 5 mTorr leads to electrons that gain energy in 

the skin depth of the electric field being able to transit axially through the chamber without 

losing significant energy.  The result is that the shape of fe() at any height is not a local function 

of the field at that height.  That is, electron energy transport is largely non-local. 

As duty cycle decreases, the overshoot in Te at the start of the pulse increases and the tail 

of fe() is lifted.  This results from two factors.  For a given PPA power deposition, shorter duty 

cycles means that the peak power during the power-on cycle is larger.  Shorter duty cycles 
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produce longer inter-pulse periods, which allows for more recombination and diffusion loss.  The 

smaller electron density at the start of the next power-on cycle produces more overshoot.  At the 

same time, the longer duty cycle results in the tail of fe() being elevated for a longer fraction of 

the period.  The end result is a lifting of the tail of the pulse averaged EED with increasing duty 

cycle. 

At 50 mTorr, the mean free path of electrons is significantly reduced, leading to increased 

collisions.  The end result is a significant height dependence of the tail of fe() and more clear 

delineation of the collisional threshold energies.  There is a more rapid collisional relaxation of 

the tail of the fe() by electronic excitation of N2, beginning with N2(A), which produces a more 

cut-off fe() with distance from the skin-depth. 

The effect of the PPA power magnitude is also investigated for a PPA power of 75 W, 

pressures of 5 mTorr and 50 mTorr, and duty cycles of 10%, 30%, and 50%.  The trends remain 

the same and so only results for the 300 W cases are presented.  The effect of lowering the PPA 

power from 300 W to 75 W is to lower the tail of the computed fe() for all conditions.  fe() at 

the three threshold energies at 75 W is slightly reduced compared to fe() at the three threshold 

energies at 300 W. 

3.5 Effects of Pulsing on Source Functions 

The spatial profiles for the electron impact source functions for N2(v = 1), N2(A), and Ar+ 

are shown in Figs. 3.12-3.14.  The ICP was operated with a PPA power of 300 W, a duty cycle 

of 30%, a pressure of 5 mTorr, and a 10 MHz rf frequency.  The modulation of the source 

function between the pulse-on and pulse-off periods increases as the threshold energy for the 

process increases.  For N2(v = 1), there is finite excitation during the entire pulse-period.  For Ar+, 

there is essentially no direct ionization of the ground state at the end of the cycle.  For all 
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processes, the peak in the source function occurs underneath the coils within the skin depth of 

the electromagnetic wave.  However, the time at which the source function peaks is different for 

the three processes.  For N2(v = 1), the source function peaks just after the ICP power has turned 

off.  For N2(A) the source function has maximum peaks just prior to the ICP power being turned 

off.  For Ar+, the source function peaks when the ICP power first reaches its peak value after 

being turned on.  These trends result from the dynamics of fe() during the pulse-period, with an 

extended tail at the leading edge of the pulse-on period and transport of high energy electrons 

downwards through the reactor in the later part of the pulse.  Note that the source function for 

N2(v = 1) decreases during the pulse under the coil.  This results from the tail of fe() being so 

extended that the low energy electrons that produce vibrational excitation are depleted.    

The cycle-averaged source functions for N2(v = 1), N2(A), and Ar+ during different 

periods of a pulse as a function of duty cycle, at (r,z) = 5.9 cm, 11.5 cm, are shown in Figs. 3.16 

and 3.17.  The operating pressures are 5 mTorr and 50 mTorr, respectively.  The ICP is also 

operated with a PPA power of 300 W and an rf frequency of 10 MHz.  The results indicate that 

duty cycle has little effect on the time averaged magnitude of the source function of a particular 

process, when averaging over the full pulse period.  At most, it changes by a factor of ≈2 going 

from 50% duty cycle to 10% duty cycle.  When the full pulse period is broken down into 3 

subset periods:  activeglow, early afterglow, and late afterglow, duty cycle can have more of an 

effect on the time averaged source functions for the subset periods compared to the full pulse 

period.  The early afterglow is defined as the first 2 µs of the afterglow period.    

In general, the time averaged source function magnitude increases with decreasing duty 

cycle for the three plasma species regardless of whether averaging over the full pulse period or a 

subset of the full period.  The source function for N2(v = 1) increases with decreasing duty cycle 
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because as the duty cycle decreases with the PPA power remaining constant, a higher peak 

power is deposited into the plasma during the pulse on period.  This leads to a larger Te and a 

high rate of ionization during the pulse.  There are less low energy electrons in the skin depth 

during the pulse, as these electrons are constantly gaining energy from the rf electric field.  

During the afterglow, the high energy electrons created during the pulse quickly lose their energy 

through collisions, which increases the density of low energy electrons during the afterglow.  

The ratio of activeglow to afterglow time determines the amount of time spent with the lesser 

density of low energy electrons of the activeglow versus the greater density of low energy 

electrons in the afterglow.  However, the density of electron in the afterglow is not constant, and 

decays to lower and lower values as the afterglow time gets longer.  This reduction is why the 

increase in the source function for N2(v = 1) is not a large function of duty cycle. 

Increasing pressure from 5 mTorr to 50 mTorr increases the source function for N2(v = 1) 

by a factor of ≈11-13 for the activeglow and early afterglow periods, ≈22-38 for the late 

afterglow period, and ≈14-17 for the full pulse period depending on duty cycle.  Increased 

pressure increases the gas density, which leads to a greater electron density from the increased 

collision frequency, which increases from ≈2.1 x 106 s-1 to ≈1.4 x 107 s-1.  At 50 mTorr the 

increased collision frequency reduces the rate of diffusion losses in the afterglow so the low 

energy electron density remains higher in the afterglow than at 5 mTorr.  This causes the 

increase in the source function of N2(v = 1) with decreasing duty cycle to be slightly larger. 

The source function of N2(A), averaged over the full pulse period, does not change much 

at all as a function of duty cycle when averaged over the pulse.  While the magnitude of the 

source function for all three separate periods increases with decreasing duty cycle, the low 

magnitude in the late afterglow and the short duration of the early afterglow causes little change 
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in the source function when averaged over the whole pulse period.  This same behavior is seen at 

both 5 mTorr and 50 mTorr.  The source function for N2(A) increases by a factor of ≈5 for the 

activeglow period, ≈ 3-10 for the early afterglow period, ≈38-175 for the late afterglow period, 

and ≈5 for the full pulse period depending on duty cycle as pressure increases.  The magnitude of 

the source function in the late afterglow is three orders of magnitude less than in the activeglow. 

Thus the late afterglow behavior has little to do with the behavior of the source function 

averaged over the entire pulse period.  In the late afterglow, the higher energy electrons needed 

to electronically excite N2 to N2(A) diffuse away or lose their energy through collisions, thereby 

reducing the source function.   

The source function for Ar+, averaged over the full pulse period, increases slightly with 

decreasing duty cycle.  This occurs even though the source function of Ar+ is zero in the late 

afterglow.  As duty cycle decreases and the PPA power is kept constant, more and more power is 

being deposited in the pulse on period.  This raises the tail of fe() higher and higher leading to a 

significant increase in the source function when averaged over the activeglow period.  The 

source function during the activeglow is so large that it dominates the average over the full pulse 

period.  The source function averaged over the early afterglow period increases greatly with 

decreasing duty cycle as electrons are heated to higher and higher energies, increasing the 

number of electrons able to undergo multiple ionizing collisions.  Increasing pressure increases 

the electron and gas density but also increases the collision frequency, which lowers the tail of 

fe() above the threshold for argon ionization.  In this case the lowering of the EEDF tail almost 

perfectly balances out the increase in gas and electron density, such that there is essentially no 

change in the source function when averaged over the activeglow or the full pulse period.   
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We can see that these results match our observations of the effect of pressure on fe() time 

averaged over the full pulse at height z = 11.5 cm, as seen in Figs. 3.10 and 3.11.  If the time 

averaged fe() remains the same when the pressure is increased from 5 mTorr to 50 mTorr, then 

an increase of ≈ 10 in the time averaged source functions is expected due to the increase in gas 

density by ≈ 10.  Observed deviations from this approximate value can be attributed to changes 

in the magnitude of fe() at the threshold energy for the generation of the particular plasma 

species.  If we look at the magnitude of fe() at the threshold energy for the generation of each of 

the three species, we see the effect of pressure increasing or decreasing the magnitude of fe().  

This leads to the observed deviations in the change with pressure, of the magnitude of the source 

functions time averaged over the full pulse, from the expected value of ≈ 10. 

The effect of the PPA power magnitude is also investigated for a PPA power of 75 W, 

pressures of 5 mTorr and 50 mTorr, and duty cycles of 10%, 30%, and 50%.  The trends remain 

the same and thus only results for the 300 W cases are presented.  While the trends are the same, 

the modulation in the source functions of N2(v = 1) and N2(A) over the pulse increase 

significantly at 5 mTorr.  The increase in source function modulation for those two species is a 

result of the larger reduction of the source functions in the plasma afterglow compared to the 

plasma activeglow.  For Ar+ the source function is already 0 in the afterglow, so this enhanced 

modulation is not seen.  Lowering the PPA power from 300 W to 75 W reduces the source 

function magnitude for all conditions.  With fe() retaining the same overall shape at the three 

threshold energies at 75 W versus 300 W except slightly reduced in magnitude, changing the 

power changes the magnitudes of the source functions but not their temporal behavior. 

One thing to note is that even though at 5 mTorr the time averaged magnitude of the 

source function, over the full pulse, of Ar+ can be larger than that of N2(v = 1), Ar+ is almost 
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exclusively generated during the pulse on period, while N2(v = 1) is constantly generated.  This 

means that depending on the lifetimes of Ar+ and N2(v = 1), their diffusion rates, and the position 

of the substrate, the actual time-averaged flux ratio between the two species can be very different 

than what might be expected from the time averaged source functions.  This should generally be 

true when trying to control the flux ratio between any high and low threshold energy plasma 

species.    

3.6 Concluding Remarks 

In conclusion, results from a computational investigation of the potential of using pulsed 

power in an ICP to control fe() and the magnitude of the source functions for low, mid, and high 

threshold energy processes are explored.  The source functions for N2(v = 1), N2(A), and Ar+ are 

used to represent low, mid, and high threshold energy processes, respectively.  The effect of 

pressure and duty cycle is investigated at different heights.  It is found that duty cycle does not 

have a significant impact on the time-averaged values, over the full pulse, of either fe() or the 

source functions.  The effect of duty cycle is to raise the tail of fe() slightly, but the operating 

pressure determines the overall shape.  The time-averaged magnitude of the source functions, 

over the full pulse, for the three species varies by at most a factor of 2 going from a 10% duty 

cycle to a 50% duty cycle.   

Pressure has a significant effect on both fe() and source functions.  Increasing pressure 

decreases the electron mean free path.  It also leads to a higher electron density during the pulse, 

which reduces the skin depth of the electromagnetic wave.  All of this leads to a lowering of the 

tail of fe(), particularly outside of the skin depth, as well as a more significant dependence of fe() 

on height.  The source functions generally increase in magnitude with pressure in the skin depth 

due to the much larger gas density.  Choice of PPA power has no effect on the overall shape of 
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fe() except to lower the tail of fe().  This leads to a reduction in the magnitude of the source 

functions.  The source functions of N2(v = 1) and N2(A) are able to be modulated over a larger 

range at 75 W PPA power due to the much lower tail of fe() in the afterglow compared to at 300 

W. 

Overall, the initial choice of operating parameters such as pressure and distance of the 

wafer from the substrate have the biggest impact on controlling the flux of plasma species to the 

substrate surface.  This is somewhat gas dependent, as the lifetimes and diffusion rates of the 

desired species also have a significant impact on the ability to control the flux of different plasma 

species to the substrate using the prescribed parameters. 
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3.7 Figures 

 

Figure 3.1  Schematic of model Inductively Coupled Plasma (ICP) reactor.  EEDF calculations 
are taken at the positions indicated by the filled black circles at a radius of 5.9 cm. 

  



78 
 

 

Figure 3.2  Electron density at different times during a single pulse of the ICP.  Plasma 
conditions are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 5 mTorr, 100 sccm, 10 
MHz, pulse repetition frequency = 20 kHz, duty cycle = 30%.  (a) Start of pulse on period. (b) 
End of pulse on period. (c) Start of afterglow period. (d) End of afterglow period.   
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Figure 3.3  Electron temperature at different times during a single pulse of the ICP.  Plasma 
conditions are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 5 mTorr, 100 sccm, 10 
MHz, pulse repetition frequency = 20 kHz, duty cycle = 30%.  (a) Start of pulse on period. (b) 
End of pulse on period. (c) Start of afterglow period. (d) End of afterglow period.   
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Figure 3.4  Electron source function at different times during a single pulse of the ICP.  Plasma 
conditions are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 5 mTorr, 100 sccm, 10 
MHz, pulse repetition frequency = 20 kHz, duty cycle = 30%.  (a) Start of pulse on period. (b) 
End of pulse on period. (c) Start of afterglow period. (d) End of afterglow period.   
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Figure 3.5  Electron temperature as a function of time for a single pulse at different pressures at 
two positions.  Plasma conditions are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 100 
sccm, 10 MHz, pulse repetition frequency = 20 kHz, duty cycle = 30%. (a) (r,z) = (5.9 cm, 11.5 
cm). (b) (r,z) = (5.9 cm, 5.5 cm).   
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Figure 3.6  Density of plasma species (ne, N2(v = 1), N2(A), and Ar+) as a function of time for a 
single pulse at two positions.  Plasma conditions are Ar/N2 (80/20), 300 W pulsed-period-
averaged power, 5 mTorr, 100 sccm, 10 MHz, pulse repetition frequency = 20 kHz, duty cycle = 
30%. (a) (r,z) = (5.9 cm, 11.5 cm). (b) (r,z) = (5.9 cm, 5.5 cm). 

 



83 
 

 

Figure 3.7  Electron energy probability functions (EEPFs) in an Ar/N2 ICP for different gas 
mixture ratios Comparison is made between simulated EEPFs in the system shown in Fig. 1 and 
the experimental results found in [7].  (a) Simulated, plasma conditions are 350 W constant 
power, 60 mTorr, 100 sccm, 10 MHz. (b) Experimental, plasma conditions are 350 W constant 
power, 60 mTorr, 13.56 MHz.   
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Figure 3.8  EEDFs as a function of time for a single pulse at two positions.  Plasma conditions 
are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 5 mTorr, 100 sccm, 10 MHz, pulse 
repetition frequency = 20 kHz, duty cycle = 30%.  (a) (r,z) = (5.9 cm, 11.5 cm). (b) (r,z) = (5.9 
cm, 5.5 cm).   
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Figure 3.9  EEDFs as a function of time for a single pulse at two positions.  Plasma conditions 
are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 50 mTorr, 100 sccm, 10 MHz, pulse 
repetition frequency = 20 kHz, duty cycle = 30%.  (a) (r,z) = (5.9 cm, 11.5 cm). (b) (r,z) = (5.9 
cm, 5.5 cm).  
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Figure 3.10  Time averaged EEDFs versus Height at a radius of 5.9 cm for different duty cycles.  
Plasma conditions are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 5 mTorr, 100 sccm, 
10 MHz, pulse repetition frequency = 20 kHz.  (a) 10%. (b) 30%. (c) 50%.   
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Figure 3.11  Time averaged EEDFs versus Height at a radius of 5.9 cm for different duty cycles.  
Plasma conditions are Ar/N2 (80/20), 300 W pulsed-period-averaged power, 50 mTorr, 100 
sccm, 10 MHz, pulse repetition frequency = 20 kHz.  a) 10%. (b) 30%. (c) 50%.   
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Figure 3.12  Source function of single step excitation of N2 ground state to N2(v = 1) vibrational 
state at different times during a single pulse of the ICP.  Plasma conditions are Ar/N2 (80/20), 
300 W pulsed-period-averaged power, 5 mTorr, 100 sccm, 10 MHz, pulse repetition frequency = 
20 kHz, duty cycle = 30%.  (a) Start of pulse on period. (b) End of pulse on period. (c) Start of 
afterglow period. (d) End of afterglow period.   
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Figure 3.13  Source function of single step excitation of N2 to N2(A) electronic state at different 
times during a single pulse of the ICP.  Plasma conditions are Ar/N2 (80/20), 300 W pulsed-
period-averaged power, 5 mTorr, 100 sccm, 10 MHz, pulse repetition frequency = 20 kHz, duty 
cycle = 30%.  (a) Start of pulse on period. (b) End of pulse on period. (c) Start of afterglow 
period. (d) End of afterglow period. 
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Figure 3.14  Source function of single step ionization of Ar ground state to Ar+ ionized state at 
different times during a single pulse of the ICP.  Plasma conditions are Ar/N2 (80/20), 300 W 
pulsed-period-averaged power, 5 mTorr, 100 sccm, 10 MHz, pulse repetition frequency = 20 
kHz, duty cycle = 30%.  (a) Start of pulse on period. (b) End of pulse on period. (c) Start of 
afterglow period. (d) End of afterglow period.   
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Figure 3.15  Time averaged source functions for a single pulse at (r,z) = (5.9 cm, 11.5 cm) during 
different time periods in the pulse as a function of duty cycle.  Plasma conditions are Ar/N2 
(80/20), 300 W pulsed-period-averaged power, 5 mTorr, 100 sccm, 10 MHz, pulse repetition 
frequency = 20 kHz, duty cycle = 30%.  (a) Source function of single step excitation of N2 
ground state to N2(v = 1) vibrational state. (b) Source function of single step excitation of N2 to 
N2(A) electronic state. (c) Source function of single step ionization of Ar ground state to Ar+ 
ionized state. 
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Figure 3.16  Time averaged source functions for a single pulse at (r,z) = (5.9 cm, 11.5 cm) during 
different time periods in the pulse as a function of duty cycle.  Plasma conditions are Ar/N2 
(80/20), 300 W pulsed-period-averaged power, 50 mTorr, 100 sccm, 10 MHz, pulse repetition 
frequency = 20 kHz, duty cycle = 30%.  (a) Source function of single step excitation of N2 
ground state to N2(v = 1) vibrational state. (b) Source function of single step excitation of N2 to 
N2(A) electronic state. (c) Source function of single step ionization of Ar ground state to Ar+ 
ionized state. 
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Chapter 4 Ion Energy Distributions in Inductively Coupled Plasmas Having 
a Biased Boundary Electrode 

4.1 Introduction 

Control of ion energy distributions (IEDs) is important in a variety of plasma processing 

applications and, in particular, for plasma etching of microelectronics devices.[1-15]  As feature 

sizes for microelectronic devices continue to shrink, tolerances for plasma etching become more 

stringent.  To achieve the necessary wafer etch performance to meet these challenges better 

control of process conditions is required.  Some important wafer etch performance areas that 

need to be better controlled for future microelectronics include vertical versus lateral etching, 

plasma induced damage, and profile deformation.[16]  This can be achieved through control of 

etch characteristics such as etch rates, etch selectivity, and the energies of ions bombarding the 

wafer.  Obtaining the desired etch rates, etch selectivity, and ion energies depends on controlling 

the IEDs for a given set of energy and material dependent reaction probabilities.[1-9]  A number 

of strategies have been proposed to obtain this control, including non-sinusoidal waveforms [1, 9, 

11, 13-15], multiple frequencies,[12] and pulsing[5-8, 10].    

Wang and Wendt demonstrated an increase in the selectivity of etching between SiO2 and 

Si through the use of tailored bias waveforms to produce nearly monoenergetic IEDs.[1, 9]  Qin, 

Ting, and Wendt [13] investigated the effect of both sinusoidal and tailored bias waveforms on 

the substrate in an Ar/He pulsed helicon plasma.  They found that the sinusoidal biases produced 

broad bimodal IEDs, with higher frequencies producing narrow IEDs.  A typical bimodal IED 

produced by an rf bias is a double peaked IED, with the peaks corresponding to ion 
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bombardment at the minimum and maximum sheath potential.  The sheath potential oscillates 

between its minimum and maximum due to the oscillating rf bias potential.  Tailored bias 

waveforms, essentially a pulsed dc bias, allowed for a near constant sheath voltage and the 

production of narrow IEDs centered at approximately the applied voltage.  The height of the IED 

peak decreased with increasing voltage.  This was believed to be due to finite rise time effects 

and increasing charge exchange collisions in the sheath as the sheath width increased.  They 

noted that sinusoidal biases applied even at frequencies of 30-40 MHz have broader IEDs than 

those produced using tailored waveforms.  The tailored waveforms in principle may avoid finite 

wavelength effects at higher frequencies which produce radial nonuniformities due to standing 

waves.[13]  However, tailored waveforms also contain Fourier components at these higher 

frequencies. 

Samukawa and Mieno demonstrated increased etch selectivity between polycrystalline Si 

and SiO2 by pulsing the microwave power in an electron cyclotron resonance (ECR) plasma.[5]  

The IED produced from the pulsed plasma was found to be narrower and shifted to lower energy 

with respect to the continuous wave (cw) case.  Banna et al. found that synchronous pulsing of 

the electromagnetic power and the substrate bias power in an inductively coupled plasma (ICP) 

resulted in greater etch uniformity (but lower etch rate) for HBr/O2 etching of SiO2 on Si, an 

effect attributed, in part, to optimized IEDs.[6]   

Agarwal et al. also investigated different pulsing modes of operation on simulated IEDs 

and etching profiles in Ar/Cl2 plasmas.[8]  They found that pulsing of only the rf bias led to a 

triple peaked IED with narrow peaks at 25, 90, and 200 eV.  Pulsing only the ICP source led to a 

multi-peaked IED with broader peaks at 100 eV and in the 250-350 eV range.  Synchronous 

pulsing of both the ICP and bias power also led to a multi peaked IED, with peaks at 5, 100, and 
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250 eV.  They found that the etching rates could be controlled by various combinations of 

pulsing the bias, synchronous pulsing, source pulsing and varying duty cycle.  These trends were 

generally explained by IEDs extending to higher energies having higher etching rates.   

Lee, Tiwari, and Lee investigated a capacitively coupled plasma (CCP) having three rf 

biases (1, 30 and 120 MHz) simultaneously applied on the same substrate.[12]  They found that 

the IEDs produced were in general bimodal with the energy spread determined by the voltage 

ratio of the three biases.  They also found that the IEDs narrowed in width as the dominant 

voltage waveform was shifted to higher frequencies and the rf period became greater than the ion 

transit time. 

To provide more options for controlling IEDs, combinations of pulsed dc and rf biasing 

of electrodes have been investigated.  Xu et al.[10] and Diomede et al.[14] investigated applying 

pulsed dc biases in the afterglow of pulsed CCP with the goal of controlling the instantaneous 

plasma potential.  This shifting of the plasma potential in turn controlled contributions to the IED 

at the energy of the plasma potential.  The resulting IEDs had peaks at energies approximately 

equal to the applied dc bias during the afterglow of the pulsed rf bias in addition to the broader 

IEDs produced by the rf bias. 

In many applications, it is desired to have lower but controllable energies for ions 

incident onto substrates than typically produced with CCPs.  One such application is plasma 

etching of thin films, where precise control of IEDs is very important.[1]  ICPs are an alternative 

wherein the plasma potential, P, is typically lower (tens of volts) than in CCPs, and so energies 

of ions impacting substrate surfaces are lower.  In ICPs, ion energies can be raised well above 

the plasma potential by application of an rf bias, frequently resulting in a bimodal distribution.  It 

is not possible to produce ion energies below the plasma potential unless the pressure is raised to 
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reduce energies through collisions.  These collisions result in an IED that broadens to lower 

average energy.  Since with cw excitation for a given pressure and gas mixture there is limited 

ability to control Te (and P), there is also limited ability to control the IEDs.  Pulsed ICPs 

provide a means to customize IEDs.  During a pulsed cycle, the pulse repetition frequency and 

duty cycle determine the time dependence of ionization sources, Te and P.  For a sufficiently 

low pulse repetition frequency, ions will respond to the slowly varying P and sheath potential, 

and so customization of the IEDs is possible.  However these IEDs tend to be broad, reflecting 

the difference in potential between the site of formation of the ion and the substrate. 

In this chapter, a computational investigation of the IEDs of incident ions onto grounded 

surfaces in ICPs having a dc biased boundary electrode is presented.  The test system models the 

reactor and experimental conditions of Shin et al.[2] in which pulsed or cw ICP power is 

combined with pulsed or cw dc biases to produce desired IEDs.  It is observed that applying a 

positive dc bias results in a shift of the IED peak energy by an amount approximately equal to 

the applied bias, while negative dc biases result in a capped decrease in the IED peak energy.  A 

cw bias results in a single or double peaked IED shifted in energy by the dc bias.  IEDs are single 

peaked with cw ICP power and double peaked when the ICP power is pulsed.  It is also observed 

that applying a pulsed positive dc bias in the afterglow of a pulsed ICP allows the IED peak 

energy to shift during the afterglow to approximately that of the dc bias during the bias pulse.  

The magnitude of the peak is determined by the length of the dc bias pulse.  The applied dc bias 

is not found to have a significant influence on the plasma properties due to the relatively low 

amount of dc power deposition compared to the ICP power. 

All results are for plasmas sustained in argon.  The species consist of Ar (ground state), 

Ar*, Ar**, Ar***, Ar+ and electrons.  Ar* represents the combined metastable states of the 
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Ar(3p54s) manifold [Ar(1s5), Ar(1s3)] and Ar** represents the combined radiative states [Ar(1s4), 

Ar(1s2)].  Ar*** is a lumped state representing Ar(3p54p) and higher states in the excited state 

manifold.  Radiation trapping of the Ar** state is included. 

4.2 Description of the Reactor and Experiment 

A schematic of the boundary electrode-ICP (BE-ICP) system used in the computational 

investigation is shown in Fig. 4.1, which is our representation of the experimental device 

described in Ref. [2].  The plasma is sustained in an 8 cm diameter dielectric tube with a 3-turn 

spiral coil powered at 10 MHz.  (The experiments were done at 13.56 MHz.)  A Faraday shield 

was employed in the experiment to reduce capacitive coupling and insure operation in the H-

mode.  In the model, a Faraday shield is also employed to suppress capacitive coupling from the 

coil.  The Faraday shield is modeled as a metal except that azimuthal electric fields are allowed 

to pass through it.  The boundary electrode consists of three nested metal cylinders 3 cm tall and 

2.6, 6.4 and 8.0 cm in diameter.  Gas is injected on axis at the top and pumped annularly at the 

bottom.  IEDs are experimentally measured using a retarding field energy analyzer (RFEA) and 

so simulations producing IEADs have the RFEA in place, as shown in Fig. 4.1.  Plasma 

parameters [electron temperature (Te), plasma potential (P), electron density (ne), and ion 

density (ni)] are experimentally measured using a Langmuir probe without the RFEA in place.  

Therefore when comparisons between the model and experiment are made for these quantities, 

the RFEA structure is removed from the simulation.  Details of the experimental procedure may 

be found in Refs. [1] and [2]. 

4.3 Control of IEDs with Pulsing and BEs 

The characteristics of ICPs with cw power and bias are first discussed with comparisons 

to experiments to provide a baseline for the pulsed studies. 
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4.3.1 IEDs and plasma parameters with cw excitation   

Computed and experimental measurements for electron density along the vertical axis of 

the reactor for pressures of 7 – 50 mTorr are shown in Fig. 4.2 for a cw power of 300 W and 40 

sccm flowrate.  The boundary electrode is grounded.  The P on axis at the same height as that 

of the RFEA, 13.6 cm, are shown as a function of pressure in Fig. 4.2c.  In general, there is good 

agreement between the computed and experimental values.  Simulated electron densities have 

peak values of 1.3  1012 cm-3 at 50 mTorr, decreasing to 2.9  1011 cm-3 at 7 mTorr.  P and Te 

increase from 10.8 V and 2.7 eV at 50 mTorr to 13.7 V and 3.2 eV at 7 mTorr.  The increase in 

plasma density with increasing pressure for constant power results from the decrease in Te due to 

there being a lower rate of loss by diffusion.  The lower Te produces a lower rate of power 

deposition per electron, thereby requiring a larger electron density to dissipate the same power.  

The predicted Te, are 0.1-1 eV higher than measured in the experiment, with the difference being 

larger at higher pressures.   

Computed electron energy distributions, fe() at the midpoint of the coil (height = 18 cm) 

and at a radial position (r = 3.5 cm) corresponding to the inductive skin depth for different 

pressures are shown in Fig. 4.3.  The fe() are essentially 2-temperature distributions, with a 

break point at   ≈ 12 eV, the first inelastic threshold.  The effective temperatures of the bulk 

portion of fe() ( < 12 eV) have little variation with pressure from 7 – 50 mTorr, with Tb ≈ 3.5 

eV .  The tails of fe() ( > 12 eV) have effective temperatures that decrease with increasing 

pressure, reflecting the increase in collisionality.  The tail temperatures decrease from Tt ≈ 3.5 eV 

at 7 mTorr to 1.4 eV at 50 mTorr.  The decrease in ground state ionization rates due to the 

decrease in Tt is largely offset by the increase in multistep ionization due to increasing densities 

of Ar*.  
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ne and Te at 300 W and 14 mTorr with and without a 12 V bias applied to the boundary 

electrode, VB,  are shown in Fig. 4.4.  P as a function of height and, fe() at the midpoint of the 

coil at a radial position near the skin depth of the electromagnetic wave (r = 3.5 cm, height = 18 

cm) for different VB, are shown in Fig. 4.5.  These results are with the RFEA in place to align 

with the IEDs discussed below.  Te has a peak at the side walls within the skin depth of the 

electromagnetic wave.  The high thermal conductivity of the plasma produces a Te that varies by 

less than 1 eV over the volume of the plasma, though this value of Te largely reflects the value of 

Tb as Tt decreases into the interior of the plasma.  The application of VB = 12 V does not have a 

significant effect on either ne or Te, which is expected as the dc power (≈3.5 W for 12 V bias) is 

much smaller than the ICP power (300 W).  The plasma density increases by only a few percent, 

and the electron temperature by only a tenth of an eV.  The spatial distributions of the plasma 

potential, and so the bulk electric field, remain largely the same for different values of VB.  The 

peak value of P is merely shifted up or down in voltage as VB is varied.  For positive VB, the 

plasma potential shifts upwards by approximately VB.  The majority of the applied bias is 

dropped across the sheath at the grounded substrate.  For negative VB there is a small decrease in 

the plasma potential of less than 1 V, with most of the bias being dropped across the sheath at the 

boundary electrode.  This would then increase the energy of ions collected on the boundary 

electrode while not changing the energy of ions collected on the substrate. 

The general trends observed in the shift of the plasma potential with VB can be largely 

explained by the electropositive nature of the Ar plasma.  For positive boundary voltages, the 

plasma potential is lifted above ground.  There is little change in the floating sheath potential, 

since Te does not appreciably change.  Hence, the majority of this additional voltage is dropped 

across the sheath at the grounded electrode.  When applying a negative bias to the boundary 
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electrode, there is a limited range over which the peak plasma potential can be lowered while the 

plasma potential remains sufficiently positive with respect to ground to trap thermal electrons (as 

required in an electropositive plasma). 

Since the amplitude of the inductively coupled field changes little with VB, electron 

heating rates are not significantly affected and the fe() are essentially independent of applied 

bias as shown in Fig. 4.5b.  Below the inelastic threshold, the fe() for the different VB are 

indistinguishable.  Only in the tails of the distributions do small variations in fe() occur.  These 

variations are relatively small and may be partly influenced by the fact that fe() is generated 

statistically.  

Computed and experimental IEDs collected at the location of the RFEA are shown in Fig. 

4.6 with the ICP operated at 300 W and 14 mTorr, and for VB of -8 V to 12 V.  The shape of the 

IEDs remains basically the same irrespective of the value of VB while the energy of the 

maximum of the IED shifts with VB.  For positive values of VB, the IED peak shifts from its 

position for zero bias, 10.8 eV, by approximately the value of VB.  When applying a negative VB, 

the peak in the IED decreases from the grounded case by less than 1 eV for VB as negative as -8 

V.  The model generally agrees well with the experiment, though the IEDs are systematically 1.4 

eV lower in energy, an affect attributable to the computed plasma potential at zero bias being 1.4 

V lower than in the experiment.  Experimentally obtained IEDs are shown to be much smoother 

than in the model; however this is a function of the raw experimental data being averaged over 

5000 I-V sweeps.  This will be observed in all cases where computed IEDs are compared with 

experimentally obtained IEDs. 

The trends in IEDs with VB correspond to the shift in plasma potential with applied dc 

bias.  For the experimental conditions, the mean free path for momentum transfer (dominated by 
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charge exchange) for argon ions is in excess of 1 cm, which is greater than the sheath thickness.  

Ions enter the sheath with an IED determined by their collisional transport from their site of 

formation, having a FWHM of 4-5 eV.  The ions are then collisionlessly accelerated across the 

sheath, adding qVB of energy in the case of positive biases.  The simulated IEDs are narrower 

than those obtained experimentally, particularly in the lower energies.  This may be due to 

increased collisionality not captured in the model as well as the inability of the simulation to 

resolve the true gridded structure of the RFEA which has some instrumental broadening. 

4.3.2 IEDs with pulsed plasmas 

Pulsing the ICP power and VB provide additional means to control IEDs.  Pulsing the ICP 

power provides a transient in Te and so P, which produces modulation in the IED.  In the 

afterglow of a pulsed ICP, Te and the corresponding plasma potential decrease, enabling the IED 

to be shifted to lower energies.  Pulsing VB shifts P with the majority of the voltage dropped 

across the sheath, and so provides another means to modulate the peak of the IED.  The IED 

collected over a pulse period is then a cycle average of all of these effects.  Since only positive 

VB can significantly affect the IED by changing the sheath potential at grounded surfaces, the 

peak energy of the IED can only be shifted to higher values.  The low P in the afterglow allows 

for shifting of P to practically arbitrary values set by the dc bias. 

Reactor averaged Te and the maximum P as a function of time during one pulse cycle 

for different pressures without a dc bias are shown in Fig. 4.7 for a pulsed-period-averaged 

power of 120 W, pulse repetition frequency of 10 kHz and a duty cycle of 20%.  (These results 

are without the RFEA in place.)  The ICP power has a 2 s rise and fall time.  Electron energy 

distributions fe() during the pulsed cycle near the skin depth of the electromagnetic wave for a 

pressure of 14 mTorr are also shown at different times during the pulsed cycle.  The 
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experimental measurements for Te at essentially the same conditions are shown in Fig. 4.8.  

When the ICP power is turned on, there is an initial overshoot of both Te (at all pressures) and P 

(at 14 mTorr) followed by a decay to a quasi-steady state value.  At the start of the pulse, the ICP 

power is initially being dissipated by fewer electrons than at the end of the power pulse due to 

diffusion losses during the power-off portion of the pulse.  The end result at lower pressures, 

where there is more modulation in the electron density during the pulsed period, is an increase in 

Te above the quasi-steady state value until sufficient ionization occurs to reduce the power 

dissipation per electron.[17]  Increasing pressure reduces the degree of overshoot of Te due to the 

lower rate of electron loss by diffusion during the afterglow, and so less modulation of the 

electron density during the pulsed cycle.  The time dependence of P tracks that of Te, increasing 

during the pulse to confine electrons as Te increases.   

When the ICP power is turned off, both Te and P monotonically asymptote to a 

minimum value before the start of the next power pulse.  The rate of decay increases with 

decreasing pressure, which indicates that diffusion cooling is a dominant energy loss 

mechanism.[15] (Higher energy electrons diffuse to walls more rapidly than lower energy 

electrons, which lowers the average electron energy and leads to diffusion cooling.)  There is 

also a component of heating during the afterglow by superelastic relaxation of Ar* states which 

is more important at higher pressures where the fractional density of Ar* is higher.  This heating 

tends to maintain Te and P during the afterglow at higher pressures.[18] 

The same trends are observed in the experimental data for Te in Fig. 4.8.  There is an 

initial overshoot of Te (at all pressures) followed by a decay to a quasi-steady state value.  The 

initial overshoot and the quasi-steady state value of the pulse on period are about 0.5 eV higher 

in the simulation compared to the experiment, consistent with differences with the cw 
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measurements.  When the ICP power is turned off, Te monotonically asymptotes to a minimum 

value before the start of the next power pulse, with the rate of decay increasing with decreasing 

pressure.   

The dynamics of fe() during the pulsed cycle, shown in Fig. 4.7c, reflect those of Te and 

P.  Initially, halfway during the rise time of the pulse (point 1 in Fig. 4.7c), all the electrons 

have energies below 4 eV basically matching the fe() at the end of the pulse.  When the power 

pulse initially reaches its peak value (point 2) the fe() changes to having a long raised tail 

extending to an energy of 40 eV.  The maximum extent of the tail of fe() occurs about 1 μs after 

the power reaches its plateau value (point 3).  The tail of fe() then lowers as Te decays to a quasi-

steady state value (points 4 and 5).  After the power pulse is turned off the maximum energy of 

fe() reduces rapidly (points 6 and 7) and at t = 45 μs into the pulse (point 8) fe() has returned to 

almost the same shape as at the start of the pulse. 

IEDs averaged over the pulsed period are shown in Fig. 4.9a as a function of dc bias 

voltage.  The operating conditions are 14 mTorr, 40 sccm, pulse repetition frequency = 10 kHz, 

duty cycle = 20% and a pulsed-period-averaged power of 120 W.  The dc biases are applied 

continuously on the boundary electrode.  The IEDs are normalized so that the height of the high 

energy peaks are approximately the same.  Experimental results for the same conditions are 

shown in Fig. 4.9b.  For each dc bias, the IED has two peaks – a broader peak at higher energy 

and a narrower peak at lower energy.  These peaks result from the plasma potential during the 

power on and afterglow periods, respectively.  The peak at high energy is within 1 V of the value 

of P during the power on portion of the cycle, shifted by the energy of the applied dc bias for 

positive biases.  The width of the IED in the afterglow is narrower than when the ICP power is 

on, possibly due to the mean ion energy, and thus the width of the IED, being reduced in the 
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plasma afterglow.  Since the application of a dc bias on the boundary electrode merely shifts the 

IEDs in energy, the narrower IED peak in the afterglow is shifted by the applied bias resulting in 

narrow IEDs with peaks at approximately the applied bias.   

The simulations reproduce the experimental results, with a few exceptions.  The high 

energy peak of the simulated IEDs, is systematically ≈2 - 3 eV lower than the experimental 

values. The low energy peak of the simulated IEDs is systematically 2 eV higher than the 

experimental values.  This may be partially attributable to the model’s prediction of a peak in the 

IED at ≈1 eV for biases of ≤ 0 V.  In the model, this peak results from ions arriving at the RFEA 

when the plasma potential is at its minimum value late into the afterglow.  (A similar low energy 

peak in the IED was observed during the afterglow of pulsed Ar capacitively coupled plasma 

using a particle-in-cell simulation by Diomede et al.[14])   

The lack of this peak in the experiment is believed to be an artifact of the measurement 

which may discriminate against collection of low energy ions having a broad angular distribution.  

(In the model, all ions regardless of energy or angle of incidence are collected with the same 

efficiency.)  The RFEA consists of three metal grids and a collector plate spaced 3 mm apart 

from each other.  The top grid is 50% open and connected to a grounded stainless steel plate with 

a 0.3mm pinhole in contact with the plasma.  The middle grid is biased at -30 V to repel 

electrons, and it is believed that this large negative voltage also acts as a trap to low energy ions, 

preventing them from reaching the collector plate.  The third grid is biased with a saw-tooth 

ramp voltage to act as an energy discriminator to measure the IED.  The middle and bottom grids 

are 85% open.  When the sheath potential is large during the power-on phase (or with a positive 

dc bias), ions arriving at the RFEA have narrow angular distributions centered on the normal.  

Late in the afterglow and when the dc bias is negative, the sheath potential is small and so the ion 
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angular distributions arriving at the RFEA are broader in angle.  If the collection efficiency of 

the RFEA decreases with increasing angle from the normal, particularly at low energy, then the 

low energy peak would be deemphasized.   

To test the possibility of an angular dependence to the collection efficiency, simulations 

are run where ions are collected only within a specified angle of the normal ranging from 20 to 

500 (full width of 40 - 1000 centered on the normal).  The resulting IEDs are shown in Fig. 4.10 

for the pulsed plasma just discussed above without a dc bias.  As the collection angle narrows, 

the low energy peak of the IED decreases in magnitude because these ions arrive with 

distributions having a broad angular spread contained within 90-100 of the normal (FWHM of 

180-200 centered on the normal).  The absolute magnitude of the ions in the high energy peak 

does not appreciably change, as these ions arrive with angles within about 30 of the normal 

(FWHM of 60 centered on the normal).  With the IED normalized to unity, the peak at 10 eV 

increases with narrowing collection angle because the peak at low energy decreases.  There is 

also likely a reduction in the experimental efficiency of recording an ion entering the RFEA 

having energies of <1 eV, an effect that is not included in the model.  The RFEA incorporated a 

negatively biased grid above the ion energy selector grid.  Very low energy ions can be easily 

deflected and collected by the negatively biased grid.   

Another strategy in controlling IEDs is modulating VB during the pulsed cycle.  Since 

positive values of VB merely shift the plasma potential, imposing a dc bias during a portion of the 

pulsed cycle for varying durations, the length of time higher energy ions are generated can be 

controlled.  Using this strategy, one could, in principle, craft an IED which closely matches the 

threshold energy of a desired surface process. 

Using the same pulsed ICP conditions (pulse repetition frequency = 10 kHz, duty cycle = 
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20% and a pulsed-period-averaged power of 120 W), a 24.4 V dc bias is applied for a time 

duration of ΔtBias = 18 µs starting at 42 s during the afterglow.  (This is also a delay of ΔtDelay = 

18 µs after the termination of the ICP pulse at 24 µs.)  Plasma potential, electron temperature and 

electron density at different times during the pulse are shown in Figs. 4.11-4.13.  Te and ne are 

not greatly affected by the application of the dc bias in the afterglow.  During the active glow, ne 

increases from 1.8  1011 cm-3 (value at the end of the prior pulse period) to 1.1  1012 (value at 

the end of the ICP power pulse), and monotonically decays thereafter.  The off-axis peak in ne 

early in the ICP power pulse is a reflection of ionization sources first peaking in the skin depth of 

the electromagnetic field launched from the coils before the thermal conduction (and some 

amount of long mean-free-path transport) produces high energy electrons and ionizing collisions 

in the center of the plasma. 

Computed IEDs for a dc bias having ΔtDelay = 21 µs (starting at 45 s) and ΔtBias = 50 µs 

(45-95 µs) during the afterglow are shown in Fig. 4.14a for different pressures.  Experimental 

results are in Fig. 4.15a.  The IEDs are double peaked.  The high energy peak at ≈25 eV is 

produced from the P maintained by the pulsed dc bias during the ICP afterglow when the 

plasma potential in the absence of the bias would be small.  The low energy peak results from 

ions collected when the ICP power is applied (without the dc bias).  This peak diminishes with 

increasing pressure, a trend that may be explained by transit time effects. 

During the ICP power on period, in this case 20 s in duration, ions will be collected at 

the RFEA with energies corresponding to the peak of the plasma potential (or with a few volts of 

P) if they can transit at least a few cm during the power on period.  This distance is from the 

location of the peak of P to the RFEA.  The majority of this transit occurs in a low electric field 

region in the bulk plasma as the presheath begins about 4 mm from the RFEA.  (See Fig. 4.5.)  
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With a thermal speed of ions of about 7  104 cm/s during the power on pulse, approximately 15-

20 s are required for ions to collisionlessly transit the 1-2 cm required for the ions to arrive at 

the RFEA with energies near to the peak of P.  This time is approximately the power on period.  

(50-60 s would be required to transit from the center of the plasma.)  With a mean free path 

decreasing to 1 mm at 50 mTorr, charge exchange collisions lengthen the transit time in addition 

to reducing energy at the RFEA, and so reduce the low energy peak.   

Varying pressure over the range of a few to 50 mTorr has little effect on the position of 

the high-energy peak as this energy is primarily determined by the potential of the boundary 

electrode.  The proportion of ions collected in the high energy peak decreases with increasing 

pressure due to the increasing influence of charge exchange collisions.  The lower energy peak 

reduces in height and shifts to lower energies as the pressure is increased.  This is due to the 

dynamics of the plasma determining the plasma potential, with increased collisionality at higher 

pressures broadening the peak and lowering Te, which reduces the P needed to trap the thermal 

electrons.  At 50 mTorr, the mean free path in the sheath is on the order of the sheath width 

which means ions will start to have charge exchange collisions even within the sheath. 

There is good agreement in the observed trends between the simulated and experimental 

IEDs in Figs. 4.14a and 4.15a, respectively, but the magnitudes and shape of the IED starts to 

differ as the pressure increases.  When initially simulating IEDs at 28 mTorr and 50 mTorr of 

pressure, the high energy peaks are not observed in the model.  This is an effect of the specified 

ion collisionality in the model.  In the model, the ion momentum transfer cross section is 

modified to account for the fall off of the cross section as the ion speed increases.  This is done 

by dividing the cross section by a factor of  01 , TTT effion  , where effionT , is the effective ion 

temperature and 0TT is a user defined parameter, which sets the temperature at which the ion 
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momentum cross section is half of its uncorrected value.   

Originally 0TT is set to a value of 106 K, which corresponds to an energy of ≈86 eV.  At 

24.4 eV, the ion momentum transfer cross section is still 0.78 times its uncorrected value.  At 

higher pressures, with increased gas density, the mean free path is reduced so much that ions 

cannot cross the sheath without undergoing collisions.  Reducing 0TT  reduces the ion 

momentum transfer cross section and increases the ion mean free path.  This allows a large 

number of ions to cross the sheath without collisions.  0TT  is 104 K, which corresponds to an 

energy of ≈0.86 eV for the results shown in this chapter.  This method of controlling ion 

collisionality in the model may not completely capture the true ion collision dynamics of the 

experiment, which is a possible source of discrepancy between the computed and experimental 

IEDs regardless of pressure. 

IEDs with a pulsed dc bias of decreasing duration (ΔtBias = 48 to 18 s) are shown in Fig. 

4.14b (experimental results are in Fig. 15b) for an ICP pulse repetition frequency of 10 kHz 

(pulse period of 100 s), duty cycle = 20% and dc bias of 24.4 V.  The dc bias has a fixed end 

time of t = 98 μs, and so ΔtDelay varies from 28 – 58 μs.  The position of the high energy peak 

collected during the time the dc bias is on is unaffected by the duration of the dc bias, depending 

only on the value of the dc bias.  The height of the peak increases with increasing ΔtBias, which 

then decreases the peaks at low energy as the entire distribution is normalized to unity, while 

keeping the shapes nearly the same.  The exception is the lowest energy peak (unresolved in the 

experiments) which increase with decreasing ΔtBias.  A decreasing ΔtBias lengthens the time 

during the afterglow that the plasma potential is at its minimum value and so more low energy 

ions can be collected.  So the proportion of ions between the low and high energy peaks can be 

controlled with the duration of the dc bias without significantly changing the shapes of either the 
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low or high energy peaks.   

The effects of the pulse repetition frequency on IEDs are shown in Fig. 4.16a for an 

average ICP power of 120 W, a pressure of 14 mTorr, and a duty cycle of 20% for pulse 

repetition frequencies of 5 kHz, 7.5 kHz and 10 kHz.  The reactor averaged Te and ne are shown 

in Figs. 4.16.  A 24.4 V bias is applied beginning at 145, 75, and 45 μs (for 5, 7.5 and 10 kHz) 

with a duration of ΔtBias = 50 µs.  The bias end times for the 5 and 10 kHz cases are 5 μs before 

the start of the next pulse, while for the 7.5 kHz case the bias ends 9 μs before the start of the 

next pulse.  The overall shapes of the IEDs remain the same with two peaks in the IED - the 

higher energy peak being narrower and centered at approximately the applied dc bias and the 

broader lower energy peak centered at the plasma potential during the ICP on phase.  A third 

peak starts to develop at very low energy, ≈ 1 eV, for lower pulse repetition frequencies.  Lower 

pulse repetition frequencies (for a fixed duty cycle) produce longer interpulse periods, which 

result in more low energy ions being collected when the plasma potential is at its lowest value.  

The longer period provides more time for ions to thermally diffuse to the sheath.  With 

decreasing repetition rate (and increasing power on period), the reactor averaged Te is simply 

extended at its plateau value, thereby extending P for a longer period.  With the longer 

interpulse period, the electron density decreases to the point that the plasma is resistive enough 

that the dc bias begins to heat the electrons.  This small heating of the electrons is reflected by 

the small increase in Te at the end of the 5 kHz cycle. 

IEDs are shown in Fig. 4.17 (for the same conditions as for Fig. 4.14b) while varying the 

duty cycle of the ICP power from 10% to 50%.  The dc bias is applied for ΔtBias = 28 s (70-98 

µs) during the 100 μs pulse.  The shape of the IEDs and the energies of the peaks are nearly 

independent of duty cycle.  By increasing the duty cycle, the amount of time the plasma potential 
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and ion production are at the quasi-cw values increases in proportion to the fixed time that VB is 

applied.  The ion fluxes collected with the energies corresponding to P and VB scale with these 

relative times.  For example, the height of the low and high energy peaks of the IEDs are nearly 

the same (with the peak from the bias slightly larger) for a duty cycle = 20% when the ICP 

power is on for 20µs and ΔtBias = 28 µs.  As the ICP power is on for a larger fraction of the 

period (higher duty cycle) the low energy peak increases and the high energy peak decreases.  If 

the pulse repetition frequency is high enough and the interpulse period short enough, there is 

little change in the ion flux during the pulsed period.  For these conditions, the relative 

contributions of the low and high energy peaks to the IEDs can be controlled by the fraction of 

the pulse period that the ICP power and boundary electrode bias are applied. 

4.4 Concluding Remarks 

In conclusion, results from computational and experimental investigations suggest that 

the use of a boundary electrode with a conventional ICP can provide for some control of IEDs 

incident onto grounded surfaces.  For electropositive plasmas sustained in Ar for pressures up to 

50 mTorr, application of positive biases result in an increase in the sheath at the grounded 

surface and an increase in the peak energy of the IED by nearly the applied bias.  Negative biases 

result in a small, limited decrease in the IED peak energy due to the electropositive nature of the 

plasma that requires that the plasma potential remain positive with respect to ground.  Applying a 

dc bias has a nominal effect on the electron density and temperature due to the low dc power 

deposition.  The exception to these trends is during the late afterglow of a pulsed plasma where 

the plasma density decreases to a low enough value that the dc power provides measurable 

heating of the electrons.  

Pulsing both the ICP power and dc bias allows for some customization of the IEDs.  The 
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IEDs typically consist of a low energy peak corresponding to the plasma potential during ICP 

only operation and a high energy peak corresponding to the plasma potential during the dc bias 

only operation.  The relative heights of the peaks are determined by several factors.  The primary 

factor is the ratio of the time the ICP power is on compared to the time the dc bias is applied.  

These ratios are also controllable by choice of pressure, pulse repetition frequency and duty 

cycle.   

When customizing the IED with, for example, combinations of ICP and dc boundary 

voltage pulses, ions in low and high energy ranges physically arrive on the substrate at different 

times.  The question then arises whether the time integrated IEDs presented here can be used to 

represent the reactivity of ions delivered to the substrate.  In typical low pressure materials 

processing plasmas, ion fluxes to the substrate are up to a few 1016 cm-2s-1.  For surface site 

densities of a few 1014 cm-2 to 1015 cm-2, the average surface site is struck by an ion only every 

10-100 ms.  So for all practical purposes, surface sites see only time averaged IEDs.   

Microelectronics fabrication was the initial motivation for developing techniques to 

control IEDs.  These processes are typically conducted in reactive gases whose ions may have a 

wide range of molecular weights.  It is well known that in rf plasmas, as typically used for 

materials processing, the width in energy of the IED incident onto the substrate increases with 

decreasing frequency and decreasing mass [19].  This sensitivity results from the time required 

for the ion to cross the sheath being less than an rf cycle (producing wider IEDs) or greater than 

an rf cycle (producing narrower IEDs).  It is expected that the techniques for controlling IEDs 

discussed here will be less sensitive to ion mass than traditional rf excitation provided that the 

ICP or dc pulse widths are long compared to the ion crossing times.  In preliminary modeling, 

this is confirmed to be the case for ions ranging from H to Xe.  
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4.5 Figures 

 

Figure 4.1  Schematic of the Boundary Electrode-Inductively Coupled Plasma (BE-ICP) reactor 
when measuring ion energy distributions (IEDs) using the RFEA (retarding field energy 
analyzer).  When comparing to experimental results obtained with the Langmuir problem, the 
RFEA is removed. 
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Figure 4.2  Plasma parameters at different pressures for a cw Ar plasma at 300 W and 40 sccm 
without RFEA.  (a) Simulated ion density as a function of height near the axis of symmetry.  (b) 
Experimental ion density as a function of height.  (c) Experimental and simulated plasma 
potential taken on axis at a height of 13.6 cm (height of the RFEA). 
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Figure 4.3  Simulated electron energy distributions, fe(), at different pressures, near skin depth 
of the electromagnetic wave without the RFEA (r = 3.5 cm, z = 18 cm).  Plasma conditions are 
300 W (cw) and 40 sccm flow rate.  The fe() resemble two-temperature distributions. 
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Figure 4.4  Electron density and temperature for two boundary electrode bias voltages.  (a)  VB = 
0 V.  (b) VB = +12 V.  Plasma conditions are argon, 300 W (cw), 14 mTorr, and 40 sccm. 
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Figure 4.5  Parameters for a cw Ar plasma at 300 W, 14 mTorr, and 40 sccm for different dc 
biases with the RFEA.  (a) Plasma potential as a function of height on axis.  (b) Electron energy 
distributions.  fe() are shown for VB from -8 V to 12 V, but are nearly indistinguishable. 
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Figure 4.6  Ion energy distributions for different boundary electrode dc biases. (a) Simulated and 
(b) experimental.  The IEDs have been normalized so their peak values are approximately equal.  
The plasma conditions are Ar, 300 W (cw), 14 mTorr, and 40 sccm.  The peak of the IED can be 
shifted to higher values by approximately the value of VB. 
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Figure 4.7  Plasma parameters as a function of time for a single pulse of the ICP power without 
the RFEA.  The plasma conditions are argon, 120 W pulsed period averaged power, 40 sccm, 
pulse repetition frequency = 10 kHz, and 20% duty cycle.  (a) Reactor averaged electron 
temperature at different pressures.  (b) Maximum plasma potential at different pressures.  (c) 
Electron energy distribution taken at designated times (points 1-8 on ICP power envelope) at a 
pressure of 14 mTorr. 
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Figure 4.8  Experimental electron temperature as a function of time for a single pulse at different 
pressures without the RFEA.  The plasma conditions are argon, 120 W pulsed period averaged 
power, 40 sccm, pulse repetition frequency = 10 kHz, and 20% duty cycle. 

 



121 
 

 

Figure 4.9  Normalized ion energy distributions in pulsed plasma for different dc VB applied on 
the boundary electrode.  Each distribution is normalized with respect to its peak value during the 
pulse ON period.  The plasma conditions are argon, 120 W pulsed period averaged power, 40 
sccm, pulse repetition frequency = 10 kHz, and 20% duty cycle.  (a) Simulated and (b) 
experiments. 
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Figure 4.10  Simulated ion energy distributions as a function of ion collection angle (in degrees 
from normal) from the surface of the RFEA, 2 – 500 (FWHM 4-100 about the normal).  Plasma 
conditions are argon, 120 W pulsed-period-averaged power, 40 sccm, pulse repetition frequency 
= 10 kHz, duty cycle = 20% and VB = 0 V.  The efficiency of collecting low energy ions 
decreases with decreasing collection angle. 
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Figure 4.11  Plasma potential at different times during a single pulse for pulsed ICP and pulsed 
VB = 24.4 V [ΔtBias = 18 μs (42-60 μs)].  Plasma conditions are argon, 120 W pulsed-period-
averaged power, 14 mTorr, 40 sccm, pulse repetition frequency = 10 kHz, duty cycle = 20%.  (a) 
2 μs after pulse starts. (b) 2 μs before pulse ends. (c) 2 μs after pulse ends. (d) 2 μs before start of 
applied bias. (e) Middle of applied bias time period. (f) End of pulse.  The times of each frame 
are noted in the waveform.  The plasma potential is nearly uniformly elevated by application of 
VB. 
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Figure 4.12  Electron temperature at different times during a single pulse for pulsed ICP and 
pulsed VB = 24.4 V [ΔtBias = 18 μs (42-60 μs)].  Plasma conditions are argon, 120 W pulsed-
period-averaged power, 14 mTorr, 40 sccm, pulse repetition frequency = 10 kHz, duty cycle = 
20%.  (a) 2 μs after pulse starts. (b) 2 μs before pulse ends. (c) 2 μs after pulse ends. (d) 2 μs 
before start of applied bias. (e) Middle of applied bias time period. (f) End of pulse.  The times of 
each frame are noted in the waveform.  Te peaks in the skin depth during the pulse and becomes 
more uniform in the afterglow. Application of VB does not significantly affect Te. 
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Figure 4.13  Electron density at different times during a single pulse for pulsed ICP and pulsed 
VB = 24.4 V [ΔtBias = 18 μs (42-60 μs)].  Plasma conditions are argon, 120 W pulsed-period-
averaged power, 14 mTorr, 40 sccm, pulse repetition frequency = 10 kHz, duty cycle = 20%.  (a) 
2 μs after pulse starts. (b) 2 μs before pulse ends. (c) 2 μs after pulse ends. (d) 2 μs before start of 
applied bias. (e) Middle of applied bias time period. (f) End of pulse.  The times of each frame 
are noted in the waveform.  ne peaks in the skin depth early during the pulse where the ionization 
sources are larges, and becomes diffusion dominated later in the pulse and afterglow. 
Application of VB does not significantly affect ne. 
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Figure 4.14  Simulated ion energy distributions for pulsed plasma conditions with VB = 24.4 V 
applied on the boundary electrode in the afterglow of the ICP at different pressures and bias 
pulse lengths.  Plasma conditions are argon, 120 W pulsed-period-averaged power, 40 sccm, 
pulse repetition frequency = 10 kHz, duty cycle = 20%.  (a) IEDs for a fixed delay time, ΔtDelay = 
23 μs, and ΔtBias = 50 s (45-95 μs) at different pressures.  (b) IEDs at a fixed pressure of 14 
mTorr and fixed dc bias end time of 98 μs.  ΔtDelay is varied from 28-58 μs which produces ΔtBias 
= 18 – 48 s.  The high energy peak of the IEDs scale with ΔtBias. 
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Figure 4.15  Experimental IEDs for pulsed plasma conditions with VB = 24.4 V applied on the 
boundary electrode in the afterglow of the ICP at different pressures and bias pulse lengths.  
Plasma conditions are argon, 120 W pulsed-period-averaged power, 40 sccm, pulse repetition 
frequency = 10 kHz, duty cycle = 20%.  (a) IEDs for a fixed delay time, ΔtDelay = 23 μs, and 
ΔtBias = 50 s (45-95 μs) at different pressures.  (b) IEDs at a fixed pressure of 14 mTorr and 
fixed dc bias end time of 98 μs.  ΔtDelay is varied from 28-58 μs which produces ΔtBias = 18 – 48 
s. 
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Figure 4.16  Properties for a pulsed plasma for different pulse repetition frequencies with VB = 
24.4 V applied on the boundary electrode in the afterglow of the ICP.  Plasma conditions are 
argon, 120 W pulsed-period-averaged power, 14 mTorr, 40 sccm, duty cycle = 20%.  (a) IEDs, 
(b) electron temperature (the inset shows early times during the pulse) and (c) electron density.  
VB was applied for ΔtBias = 50 s for all cases, over times of 45-95 μs at 10 kHz, 75-125 μs at 7.5 
kHz, and 145-195 μs for 5 kHz. 
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Figure 4.17  Ion energy distributions for a pulsed plasma for different duty cycles with VB = 24.4 
V applied on the boundary electrode in the afterglow of the ICP.  Plasma conditions are argon, 
120 W pulsed-period-averaged power, 14 mTorr, 40 sccm, pulse repetition frequency = 10 kHz.   
The bias was applied during a time period ΔtBias = 28 s (70-98 μs) for all cases.  With increasing 
duty cycle, a larger proportion of ions are collected with energies corresponding to the peak in 
plasma potential during the ICP pulse. 
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Chapter 5 Selective Control of Ion Energy Distributions Using Ion Mass 
Ratios in Inductively Coupled Plasmas With a Pulsed dc Substrate 

5.1 Introduction 

In plasma etch processes, such as the etching of SiO2, there are multiple feed gases which, 

when sustaining a plasma, produce multiple ionic species.  When a bias is applied to the 

substrate, the ions of the opposite polarity are accelerated through the sheath onto the substrate 

surface.  The effect of this ion flux hitting the surface in conjunction with the neutral flux creates 

ion enhanced etching of the substrate.  This enhanced etching process is a function of the energy 

of the ions hitting the surface, with higher energy ions producing an increase in the etching rate.  

However, there is a threshold energy an ion must first reach in order to start the ion enhanced 

etching process.[1]  The sputtering yield as a function of ion energy taken from Ref. 1 is as 

follows: 

              2/12/1
thion EEAEY  ,                                                  (5.1.1) 

where ionE  is the ion energy, thE  is the threshold energy, and A  is a constant.  Both the 

threshold energy and the constant A  are a function of the particular ion and substrate 

combination.  While eq. 5.1.1 is directly applicable to sputtering, it can also be used to 

approximate etching yield in ion enhanced etching processes as the etch rate is driven by ion 

energy.  The constant A  will most likely be larger ion enhanced etching than for physical 

sputtering to account for the much larger yield for ion enhanced etching.  In general, the closer 

the ratio of the ion mass to the mass of the volatile etch products adsorbed on the substrate 
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surface is to one, the greater the etching yield as the volatile etch products will be more easily 

removed due to the larger momentum energy transfer.   

Ion mass also plays a role in the type of plasma induced damage that occurs in an etching 

process.  At the same energy, lighter ions bombarding a substrate will tend to penetrate deeper 

than heavier ions.  Even though these lighter ions penetrate deeper into a substrate, they are less 

likely to knock a substrate atom out of the lattice and introduce vacancies.  This is still somewhat 

dependent on the ratio of ion mass to the mass of the substrate atoms.  Lighter ions are also 

generally easier to remove from the substrate through annealing, allowing lower annealing 

temperatures.  Because of these characteristics, lighter ions are less likely than heavier ions to 

cause a significant degradation on the performance of devices on the substrate. 

It would be beneficial if fast etching of a material could be achieved while reducing the 

amount of plasma damage to the layer underneath the one being etched.  Selective control of the 

peak energy of IEDs for plasma chemistries containing multiple ionic species could help in 

achieving this.  Ions have inertia, with heavier ions having more inertia than lighter ions.  For 

ions with the same charge, lighter ions should accelerate across the sheath faster than heavier 

ions.  The energy an ion has when it hits the substrate surface is largely equal to the potential 

drop across the sheath as ions convert the potential energy to kinetic energy as they cross the 

sheath.  There is a finite transit time an ion takes to cross the sheath, which is a function of its 

mass, with heavier ions having longer transit times.  If a dc bias is pulsed for a time duration in 

between the transit time of two ions, the peak energy reached by each ion would be separated in 

energy as the ion with the longer transit time would not have time to convert the full potential of 

the dc bias into kinetic energy.   
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Pulsing the dc bias in a cw plasma creates a double peaked IED on a time averaged basis.  

In a cw plasma without bias, the sheath potential is constant and the IED is single peaked, 

meaning it has a single maximum.  This maximum will be at approximately the sheath potential.  

The dc bias increases the potential drop across the sheath and causes ions to bombard the 

substrate at higher energies than when the bias is off.  This creates a second maximum in the IED 

at approximately the sheath potential with the bias on.  The sheath potential and the 

corresponding peak in the IED when the bias is off is determined by the ICP operating conditions, 

such as power and pressure.  The dc bias should have no effect on the energy at which that peak 

is located, because by definition it is the IED peak corresponding to when the dc bias is off.  

What is being proposed is to control the energy at which the second IED peak, generated by the 

dc bias, is located for a particular ion based on the ratio of the bias on time to the sheath transit 

time of that ion.  The difference in sheath transit time between ions is largely a function of the 

difference in mass ratio, which is controlled by choice of gas mixture. 

For a fixed gas mixture, the difference in energy between the maxima of the IEDs during 

the bias, which will be referred to in this chapter as the energy selectivity or just selectivity, is 

controlled by selection of the length of time the bias is applied.  If the dc bias is applied for a 

time longer than the transit time of all ions, then the ions should strike the substrate with 

approximately the same energy regardless of mass and the energy of the IED peak when the dc 

bias is on should be the same regardless of mass.  Thus, the selectivity can ideally be controlled 

from no selectivity to very large selectivity.  Whether this selectivity control can be achieved and 

to what degree selectivity control can be achieved will be investigated in this chapter. 

The use of dc biases to control IEDs has been investigated in several papers.[2-5]  Xu et 

al. experimentally investigated applying a constant dc bias on an acceleration ring surrounding 
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the discharge region of a pulsed Ar capacitively coupled plasma (CCP).[2]  The dc bias was used 

to raise the plasma potential and push ions out of the plasma.  They found that the plasma 

potential in the afterglow was essentially equal to the dc bias and they were able to extract a 

nearly monoenergetic ion beam in the afterglow centered at dc bias potential.  Diomede et al. 

computationally investigated applying tailored dc bias waveforms in the afterglow of a pulsed Ar 

CCP, to control IEDs.[3]  They found that applying dc bias voltages in the afterglow raised the 

plasma potential to approximately equal to the dc bias potential.  They applied two dc voltages in 

a “staircase” profile, which resulted in multi-peaked IEDs with peaks resulting from pulsed 

operation without bias joined by additional peaks at the dc bias potentials applied in the 

afterglow.  They were able to control the relative height of these peaks through control of the 

time each bias was applied.  If one voltage was applied longer than the other, then the peak at 

that bias potential was larger in magnitude.  

Shin et al. experimentally investigated the effect of applying dc biases on a boundary 

electrode in contact with the plasma in an Ar ICP, both in cw as well as pulsed operation.  They 

found that positive dc bias raised the plasma potential and shifted the IEDs by approximately the 

dc bias voltage.  In pulsed operation this allowed for narrow IED peaks at a user selectable 

energy in the afterglow due to the low afterglow potential without bias.  The relative height of 

these narrow afterglow IED peaks could be controlled by the length of time the bias was applied 

in the afterglow.  Computational modeling of the system of Shin et al. was done by this author 

and compared to their experimental results.[5]  The results of this study are the subject of 

Chapter 4.  The same trends were observed in both the experiment and the model.   

In this chapter we will discuss the results of a computational simulation of an ICP system 

where a pulsed dc bias of -100 V is applied to the substrate at different duty cycles and PRFs.  
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The ICP power is applied in continuous wave (cw) format.  Results are for plasmas sustained in 

either argon/hydrogen (Ar/H2 = 75/25) or xenon/hydrogen (Xe/H2 = 75/25).  These gas mixtures 

are chosen due to the large differences in mass between their heaviest and lightest ions.  This 

allows the best opportunity to investigate IED control based on ion mass ratio for ideal 

conditions.  The species in Ar/H2 consist of Ar (ground state), Ar*, Ar**, Ar***, Ar+, ArH+, H2 

(ground state), H2(v = 1 - 5), H2
*, H2

+, H3
+, H (ground state), H*, H+, H- and electrons.  Ar* 

represents the combined metastable states of the Ar(3p54s) manifold [Ar(1s5), Ar(1s3)] and Ar** 

represents the combined radiative states [Ar(1s4), Ar(1s2)].  Ar*** is a lumped state representing 

Ar(3p54p) and higher states in the excited state manifold.  Radiation trapping of the Ar** state is 

included.  The vibrational states of molecular hydrogen are individually represented from state 1 

through state 5.  H2
* represents the combined electronic states of H2.  H

* represents electronic 

excitation of atomic nitrogen.  H- represents atomic hydrogen with an attached electron.  The 

species in Xe/H2 consist of Xe (ground state), Xe*, Xe**, Xe***, Xe+, as well as the same 

hydrogen states found in Ar/H2.  Xe*, Xe**, and Xe*** represent electronic excitation to the 

Xe(6s), Xe(6p), and Xe(6s’) states, respectively. 

5.2 Description of the Reactor and Experiment 

A schematic of the ICP reactor used in the computational investigation is shown in Fig. 

5.1.  The plasma is sustained in a 25 cm diameter reactor, 16.5 cm tall with a 3-turn planar coil 

on top of a dielectric window.  Gas is injected through a cylindrical nozzle at the top underneath 

the center coil of the ICP and pumped annularly at the bottom.  Computed plasma parameters 

(electron temperature (Te), electron density (ne), and plasma potential (ΦP)), densities and axial 

fluxes of the heaviest and lightest positive ions, and IEDs are discussed below for Ar/H2 and 

Xe/H2.  IEDs in Ar/H2 gas mixtures have been investigated previously,[5-7] but not in this 
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context.  In most cases for the Ar/H2 and Xe/H2 gas mixtures the ICP is operated in continuous 

wave (cw) mode at a power of 30 W, at an rf frequency of 10 MHz, with the dc bias on the 

substrate pulsed at a pulse repetition frequency (PRF) of 500 kHz.  There are some cases for both 

gas mixtures where either the power is set to 300 W or the PRF of the bias is set to 1 MHz.  Duty 

cycles for the dc bias are either 20% or 40%, and the pressure is either 10 mTorr or 100 mTorr. 

5.3 Plasma Parameters and IEDs in Ar/H2 Gas Mixtures 

5.3.1 Plasma parameters 

2d spatial profiles of the electron density (ne) and plasma potential (ΦP) are shown in Fig. 

5.2.  Snapshots are taken during both the on and off period of the -100 V pulsed dc substrate bias, 

with a PRF of 500 kHz, while the ICP is operated in cw mode at a power of 30 W and a pressure 

of 10 mTorr.  The applied dc bias on the substrate does not affect the electron density and 

temperature in the bulk plasma.  This is due to the size of the chamber and the low dc power 

deposition of around 5 W compared to the 30 W of ICP power.  This is calculated in the model 

from the substrate current and voltage during the bias on period.  When the large negative dc bias 

is applied on the substrate, electrons are repelled away from the substrate out of the sheath and 

into the bulk plasma as a cathode fall forms.  The large negative bias causes the sheath width to 

double from ≈0.4 cm to ≈0.8 cm.   

It is not completely clear why the potential drops so significantly in the bulk plasma but a 

possible explanation is as follows.  On a reactor averaged basis, the H- ions make up ≈34% of the 

negative charge.  The negative ions are concentrated in the upper half of the chamber near the 

top dielectric.  When the -100 V dc bias is applied to the substrate, electrons within the cathode 

fall region are repelled by the bias toward the bulk plasma almost instantly.  The negative bias 

drives a dc current, carried by electrons, through the plasma from the biased electrode toward 
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ground.  This drives current toward the dielectric window at the top of the chamber in the form 

of an electron flux, which charges the dielectric.  At the biased electrode, positive ions carry 

current to the electrode.  The small electric field in the bulk plasma before the bias is applied is 

not enough to sustain this current and so a potential gradient develops in the bulk plasma.  This 

happens very fast, within a 100 ns.   

The negative ions are confined to the plasma by the ambipolar potential.  The negative 

potential of these ions will tend to reduce the flux of positive ions to the sheaths.  To counter this 

effect, and allow enough positive ion current to maintain current continuity to reach the biased 

electrode, the larger initial potential gradient in the bulk plasma is maintained during the bias.  

The negative ions also will generate an attractive force that reduces positive ion flux to the 

dielectric, which will cause the dielectric to become negatively charged.  This in turn reduces the 

potential in the bulk plasma near the dielectric window.  This would reduce the electric field in 

the bulk below what is needed to maintain the dc current and so the entire bulk plasma potential 

has to drop.  This process is repeated throughout the pulse as the plasma tries to maintain current 

continuity.  Because of this drop in plasma potential throughout the bulk plasma, the potential 

drop across the sheath during the bias on period is not the full 100 V but ≈92 V. 

2d spatial profiles of the density of the lightest and heaviest ions in the system, H+ and 

ArH+ respectively, under the same conditions are shown in Fig. 5.3.  Images are shown of the 

density profile during both the on and off period of the pulsed dc substrate bias while the ICP is 

operated in cw mode.  The ArH+
 ions have an order of magnitude higher density than H+ 

throughout the plasma.  The peak densities for the two ions are ≈8.5  108 cm-3 and ≈4.4  107 

cm-3 respectively. The most likely reason for the relatively low H+ ion density is the low ICP 

power of 30 W, which leads to a low dissociation rate of the neutral hydrogen gas.  The density 
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profiles of the ions do not change, except near the sheath edge.  The density does not change in 

the bulk of the plasma because the dc bias power is small compared to the ICP power (<1 W) 

and is applied for short bursts of time so the substrate bias power is not enough to ignite the 

plasma.  The application of a large dc bias accelerates ions in the sheath and near the sheath edge 

toward the substrate.  The lighter hydrogen ions are able to be accelerated fast enough to be 

swept across the sheath to the substrate when the bias is on.  The sheath transit times for H+, H2
+, 

and H3
+ ions are ≈105 ns, ≈153 ns, and ≈183 ns respectively.  This results in a noticeable change 

in density near the sheath edge during the pulsing of the dc bias since the dc bias length is (≈400 

ns FWHM and ≈300 ns at peak voltage) at a duty cycle of 20%.  The heavier Ar+ and ArH+ ions, 

with masses 40 and 41 times that of H+, are accelerated across the sheath at a rate 40-41 times 

slower than H+ and have sheath transit times of ≈661 ns for Ar+ and ≈649 ns for ArH+.   Heavier 

ions in the sheath are thus not able to respond to the pulsing of the dc bias fast enough for the 

density to change noticeably even near the sheath edge. 

2d spatial profiles of the axial flux of the lightest and heaviest ions in the system, H+ and 

ArH+ respectively, are shown in Fig. 5.4.  The fluxes of the ions to the substrate change by less 

than a factor of 2 with a -100 V bias applied to the substrate.  On average, ions enter the sheath at 

approximately an average thermal speed but are accelerated by the sheath potential and so their 

effective velocity in the sheath is greater than their thermal velocity entering the sheath.  For 

example, H+ has an axial velocity entering the sheath of ≈2.8  106 cm/s at 10 mTorr.  The 

sheath potential with no bias applied is ≈9.5 V and the corresponding sheath transit time is ≈101 

ns.  When the dc bias is applied, the sheath width doubles and the axial velocity of H+ at the new 

sheath edge is ≈1.85 x 106 cm/s.  With a sheath potential of ≈92 V, the sheath transit time is 

≈105 ns.  The sheath transit time with the bias applied is computed to be larger than with no bias 
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applied, which is not expected to be the case as the sheath electric field is larger.  However, the 

transit time is being calculated from the sheath edge, which is twice as far from the substrate 

with a bias applied leading to the slightly longer transit time.  Since the sheath transit time is 

almost the same while the sheath width doubles, the effective velocity in the sheath must have 

increased by a factor of ≈2.  If the density of ions in the sheath remains the same, then the flux 

should also increase by a factor of 2.  However, the bias does not affect the speed at which ions 

enter the sheath, so the rate at which ions are leaving the sheath is faster than the rate at which 

they are entering.  The effect of bias on the speed at which ions enter the presheath is ignored.  

This reduces the density of ions in the sheath during the bias pulse and reduces the increase in 

the axial flux of H+ to less than a factor of two during the pulse.  This same principle holds true 

for ArH+.   

5.3.2 Ion energy distributions 

The effect of very short duration dc bias pulses on the time averaged IEDs hitting the 

substrate is examined to see if a separation in the maxima in the IEDs of the ions can be 

observed.  IEDs for the five ions formed in the ArH2 discharge at two pressures and two duty 

cycles are shown in Fig. 5.5 for an ICP power of 30 W and a bias PRF of 500 kHz.  In these 

cases a -100 V dc bias is applied in pulsed mode to the substrate and the selectivity of the IEDs 

between the heaviest (ArH+) and lightest (H+) ions are determined.  In this case the selectivity 

between two ionic species is defined as the difference in energy between the high energy peaks 

of the two ions. 

In this gas mixture it is observed that even though there is a factor of 40 difference in the 

masses of the ArH+ and H+ ions, the selectivity between them is less than 8 eV under all 

conditions.  At a 20% duty cycle, the selectivity is ≈7.7 eV and ≈3.4 eV for a pressure of 10 
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mTorr and 100 mTorr, respectively.  At a 40% duty cycle, the selectivity is ≈3.3 eV and ≈1.5 eV 

for a pressure of 10 mTorr and 100 mTorr respectively.  Going from 10 mTorr to 100 mTorr in 

pressure causes the selectivity to decrease by approximately 55% and also causes the IEDs of all 

the ions to shift down in energy.  This is most likely due to shorter mean free paths at higher 

pressure leading to increased charge exchange collisions between the ions.  At 10 mTorr, 

calculated mean free paths (MFPs) at the sheath edge for H+ and ArH+, based on their respective 

dominant charge exchange collision, are:  ≈289 cm for H+ and ≈9.1 cm for ArH+.  At 100 mTorr 

the calculated MFPs are: ≈12.9 cm for H+ and ≈0.46 cm for ArH+. 

At 10 mTorr, the axial speed of H+ entering the sheath is approximately 1.85  106 cm/s 

and the axial speed of ArH+ is approximately 3.6  105 cm/s.  In general, the rate at which the 

potential changes with position in the sheath increases with distance into the sheath from the 

sheath edge.  This results in the electric field and ion acceleration in the sheath also increasing 

with distance into the sheath from the sheath edge.  This is not the case in the model.  In the 

model, the majority of the plasma potential is dropped across the first computational mesh cell 

above the substrate.  The potential is interpolated to vary linearly across the mesh cell.  Thus in 

the model, the acceleration, a , of an ion from the sheath potential is approximately equal to  

   sheathionsheath wmVq ,                                                  (5.3.1) 

where q  is the elementary electric charge, sheathV  is the voltage dropped across the sheath, ≈85 

V in this case, ionm  is the mass of the ion, and sheathw  is the sheath width during the bias, which is 

found to be ≈0.5 cm.  Assuming collisionless transport through the sheath, which should be 

acceptable considering the calculated MFPs, the transit time for an ion through the sheath, trt , 

can be estimated by solving eq. 5.3.2 for the distance traveled by an object under constant 

acceleration 
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         2
00 5.0 trtrsheath attvxw  ,                                             (5.3.2) 

where 0x  is the initial position and equal to 0, and 0v is the initial velocity equal to the average 

thermal velocity.  By solving equation 5.3.2 for trt , the transit time for H+ and ArH+ is found to 

be ≈105 ns and ≈649 ns, respectively, during the applied bias period. 

At 100 mTorr, the axial speed of H+ entering the sheath is approximately 8.86 x 105 cm/s 

and the axial speed of ArH+ is approximately 1.43 x 105 cm/s.  By again solving equation 5.3.2 

for trt , the transit time for H+ and ArH+ is found to be ≈113 ns and ≈720 ns respectively during 

the applied bias period.  The MFP of ArH+ at 100 mTorr, at ≈0.46 cm is slightly less than the 

sheath width, 0.8 cm, but since most likely only one collision would occur during transport 

through the sheath, assuming one actually occurs, it is believed a reasonable estimate for trt  can 

be given assuming collisionless sheath transport.  If charge exchange collisions in the sheath 

have a significant impact on ArH+ transport then the IED peak energy will be much less than 

observed at 100 mTorr of pressure.  Assuming that ArH+ undergoes one charge exchange 

collision with H2 after traveling 0.46 cm in the sheath, then a new H3
+ ion would be created.  It 

would only travel .34 cm before hitting the substrate.  With an electric field of ≈125 V/cm with a 

-100 V dc bias, the new H3
+ ion would hit the substrate with an energy of ≈42 eV.  Since there is 

no peak in the H3
+ IED at that energy, there must not be a significant amount of charge exchange 

collisions in the sheath.       

The transit time for H+ ions through the sheath is shorter than the duration of the applied 

bias regardless of duty cycle, and thus they are able to bombard the substrate at an energy 

approximately equal to the applied bias potential, which is dropped across the sheath.  The transit 

time of ArH+ ions is longer than the duration of the applied bias with a 20% duty cycle (≈400 ns 

FWHM and ≈300 ns at peak voltage), but shorter than the duration of the applied bias at 40% 
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duty cycle (≈800 ns FWHM and ≈700 ns at peak voltage).  Since the ArH+ ions take longer than 

the applied bias time to traverse the sheath, at 20% duty cycle, they see an average sheath 

potential lower than the dc bias potential and do not gain as much energy.  This explains what is 

observed in Fig. 5.5 in that an increase in duty cycle at the same pressure, which means longer 

pulse on times for the dc bias, leads to a reduction in selectivity between H+ and ArH+ of ≈55%.   

The ratio of the transit time of ArH+ to the pulse on time decreases as the pulse on time 

increases.  When the ratio of transit time across the sheath to dc bias length for an ion is less than 

or equal to one, then the ion should be able to gain the full sheath potential excluding collisions.  

If this is the case for a pair of ions, then the maximum in the IED during the bias should ideally 

be at the same energy for both ions.  This leads to a selectivity of 0 eV based on the definition of 

selectivity given earlier.  At 100 mTorr increased collision rates reduce the ion temperature at the 

sheath edge, which changes the IED of the ions entering the sheath.  Assuming a Maxwellian 

distribution of ions entering the sheath, the energy at which the peak in the IED occurs, as well 

as the high energy tail of the IED will be reduced.  This leads to a downshifted IED at the 

substrate for the same applied bias.  The slightly longer sheath transit time for ArH+ would also 

cause those ions to see a lower average sheath potential than at 10 mTorr for the 20% duty cycle 

case. 

IEDs for the five ions formed in the ArH2 discharge at 10 mTorr and 100 mTorr are 

shown in Fig. 5.6 for an ICP power of 30 W, a bias duty cycle of 20% and a bias PRF of 1MHz.  

The selectivity between H+ and ArH+ now increases by ≈29.0 eV to ≈36.7 eV at 10 mTorr and 

by ≈36.9 eV to ≈40.3 eV at 100 mTorr.  These results show that for the same duty cycle and 

pressure shorter bias periods allow for greater selectivity between IED high energy peaks using 

mass ratios.  Increasing the PRF to 1MHz reduces the dc bias duration time by a factor of 2 in 
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the FWHM and by a factor of 3 in the duration time of the peak voltage (≈200 ns FWHM and 

≈100 ns at peak voltage).  The sheath transit time of H+ remains less than the applied bias time at 

both pressures while the sheath transit time for ArH+ is now significantly longer than the applied 

bias time.  This is the source of the increase in selectivity at a PRF of 1 MHz.  The duty cycle is 

kept at 20% to show that it is the absolute bias duration time that matters most, not duty cycle, in 

determining selectivity.  This is because the ratio of the ion sheath transit time to bias on time for 

an ion is the determining factor in its ability to gain the full energy of the applied dc bias 

potential.   

The values of these ratios for a pair of ions, and whether one or both has a value greater 

than or equal to one, determines the selectivity between those ions.  IEDs at 10 mTorr and 100 

mTorr showing the effect of ICP power are shown in Fig. 5.7 for an ICP power of 30 W and 300 

W, with a bias duty cycle of 20% and a bias PRF of 500 kHz.  The IEDs show the same general 

shape and trends for 300 W as for 30 W.  The IED peaks extend to slightly higher energies at 

300 W.  The selectivity at 10 mTorr is reduced from ≈7.7 eV at 30 W to ≈4.3 eV at 300 W.  The 

selectivity at 100 mTorr is reduced from ≈3.4 eV at 30 W to ≈0 eV at 300 W. 

At 300 W, the reactor averaged negative ion density is only a small fraction (<1%) of the 

total negative charge density and the bulk plasma potential does not drop with applied bias.  At 

10 mTorr, this creates a sheath potential of ≈109.5 V which reduces the sheath transit time of 

ArH+ to ≈615 ns.  Even with this large sheath potential, the sheath transit time is slightly more 

than the FWHM time of ≈400 ns and more than the peak bias time of ≈300 ns.  The sheath 

potential is also increased at 100 mTorr, which reduces the transit time and reduces selectivity.  

IEDs at 10 mTorr and 100 mTorr showing the effect of ICP power at a PRF of 1 MHz are shown 

in Fig. 5.8 for an ICP power of 30 W and 300 W, with a bias duty cycle of 20%.  The IEDs show 
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the same general shape and trends for 300 W as for 30 W.  The IED high energy peaks extend to 

higher energies at 300 W.  The selectivity at 10 mTorr stays the same at ≈36.7 eV at both powers.  

The selectivity at 100 mTorr increases slightly from ≈40.3 eV at 30 W to ≈41.8 eV at 300 W.  

These results show that if the bias on time is chosen correctly then high selectivity does not 

require low ICP power.  This makes this technique more suitable for industrial applications, 

although the short bias times mean the high energy IED peak is much lower in magnitude than 

the low energy peak.    

Also of note, selectivities are based on the difference in energy between the high energy 

peaks, with the energies of the peaks considered to be the energy of the middle of the peak.  This 

does not take into account the energy width of the peaks, which means there could still be a 

significant overlap in the IED peaks even if the selectivity is 10s of eV.  This can be a problem in 

plasma etching processes.  Having a broad IED can lead to increased plasma induced damage 

from a larger flux of ions at energies higher than desired for a particular process. 

5.4 Plasma Parameters and IEDs in Xe/H2 Gas Mixtures 

5.4.1 Plasma parameters 

2d spatial profiles of the electron density (ne), and plasma potential (ΦP) are shown in Fig. 

5.9.  The snapshots are taken during the on and off period of the pulsed dc substrate bias, with a 

PRF of 500 kHz, while the ICP is operated in cw mode at a power of 30 W and a pressure of 10 

mTorr.  The applied dc bias on the substrate does not affect the electron density in the bulk 

plasma the same as in Ar/H2.  When the large negative dc bias is applied on the substrate, 

electrons are repelled away from the substrate out of the sheath and into the bulk plasma, which 

reduces ne near the substrate just as in Ar/H2.  On a reactor averaged basis, the positive hydrogen 

ions make up ≈0.2% of the positive charge and H- ions make up ≈2.1% of the negative charge.  
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The distribution of these fairly mobile ions, which can quickly respond to the applied bias, no 

longer significantly affects the bulk plasma potential and the potential drop across the sheath is 

approximately the full bias voltage, ≈100 V. 

2d spatial profiles of the density of the lightest and heaviest ions in the system, H+ and 

Xe+ respectively, under the same conditions are shown in Fig. 5.10.  The figure includes the 

profiles during both the on and off period of the pulsed dc substrate bias.  As was the case in the 

Ar/H2 gas mixture, the density profiles of the ions do not change except near the sheath edge.  

The application of a large dc bias accelerates ions in the sheath and near the sheath edge toward 

the substrate.  The lighter hydrogen ions are able to be accelerated fast enough to be swept across 

the sheath to the substrate when the bias is on.  This results in a noticeable change in density near 

the sheath edge during the pulsing of the dc bias.  Xe+ ions are much heavier than even ArH+, 

with a mass 130 times that of H+, and over 3 times that of ArH+.  The Xe+ ions are accelerated 

across the sheath at a rate 130 times slower than H+ and are not able to respond to the pulsing of 

the dc bias fast enough for the density to change noticeably even near the sheath edge. 

2d spatial profiles of the axial flux of the lightest and heaviest ions in the system, H+ and 

Xe+ respectively, under the same conditions are shown in Fig. 5.11.  The change in flux with bias 

is the same as in the Ar/H2 gas mixture, with the flux of the ions to the substrate changing by less 

than a factor of 2 with a -100 V bias applied to the substrate.  The reasons for this are the same as 

in Ar/H2.  On average, ions enter the sheath at some average thermal speed, but are accelerated 

by the sheath potential and so their effective velocity in the sheath is greater than their thermal 

velocity entering the sheath.  When the dc bias is on, the effective velocity is increased; however, 

the bias does not affect the speed at which ions enter the sheath. Therefore, the rate at which ions 

are leaving the sheath is faster than the rate at which they are entering.  This reduces the density 
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of ions in the sheath during the bias pulse and reduces the increase in the axial flux of H+ to less 

than a factor of two during the pulse.  This holds true for Xe+ as well.  As in Ar/H2, the effect of 

bias on the speed at which ions enter the pre-sheath is ignored and the sheath width doubles with 

bias from ≈0.4 cm to ≈0.8 cm.   

5.4.2 Ion energy distributions 

IEDs for the ions formed in the XeH2 discharge at two pressures and two duty cycles are 

shown in Fig. 5.12 for an ICP power of 30 W and a bias PRF of 500 kHz.  In these cases, as was 

the case in the Ar/H2 gas mixture, a -100 V dc bias is applied in pulsed mode to the substrate and 

the selectivity of the IEDs between the heaviest (Xe+) and lightest (H+) ions are determined. 

In this gas mixture it is observed that the factor of 130 difference in the masses of the Xe+ 

and H+ ions, allows for a significantly greater selectivity to be observed than in Ar/H2.  At a 20% 

duty cycle, the selectivity is ≈34.5 eV and ≈42 eV for a pressure of 10 mTorr and 100 mTorr 

respectively.  At a 40% duty cycle, the selectivity is ≈1.5 eV and ≈2.1 eV for a pressure of 10 

mTorr and 100 mTorr respectively.  These results emphasize the importance of the difference in 

the ratio of ion transit time to the bias duration time between two ions in determining the 

selectivity between the ions.  At 40% duty cycle, the bias is applied so long that the ion transit 

time for all ions are essentially less than or equal to the duration of the applied bias.  Even 

though Xe+ ions are over three times heavier than ArH+ ions, they can still transit through the 

sheath fast enough to gain roughly the full bias potential.   

Going from 10 mTorr to 100 mTorr in pressure causes the selectivity to actually increase 

by approximately 22% and 40% for a duty cycle of 20% and 40% respectively.  This is in 

contrast to what was observed in Ar/H2.   This is due to the fact that increasing pressure again 

causes the IEDs of all the ions to shift down in energy; however, the Xe+ IED shifts down 
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slightly more than the IEDs for the hydrogen ions.  This shifting in energy is believed to be due 

to shorter mean free paths at higher pressure leading to increased charge exchange collisions 

between the ions just as in Ar/H2.  At 10 mTorr, calculated mean free paths (MFPs) at the sheath 

edge for H+ and Xe+, based on their respective dominant charge exchange collision, are:  ≈270 

cm for H+ and ≈7.3 cm for Xe+.  At 100 mTorr, the calculated MFPs are: ≈11.1 cm for H+ and 

≈.29 cm for Xe+. 

At 10 mTorr, the axial speed of H+ entering the sheath is approximately 1.84  106 cm/s 

and the axial speed of Xe+ is approximately 1.32  105 cm/s.  Solving equation 5.3.2 for trt , the 

transit time for H+ is found to be ≈98 ns and the transit time for Xe+ is found to be ≈1.14 μs.  As 

was the case in Ar/H2, the transit time for H+ ions through the sheath is shorter than the duration 

of the applied bias regardless of duty cycle, and thus they are able to bombard the substrate at an 

energy approximately equal to the applied bias potential dropped across the sheath (plus their 

initial kinetic energy entering the sheath).  The transit time of Xe+ ions is significantly longer 

than the duration of the applied bias with for both a 20% duty cycle (≈400 ns FWHM and ≈300 

ns at peak voltage) and a 40% duty cycle (≈800 ns FWHM and ≈700 ns at peak voltage).  

Since the Xe+ ions take longer than the applied bias time to traverse the sheath, at 20% 

duty cycle, they see an average sheath potential lower than the dc bias potential and do not gain 

as much energy.  The slower ion transit time of Xe+ ions as compared to ArH+ ions mean the 

average sheath potential the Xe+ ions see as they traverse the sheath is even less than what the 

ArH+ ions see.  Thus, based on the increased mass ratio of Xe+ to H+ compared to the mass ratio 

of ArH+ to H+, there is higher selectivity between the IED peaks. 

At 100 mTorr, the transit time for H+ and Xe+ is found to be ≈111 ns and ≈1.27 μs, 

respectively, during the applied bias period.  The MFP of Xe+ at 100 mTorr of ≈0.29 cm is less 
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than the sheath width, 0.8 cm, and it is possible that collisions occur in the sheath. However, it 

can still be used to demonstrate how the ratio of sheath transit time to applied bias time for Xe+ 

affects the IED and selectivity.   

IEDs for the ions formed in the XeH2 discharge at 10 mTorr and 100 mTorr and a duty 

cycle of 20%, are shown in Fig. 5.13 for an ICP power of 30 W and a bias PRF of 1MHz.  The 

selectivity between H+ and Xe+ increases by ≈36.9 eV of eV to ≈71.4 eV at 10 mTorr and by 

≈33.4eV to ≈75.4 eV at 100 mTorr.  These results again show that for the same duty cycle and 

pressure, shorter bias periods allow for greater selectivity between IED high energy peaks using 

mass ratios.  It also emphasizes that it is the absolute bias duration time that matters most, not 

duty cycle, in determining selectivity.   

IEDs at 10 mTorr and 100 mTorr showing the effect of ICP power are shown in Fig. 5.14 

for an ICP power of 30 W and 300 W, with a bias duty cycle of 20% and a bias PRF of 500 kHz.  

The IEDs show the same general shape and trends for 300 W as for 30 W.  The IED peaks 

extend to slightly higher energies at 300 W.  The larger ICP power leads to an increase in the 

temperature of Xe+ ions, which leads to an increased flux of higher energy ions and a broader 

IED entering the sheath.   The selectivity at 10 mTorr is increased from ≈34.5 eV at 30 W to ≈39 

eV at 300 W although the peak is so broadened at 300 W that this value may not be accurate.  

The selectivity at 100 mTorr is reduced from ≈42 eV at 30 W to ≈40.8 eV at 300 W.  This again 

may be due to the increased number of high energy Xe+ ions broadening the peak.  IEDs at 10 

mTorr and 100 mTorr showing the effect of ICP power at a PRF of 1 MHz are shown in Fig. 

5.15 for an ICP power of 30 W and 300 W, with a bias duty cycle of 20%.  The IEDs show the 

same general shape and trends for 300 W as for 30 W.  The IED peaks stay at roughly the same 

energy.  Both the high and low energy IED peaks decrease in magnitude going from 30 W to 300 
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W; however, only the high energy peaks broaden in energy.  The selectivity at 10 mTorr 

increases slightly from ≈71.4 eV at 30 W to ≈72.7eV at 300 W powers.  The selectivity at 100 

mTorr increases slightly from ≈75.4 eV at 30 W to ≈77.1 eV at 300 W.  Again note that the 

definition of selectivity found in this chapter does not take into account the Full Width Half 

Maximum (FWHM) of the peaks, meaning there could still be a significant overlap in the IED 

peaks even if the selectivity is several eV.    

5.5 Concluding Remarks 

In conclusion, results from computational investigations suggest that the use of short dc 

bias pulses on the substrate can be used to control IEDs on the substrate in systems with multiple 

ionic species based on the mass difference between the ions.  The energy selectivity, which is 

defined as the separation in energy between the high energy peaks of two ions, can be controlled 

by the selection of the bias duration time.  The source of this energy selectivity is the difference 

in sheath transit times of ions, based on their mass differences.  When the ratio of transit time 

across the sheath to dc bias length for an ion is less than or equal to one, then the ion should be 

able to gain the full sheath potential, excluding collisions.  The values of these ratios for a pair of 

ions, and whether one or both has a value greater than or equal to one, determines the selectivity 

between those ions.  If two ions both have a ratio less than or equal to one, then the selectivity 

between them should ideally be 0 eV.  This ignores any differences in energy before entering the 

sheath which should be small.   

If an applied bias time is chosen that is longer than the sheath transit time of one ion and 

shorter than the transit time of another, a difference in energy between the bias generated peaks 

of the two ions will develop.  The ion with the longer sheath transit time will have a bias 

generated peak at a lower energy than the ion with the shorter sheath transit time.  In an Ar/H2 
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mixture, the sheath transit time for the heaviest ion, ArH+, is slightly over 400 ns at 10 mTorr 

and 100 mTorr, while the transit time for the lightest ion, H+, is under 100ns at both pressures.  

When the bias duration time is only slightly less than ArH+ sheath transit time, ≈400 ns FWHM 

and ≈300 ns at peak voltage, the selectivity between it and the lightest ion, H+, is less than 8 eV.  

When the bias duration time is reduced, ≈200 ns FWHM and ≈100 ns at peak voltage, the 

selectivity increases to over 35 eV.  A similar effect is seen in Xe/H2 only with generally much 

larger selectivities due to the much larger mass difference between H+ and Xe+. 

In practical etching applications, such as the etching of SiO2 on Si, the difference in the 

threshold energies for ion enhanced etching is on the order of approximately 10 eV.  Thus, a 

target selectivity for this work should be >10 eV. The definition of selectivity used in this work 

does not take into account the spread in energy of the peaks and as such there might be 

significant overlap in the peaks, even when the selectivity is significant (>10 eV).  The effect of 

charge exchange collisions in the sheath could also have a great influence on IED selectivity.  

Even for bias on times longer than the sheath transit time of a pair of ions, if one ion undergoes 

collisions and the other does not, the ion that underwent a collision would not strike the substrate 

with the full bias potential while the other ion would.  This would increase the selectivity 

between the ions. 
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5.6 Figures 

 

Figure 5.1  Schematic of model Inductively Coupled Plasma (ICP) reactor. 
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Figure 5.2  Plasma parameters taken directly before a dc bias pulse is applied to the substrate and 
at the end of a dc bias pulse.  The plasma conditions are Ar/H2 (75/25), 30 W (cw) power, 10 
mTorr, 100 sccm.  The pulsed dc bias conditions are pulse repetition frequency = 500 kHz and 
20% duty cycle.  (a) Electron density before pulse.  (b) Electron density at end of pulse.  (c) 
Plasma potential before pulse.  (d) Plasma potential at end of pulse.   
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Figure 5.3  Density of H+ and ArH+ taken directly before a dc bias pulse is applied to the 
substrate and at the end of the dc bias pulse.   The plasma conditions are Ar/H2 (75/25), 30 W 
(cw) power, 10 mTorr, 100 sccm.  The pulsed dc bias conditions are pulse repetition frequency = 
500 kHz and 20% duty cycle.  (a) H+ density before pulse.  (b) H+ density at end of pulse.  (c) 
ArH+ density before pulse.  (d) ArH+ density at end of pulse.   
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Figure 5.4  Axial flux of H+ and ArH+ taken directly before a dc bias pulse is applied to the 
substrate and at the end of the dc bias pulse.   The plasma conditions are Ar/H2 (75/25), 30 W 
(cw) power, 10 mTorr, 100 sccm.  The pulsed dc bias conditions are pulse repetition frequency = 
500 kHz and 20% duty cycle.  (a) Axial flux of H+ before pulse.  (b) Axial flux of H+ at end of 
pulse.  (c) Axial flux of ArH+ before pulse.  (d) Axial flux of ArH+ at end of pulse.   
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Figure 5.5  Ion energy distributions on the substrate for two pressures and two bias duty cycles.  
The plasma conditions are Ar/H2 (75/25), 30 W (cw) power and 100 sccm.  The pulsed dc bias 
conditions are pulse repetition frequency = 500 kHz.  (a) Pressure = 10 mTorr, Duty Cycle = 
20%.  (b) Pressure = 100 mTorr, Duty Cycle = 20%.  (c) Pressure = 10 mTorr, Duty Cycle = 
40%.  (d) Pressure = 100 mTorr, Duty Cycle = 40%.   
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Figure 5.6  Ion energy distributions on the substrate for two pressures.  The plasma conditions 
are Ar/H2 (75/25), 30 W (cw) power and 100 sccm.  The pulsed dc bias conditions are pulse 
repetition frequency = 1 MHz and 20% duty cycle.  (a) Pressure = 10 mTorr.  (b) Pressure = 100 
mTorr. 
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Figure 5.7  Ion energy distributions on the substrate for two pressures and two ICP powers.  The 
plasma conditions are Ar/H2 (75/25) at 100 sccm.  The pulsed dc bias conditions are pulse 
repetition frequency = 500 kHz and duty cycle = 20%.  (a) Pressure = 10 mTorr, Power = 30 W.  
(b) Pressure = 100 mTorr, Power = 30 W.  (c) Pressure = 10 mTorr, Power = 300 W.  (d) 
Pressure = 100 mTorr, Power = 300 W.   
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Figure 5.8  Ion energy distributions on the substrate for two pressures and two ICP powers.  The 
plasma conditions are Ar/H2 (75/25) at 100 sccm.  The pulsed dc bias conditions are pulse 
repetition frequency = 1 MHz and duty cycle = 20%.  (a) Pressure = 10 mTorr, Power = 30 W.  
(b) Pressure = 100 mTorr, Power = 30 W.  (c) Pressure = 10 mTorr, Power = 300 W.  (d) 
Pressure = 100 mTorr, Power = 300 W.   
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Figure 5.9  Plasma parameters taken directly before a dc bias pulse is applied to the substrate and 
at the end of a dc bias pulse.  The plasma conditions are Xe/H2 (75/25), 30 W (cw) power, 10 
mTorr, 100 sccm.  The pulsed dc bias conditions are pulse repetition frequency = 500 kHz and 
20% duty cycle.  (a) Electron density before pulse.  (b) Electron density at end of pulse.  (c) 
Plasma potential before pulse.  (d) Plasma potential at end of pulse.  
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Figure 5.10  Density of H+ and Xe+ taken directly before a dc bias pulse is applied to the 
substrate and at the end of the dc bias pulse.   The plasma conditions are Ar/H2 (75/25), 30 W 
(cw) power, 10 mTorr, 100 sccm.  The pulsed dc bias conditions are pulse repetition frequency = 
500 kHz and 20% duty cycle.  (a) H+ density before pulse.  (b) H+ density at end of pulse.  (c) 
Xe+ density before pulse.  (d) Xe+ density at end of pulse.   
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Figure 5.11  Axial flux of H+ and Xe+ taken directly before a dc bias pulse is applied to the 
substrate and at the end of the dc bias pulse.   The plasma conditions are Ar/H2 (75/25), 30 W 
(cw) power, 10 mTorr, 100 sccm.  The pulsed dc bias conditions are pulse repetition frequency = 
500 kHz and 20% duty cycle.  (a) Axial flux of H+ before pulse.  (b) Axial flux of H+ at end of 
pulse.  (c) Axial flux of Xe+ before pulse.  (d) Axial flux of Xe+ at end of pulse.   
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Figure 5.12  Ion energy distributions on the substrate for two pressures and two bias duty cycles.  
The plasma conditions are Xe/H2 (75/25), 30 W (cw) power and 100 sccm.  The pulsed dc bias 
conditions are pulse repetition frequency = 500 kHz.  (a) Pressure = 10 mTorr, Duty Cycle = 
20%.  (b) Pressure = 100 mTorr, Duty Cycle = 20%.  (c) Pressure = 10 mTorr, Duty Cycle = 
40%.  (d) Pressure = 100 mTorr, Duty Cycle = 40%.   
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Figure 5.13  Ion energy distributions on the substrate for two pressures.  The plasma conditions 
are Xe/H2 (75/25), 30 W (cw) power and 100 sccm.  The pulsed dc bias conditions are pulse 
repetition frequency = 1 MHz and 20% duty cycle.  (a) Pressure = 10 mTorr.  (b) Pressure = 100 
mTorr. 
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Figure 5.14  Ion energy distributions on the substrate for two pressures and two ICP powers.  
The plasma conditions are Xe/H2 (75/25) at 100 sccm.  The pulsed dc bias conditions are pulse 
repetition frequency = 500 kHz and duty cycle = 20%.  (a) Pressure = 10 mTorr, Power = 30 W.  
(b) Pressure = 100 mTorr, Power = 30 W.  (c) Pressure = 10 mTorr, Power = 300 W.  (d) 
Pressure = 100 mTorr, Power = 300 W.   
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Figure 5.15  Ion energy distributions on the substrate for two pressures and two ICP powers.  
The plasma conditions are Xe/H2 (75/25) at 100 sccm.  The pulsed dc bias conditions are pulse 
repetition frequency = 1 MHz and duty cycle = 20%.  (a) Pressure = 10 mTorr, Power = 30 W.  
(b) Pressure = 100 mTorr, Power = 30 W.  (c) Pressure = 10 mTorr, Power = 300 W.  (d) 
Pressure = 100 mTorr, Power = 300 W.   
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Chapter 6 Control of Electron Energy Distributions in Inductively Coupled 
Plasmas Using Tandem Sources 

6.1 Introduction 

Low temperature, low gas pressure plasmas are used for a variety of applications such as 

gas discharge lighting and plasma materials processing.[1]  In these plasmas, many chemical 

reaction processes are initiated by electrons whose energy determines the rate at which these 

processes occur.[1]  These processes generate reactive species (radicals, ions, photons) in the 

plasma and the balance between the rate coefficients of the reactions, and thus the generation 

rates of the different reactive species, can be controlled through control of the electron energy 

distribution (EED).[2]  In the semiconductor manufacturing industry, one area of plasma 

materials processing where control of the flux of reactive species to surfaces is of major 

importance is in the area of plasma etching.  The ability to meet future demands to reduce feature 

sizes on semiconductor wafers requires tight control of plasma properties.[3]  These plasma 

properties include electron temperature (Te), dissociation rate, and plasma density, among other 

properties.[3]  Better control of these parameters can be achieved through better control of the 

EED. 

Control of plasma properties and EEDs in plasma processing systems has been 

investigated for a variety of methods.  These methods include pressure[4-7], pulsing[8-10], 

remote sources[11, 12], and tandem sources[13-15].  The use of remote and tandem sources is 

especially intriguing, as this may allow for ways to control the EED dynamically beyond what 

could be achieved with pulsed operation. 
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Kato et al. investigated the effect of applying a bias on a mesh grid used to separate two 

experimental regions, a source and diffusion region, on plasma parameters in the regions.[11] 

Applying a negative bias on the grid reduced Te and increased the electron density (ne) in the 

diffusion region far from the grid.  The negative bias only allows high energy electrons through 

the grid, which undergo ionizing collisions, increasing ne.   The electrons produced far in the 

diffusion region do not have to maintain the discharge in region 1, so they do not have to be 

accelerated and Te remains low.  The bias voltage at which Te in the diffusion region starts to 

decrease is a function of the grid spacing.   

Hong et al. also investigated the effect of applying a bias on a grid used to separate a 

source region and a diffusion region, on plasma parameters and EEDs.[12]  The source used is an 

inductively coupled plasma (ICP) source and the background gas is argon.  Plasma parameters 

and EEDs in the source region were not affected by bias, except for plasma potential (ΦP), which 

was increased when positive bias was applied.  In the diffusion region, ne and the plasma 

potential (ΦP) generally decreased as the bias became more negative.  Applying a negative bias 

past a threshold value reduced Te in the diffusion region.  The threshold value was found to 

depend on the grid spacing, the same as in the work of Kato et al. [11].  In particular, the area 

ratio of the sheath free region in between the wires of the grid and the total area in between wires 

of the grid, was found to be an indicator of how much Te was cooled.  The measured EEDs 

reflect the lowering of Te as the grid bias becomes more and more negative.  The EEDs become 

narrower with a larger peak at low energy.     

Haas et al. investigated the effect of the injection of an electron beam into an argon 

capacitively coupled plasma (CCP) on plasma parameters and EEDs.[13]  The authors developed 

a computational model of a CCP system and compared their results to experimental data 
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obtained by a Langmuir probe.  They found that the introduction of a high energy electron beam 

modified the rate coefficients for excitation and ionization and the collisional energy loss per 

electron-ion pair created, such that the rate of ionization was much larger than that of excitation.  

This resulted in an increase in electron density, which in turn lowered the electron temperature 

and modified the EED.  The increase in electron density was primarily through the increase in 

density of low energy electrons.  The increased number of low energy electrons lowers the 

average electron energy in the EED, and thus lowers the electron temperature.  The EED without 

the electron beam injection was essentially Maxwellian, with a temperature slightly above 2 eV.  

With the injection, the EED remained Maxwellian but with a temperature of less than 1 eV.  

Haas and Braithwaite theoretically investigated the effect of the injection of high energy 

electrons into the tail of the EED on plasma properties in an Ar ICP.[14]  They found, as was the 

case in the CCP reactor, that injection of high energy electrons modified the rate coefficients for 

excitation, ionization, and collisional energy loss per electron-ion pair created, which increased 

electron density and reduced electron temperature. 

Uhm et al. investigated plasma parameters and EEDs in a dual ICP system where the 

ICPs are connected in parallel and a series variable capacitor is connected to the main ICP.[15]  

They found that there was a dip in plasma potential midway between the two sources, which 

acted as a potential hill to electrons.  This caused the low energy portions of the EEDs in the two 

regions to be different, as the low energy electrons did not have enough energy to overcome the 

potential hill and travel between the sources.  The high energy portions of the EEDs in the two 

regions were almost the same. 

In this chapter, a computational investigation of plasma parameters [Te, P, ne, and 

electron source function (Se)] and EEDs in the lower, primary ICP region of a tandem-ICP (T-
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ICP) system is presented.  The two ICP regions are separated by a biasable grid.  The test system 

models the reactor and experimental data from the research groups of Professor Vincent 

Donnelly and Professor Demetre Economou at the University of Houston.  It is observed that the 

upper secondary ICP has little effect on the plasma properties and EEDs in the lower ICP region 

when both ICPs are operated in continuous wave (cw) mode.  When the lower ICP is pulsed with 

the upper ICP on in cw mode, the upper ICP is able to affect Te and the EED in the plasma 

afterglow of the lower ICP.  The tail of the EED is lifted in the afterglow from the influx of high 

energy electrons from the upper ICP, which also causes Te to increase in the afterglow of the 

plasma.  Applying a large positive bias to a boundary electrode on the top of the system, while 

the upper ICP is on in cw mode and the lower ICP is pulsed, creates a local ionization region at 

the gas inlet, which is in the boundary electrode.  This local ionization region acts as another 

source of flux of high energy electrons from the upper ICP region and enhances the effects seen 

without a bias applied to the boundary electrode.   

All results are for plasmas sustained in argon.  The species consist of Ar (ground state), 

Ar*, Ar**, Ar***, Ar+ and electrons.  Ar* represents the combined metastable states of the 

Ar(3p54s) manifold [Ar(1s5), Ar(1s3)] and Ar** represents the combined radiative states [Ar(1s4), 

Ar(1s2)].  Ar*** is a lumped state representing Ar(3p54p) and higher states in the excited state 

manifold.  Radiation trapping of the Ar** state is included. 

6.2 Description of the Reactor and Experiment 

A schematic of the tandem ICP system used in the computational investigation is shown 

in Fig. 6.1, which is the representation of the experimental device shown in Fig. 6.2.  The lower, 

primary plasma is sustained in an 8 cm diameter dielectric tube with a 3-turn spiral coil powered 

at 10 MHz.  (The experiments were done at 13.56 MHz.)  The upper, secondary plasma is 
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sustained in a 9 cm diameter dielectric tube with a 12-turn spiral coil powered at 10 MHz.  (The 

experiments were done with an 11.5 turn coil at 13.56 MHz.)  A Faraday shield is employed in 

the experiment for both ICPs to reduce capacitive coupling and insure operation in the H-mode.  

In the model, a Faraday shield is also employed for both ICPs to suppress capacitive coupling 

from the coils.  There is a boundary electrode at the top of the chamber, which is the metal lid of 

the chamber, as well as a biasable mesh grid separating the two ICP regions.  The grid is always 

grounded.   

In the model, gas is injected on axis from a cylindrical inlet at the top and pumped away 

at the bottom.  In the experiment, gas is injected through a cylindrical inlet that passes through 

the top of the boundary electrode but opens into the chamber through the inner side of the 

electrode.  Kapton tape is used over most of the inner surface of the boundary electrode in the 

experiment as it was discovered that higher biases could not be achieved without this.  A 

dielectric layer covering most of the boundary electrode, representing the kapton tape, is 

included in the model.   

There is also a grounded donut shaped stage in the lower plasma region, which can be 

used for etching experiments.  The stage has a two inch outer diameter and a one inch inner 

diameter.  Electron energy probability functions (EEPFs) are measured experimentally using a 

Langmuir probe that can be moved in the axial direction along the center axis of the chamber at a 

radius of 0 cm.  Model computed EEDs, referred to as fe(), are sometimes converted into EEPFs, 

typically when comparing against experimental data, by multiplying fe() by the electron density 

(ne). Results for plasma parameters are also discussed. 
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6.3 Control of EEPFs and Plasma Parameters with a Tandem Source 

6.3.1 EEDs and plasma parameters with cw excitation   

ne, Te, and Se, at 500 W upper ICP power and 90 W lower ICP power, 10 mTorr of 

pressure, no bias applied to the boundary electrode (VB = 0 V) , a grounded grid, and a grounded 

stage are shown in Fig. 6.3.  When the ICPs are operated under cw conditions, the characteristics 

of the two ICPs are determined by the power from their respective coils.  Se shows that the 

dominant ionization regions are well separated; however the high thermal conductivity of the 

plasmas spread Te between the source regions.  There is some mixing between the two ICPs 

through the grid, as evidenced by the electron density profile.   

In an ICP, power is coupled into the plasma through induced electric fields within a skin 

depth layer near the boundary of the plasma.[16]  In the tandem-ICP system, the skin depth of 

the electromagnetic field is near the coils in the radial dimension and within the upper and lower 

bounds of the coil in the axial dimension.  The deposited power falls off exponentially outside 

these bounds.  The skin depth in the lower ICP is ≈2 cm and the skin depth in the upper ICP is 

≈0.8 cm.  With an exponential decay in power with distance and a height separation between the 

bottom of the upper ICP and the top of the lower ICP of ≈12 cm, almost no power deposited by 

one ICP makes it to the other ICP region except through an exchange of energetic electrons.  

These electrons gain energy in the skin depth and then transfer that energy through the plasma by 

collisions.  The power density deposited by the lower ICP within its region at a radius of 0.6 cm, 

at the height of the top edge of the lower coils, height = 16.8 cm, is ≈5.4  107 times greater than 

the power density deposited by the upper ICP.  The power density deposited by the lower ICP in 

the upper region at a radius of 0.6 cm, at the height of the bottom edge of the upper coils, height 

= 30.5 cm, is ≈4.9  108 times less than the power density deposited by the upper ICP.  
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Computed and experimental electron energy probability functions (EEPFs) in the lower 

ICP region at two heights are shown in Fig. 6.4.  The EEPFs are computed for three operating 

conditions: lower plasma on only at 90 W, upper plasma on only at 500 W, and both plasmas on 

at the same powers as when operated alone.  The EEPFs are taken near the center of the reactor 

in the lower ICP region at an equivalent position between the model and experiment.  The axial 

position is height = 10.8 cm in the model and height = 210 mm in the experiment.  The radial 

position is radius = 0.6 cm in the model and radius = 0 cm in the experiment. 

The radial position at which the EEPFs are taken are different in the model and 

experiment, due to the fact that radius = 0 cm represents the edge of the computational mesh 

where statistics are less accurate.  The EEPFs in the model are calculated from an average of the 

EEPFs in the specified mesh cell as well as the EEPFs from a specified number of adjacent mesh 

cells.  At radius = 0 cm, there are no mesh cells on one side of the mesh cell that contains the 

specified point.  This increases statistical noise.  The axial position is different as in the 

experiment there is a third chamber below the lower ICP region that basically acts as a gas 

diffusion region where height = 0 cm is defined.  The turbo pump is connected to this region.  In 

the model, this third chamber region is not included and the pump is connected at the position 

where the third chamber starts in the experiment. 

When the lower ICP is on, the EEPFs are essentially the same whether or not the upper 

source is on.  This reflects the observed behavior of Fig. 6.3 in that the plasma properties in the 

two ICP regions are predominantly a function of the local power deposition.  This is especially 

true for the position at which these EEPFs are being taken, as this location is very far from the 

upper ICP source.  This can also be observed by looking at the EEPF when only the upper ICP is 

on, it is ≈2-3 orders of magnitude lower at all energies, than EEPFs when the lower plasma is on.   
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The computed EEPFs when the lower ICP is on appear to have a three temperature 

distribution.  This is not seen experimentally at the equivalent height of 10.8 cm, but is seen at 

the equivalent height of 14.8 cm.  The reasons for this discrepancy are unknown at this time.  

There is also a roll-off in the EEPF at very low energies, which is not seen in the model.  This 

may be due to low collection efficiency of the Langmuir probe at very low energies.  A three 

temperature distribution in Ar ICPs at 10 mTorr has been observed before by Godyak et al. [17].  

The low energy portion of the distribution is a result of low energy electrons in the center of the 

plasma being trapped by the ambipolar potential and being prevented from reaching the skin 

depth where most electron heating occurs.  It is the electrons in the middle temperature regime 

that are able to make it to the skin depth, where they can be heated by the ICP power, leading to 

a larger temperature.   Above the threshold energy for the start of inelastic collisions electrons 

lose energy to inelastic collisions, which leads to a lower temperature and a lowering of the tail 

of the EEPF. 

This can be seen for example in the case when both ICPs are on at a height of 10.8 cm, 

Fig. 6.4a.  The ranges in energy that correspond to the three temperature regimes are 

approximately:  = 0-4.0 eV,  = 4.0-12.0 eV, and  > 12.0 eV.  The temperatures in these 

regimes are ≈2.3 eV, ≈3.9 eV, and ≈2.2 eV, respectively. Similar behavior is observed at a height 

of 14.8 cm.  The temperature range above  = 12 eV corresponds to energy range above the first 

inelastic collision threshold of Ar, which is electronic excitation with a threshold energy of 11.6 

eV.  The start of inelastic collisional processes causes the tail of the EEPF to lower as higher 

energy electrons are depleted from the system.   

The computed EEPF when just the upper plasma is on appears to be three temperature at 

a height of 10.8 cm and two temperature at a height of 14.8 cm.  The reasons for this remain 
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unclear, although the densities in the lower ICP are very low with just the upper ICP on, which 

could result in some noise in the computed EEPFs.  The experimentally measured EEPF at the 

equivalent height of 10.8 cm appears flat across the entire energy range, but this is believed to be 

an erroneous measurement.  The shape and magnitude of the experimentally measured EEPF, 

when just the upper ICP is on, at the equivalent height of 14.8 cm, has a closer agreement 

between the model and experiment.  There is a large roll-off in the experimental EEPF at low 

energies, which is unexplained but believed to be a measurement error due to the low electron 

density.  Overall there is good agreement between the model and experiment with respect to the 

shapes and magnitudes of the EEPFs. 

Computed fe() in the lower ICP region at two heights for two boundary electrode bias 

voltages, VB = 0 V and VB = 60 V, are shown in Fig. 6.5.  The plasma potential profile in the T-

ICP for the two VB is shown in Fig. 6.6.  Both ICPs are on, with the upper ICP at 500 W and the 

lower ICP at 90 W.  At a height of 10.8 cm, applying a 60 V boundary electrode voltage lowers 

the tail of fe() above  ≈ 3.0 eV slightly.  VB raises the plasma potential in both the upper and 

lower ICP regions.  The raised plasma potential in the lower ICP traps more electrons near the 

center of the lower ICP at a height of 13.0 cm, which reduces the number of high energy 

electrons that reach the height of 10.8 cm.  The potential difference between height = 13.0 cm 

and height = 10.8 cm at a radius of 0.6 cm goes from ≈1.5 V to ≈1.7 V.  The density of low 

energy electrons is unchanged because that is largely dominated by the local power deposition 

from the coils.   

At a height of 18.8 cm, there are believed to be two main factors that contribute to the 

shape of fe() when VB = 60 V as opposed to when VB = 0 V.  The first factor that contributes to 

the observed shape of fe() when VB = 60 V, is that when a +60 V bias is applied to the boundary 
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electrode, which the gas inlet nozzle passes through, a local ionization region develops at the gas 

inlet.  ne, Te, and Se for the case with both ICPs on, with the upper ICP at 500 W and the lower 

ICP at 90 W, and VB = 60 V, are shown in Fig. 6.7.  The positive bias on the boundary electrode 

increases electron current flow to the electrode.  The smaller effective area of the boundary 

electrode in contact with the plasma causes the current density to go up, which requires a higher 

E/N to sustain.  The E/N near the gas inlet at a radius of 0.6 cm and a height of 54.5 cm for VB = 

0 V is ≈154 Td and at VB = 60 V is ≈3,941 Td.  This significantly higher E/N increases Te and 

produces local ionization at the gas inlet nozzle.   

From the profile of Te in Fig. 6.7 it is seen that Te near the gas inlet can be several eV 

higher than in the plasma regions generated from the two ICP sources.  Peak Te from the local 

ionization region at the gas inlet is ≈5.8 eV while the peak Te in the plasma produced by the 

upper ICP coils is ≈3.8 eV.  The local ionization region near the gas inlet produces a flux of high 

energy electrons that goes through the upper ICP region to the lower region.  This is in addition 

to the flux of high energy electrons generated by the upper ICP itself.  At VB = 60 V the tail of 

the fe() is raised as a greater number of hot electrons flow from the upper ICP region to the 

lower region. 

The second factor that contributes to the observed shape of fe() when VB = 60 V, is that 

the dc bias draws an electron current toward the gas inlet.  This increases the flux of electrons 

toward the inlet from the center of the lower ICP plasma.  This increases the density of electrons 

at a height of 18.8 cm for VB = 60 V compared to VB = 0 V.  The density increases from ≈6.3 x 

1010 cm-3 to ≈8.1  1010 cm-3.     

Photos of the gas inlet nozzle at the top of the experimental tandem ICP system, when 

both ICPs are on, with the upper ICP at 500 W and the lower ICP at 90 W, are shown in Fig. 6.8 
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for two bias voltage, VB = 0 V and VB = 80 V.  The photos clearly show the development of a 

local ionization region with the application of a large positive bias on the boundary electrode.  

There is a threshold bias for this local ionization process to be observed, which is ≈40-45 V in 

our simulations. 

6.3.2 EEPFs and plasmas with pulsed plasmas 

An additional means to control EEPFs and plasma parameters is achieved through 

pulsing of the ICP power with and without applying a dc bias.  In a pulsed ICP the electron 

density diffuses away in the afterglow when the ICP power is off, with higher energy electrons 

being removed from the system the fastest, through diffusion cooling.  Diffusion cooling is the 

increased loss rate of higher energy electrons by diffusion, which lowers the average electron 

energy.  The density of high energy electrons in the afterglow drops very rapidly to essentially 

zero, causing a rapid drop in Te and the tail of fe() to rapidly fall.  The density of high energy 

electrons in the pulsed ICP can be supplemented by a flux of high energy electrons from a 

remote source.  This will then raise the tail of fe() and increase Te.  When pulsing the lower ICP, 

the upper ICP working in tandem can provide the flux of high energy electrons needed to raise 

the tail of fe() and increase Te in the afterglow of the pulsed lower ICP. 

Computed and experimental results for Te and ne as a function of time during one pulse 

cycle for three different tandem ICP operating conditions are shown in Fig. 6.9.  In all cases the 

lower ICP is pulsed with a pulsed-period-averaged (PPA) power of 100 W, pulse repetition 

frequency (PRF) of 10 kHz and a duty cycle of 20%.  The lower ICP power has a 5 s rise and 

fall time in the model, while the experimental rise and fall time is believed to be ≈1-2 s.  In one 

case just the lower ICP is on, the second case has both ICPs on with the top ICP operated in cw 

mode with 500 W of power and VB = 0 V, and the third case is the same as the second except VB 
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= 60 V.  The results are taken near the center of the reactor in the lower ICP region at an 

equivalent position between the model and experiment.  The axial position is at a height of 10.8 

cm in the model and a height of 210 mm in the experiment.  The radial position is radius = 0.6 

cm in the model and radius = 0 cm in the experiment. 

When the ICP power is turned on, there is an initial overshoot of Te, followed by a decay 

to a quasi-steady state value.  At the start of the pulse, the ICP power is initially being dissipated 

by fewer electrons than at the end of the power pulse due to diffusion losses during the power-off 

portion of the pulse.  Thus Te increases above its quasi-steady state value until ionization is able 

to reduce the power dissipation per electron.[18]  When the ICP power is turned off, Te 

monotonically asymptotes to a minimum value before the start of the next power pulse in the 

case when just the lower ICP is on.  In the cases where the top ICP power is on, Te increases in 

the afterglow in the lower ICP from the steady flux of high temperature electrons from the upper 

ICP.  This flux is constant.  However, the influence of the flux is only seen in the afterglow.  In 

the afterglow of the pulsed ICP, ne has decreased enough that the small flux of high energy 

electrons from the upper ICP can have a non-negligible influence on the average electron energy 

and thus Te.   

There is generally good agreement between the model and the experimental results for Te 

although there are some differences.  The overshoot and quasi-steady state values of Te are 

slightly higher in the model versus the experiment, ≈1.0 eV difference in overshoot values and 

≈0.3 eV in the quasi-steady state values.  Also, the effect of applying a boundary electrode bias is 

reversed in the model and experiment, with the increase in Te at the end of the pulse (compared 

to the case with just the lower ICP on) becoming larger with bias in the model and becoming 

smaller with bias in the experiment.  In the model, Te values at the end of the pulse are ≈0.5 eV, 
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≈0.8 eV, and ≈1.0 eV for the cases of the lower ICP on only, both ICP on and VB = 0 V, and both 

ICP on and VB = 60 V, respectively.  In the experiment, Te values at the end of the pulse are 

≈0.21 eV, ≈0.98 eV, and ≈0.65 eV for the cases of the lower ICP on only, both ICP on and VB = 

0 V, and both ICP on and VB = 60 V, respectively.   

The reason for this discrepancy is unknown at this time, although there may be some 

error in the way Te is calculated experimentally when Te is low.  The model is also not a 

completely accurate representation of the experiment, as will be discussed in the conclusions 

section.  Since the increase in Te is seen in the afterglow because ne has decayed to a low enough 

value that the influence of the electron flux from the upper ICP becomes non-negligible, a source 

of discrepancy in Te between the model and experiment may be seen from looking at results for 

ne. 

There is good agreement between the model and experiment in the overall shape of ne 

and in the magnitudes of the peak density at the end of the pulse on period.  In the model ne 

peaks at ≈4.5  1011 cm-3, ≈4.0  1011 cm-3, and ≈3.95  1011 cm-3 for the case of lower ICP on 

only, both ICP on with VB = 0 V, and both ICP on with VB = 60 V, respectively.  In the 

experiment, ne peaks at ≈4.0  1011 cm-3, ≈2.2  1011 cm-3, and ≈4.0  1011 cm-3 for the case of 

lower ICP on only, both ICP on with VB = 0 V, and both ICP on with VB = 60 V, respectively.  In 

the model, ne decays much faster in the afterglow and to much lower values than in the 

experiment for all cases.  One possible reason for this is that in the experiment the pressure is 

measured further down in the chamber and the pressure in the lower ICP is actually believed to 

be larger than 10 mTorr.  The pressure in the lower ICP in the experiment is estimated to actually 

be around 14 mTorr.  The higher pressure will slightly reduce the rate of diffusion cooling and 

most likely lead to somewhat higher densities in the afterglow, although this is not believed to be 
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a major effect. 

In the model, having both ICPs on and VB = 60 V makes very little change on the ne 

profile with time, as compared to the case when VB = 0 V.  In the experiment, ne at the end of the 

pulse for the cases when both ICPs are on is a factor of two higher for VB = 60 V compared to VB 

= 0 V.  This increased density when the bias is applied may reduce the influence of the flux of 

high energy electrons from the upper ICP, reducing the amount by which Te is increased in the 

afterglow in the experiment.  

The dynamics of fe() during the pulsed cycle for the same three operating conditions as 

in Fig. 6.9 are shown in Fig. 6.10.  These results are taken at the same position as the plots of Te 

and ne in Fig. 6.9.  When just the lower ICP is on, fe() show the expected temporal behavior of a 

pulsed, single source ICP.  The dynamics of fe() during the pulsed cycle reflects that of Te.  

When the lower ICP power pulse initially reaches its peak value at t = 5 μs, fe() has a maximally 

extended tail to an energy of ≈30 eV.  The tail of fe() then lowers as Te decays to a quasi-steady 

state value at t = 24 μs, 1 μs before the end of the pulse on period.  After the power pulse is 

turned off the maximum energy of fe() reduces rapidly in the afterglow from t = 30 μs to t = 98 

μs, as the high energy electrons are preferentially lost.  There is little change in fe() in the late 

afterglow between 50 μs and 98 μs, as only the lower energy electrons are left which take longer 

to diffuse away.  This reflects the slow decrease in Te observed in the afterglow in Fig. 6.9a.   

When the upper ICP is on in cw mode at 500 W in tandem with the pulsed, lower ICP, 

the tail of fe() is raised in the afterglow at t ≥ 50 μs.  The tail of fe() is raised near the end of the 

afterglow at t = 98 μs, higher than earlier in the afterglow at t = 50 μs.  Near the end of the 

afterglow at t = 98 μs, the electron density generated from the pulsed ICP decays to an even 

lower value than at t = 50 μs.  This allows the influx of high energy electrons from the upper ICP 
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to have a greater influence on the average electron energy, raising both the average electron 

energy and the corresponding Te.   

When VB = 60 V is applied to the boundary electrode with both ICPs on, the tail of fe() is 

raised in the afterglow at t ≥ 50 μs, even more than when VB = 0 V.  The difference in the lifting 

of the tail of fe() with bias increases the further into the afterglow we observe.  Again, the later 

into the afterglow it is, the lower ne, and the more influence the influx of high energy electrons 

from the upper ICP has on the tail of fe() and Te.  Late in the afterglow, for VB = 60 V, the tail of 

fe() is lifted more and Te increases more compared to VB = 0 V.  This occurs because the flux of 

high energy electrons from the upper ICP is greater for VB = 60 V versus VB = 0 V, for reasons 

mentioned previously. 

Computed and experimental EEPFs just before the lower ICP power pulse is turned off (t 

= 24 μs) and near the end of the afterglow (t = 98 μs) for three different operating conditions are 

shown in Fig. 6.11.  The results are taken near the center of the reactor in the lower ICP region at 

an equivalent position between the model and experiment.  The axial position is at a height of 

10.8 cm in the model and a height of 210 mm in the experiment.  The radial position is at a 

radius of 0.6 cm in the model and a radius of 0 cm in the experiment.  This is the same position 

where fe() is computed in Fig. 6.10.  The same trends are observed in the model and experiment 

and there is good agreement in both the shape and magnitude of the EEPFs, except for the EEPF 

at t = 98 μs, when only the lower ICP is on.  In this case, the peak density is much lower in the 

model, which is largely due to the much lower value of ne in the model at t = 98 μs, when just the 

lower ICP is on.  Looking at the EEPFs for t = 24 μs under all three conditions, it is observed 

that the upper ICP has little effect on the EEPF when the bottom ICP is on.  This matches what is 

observed in the cases when both ICPs are operated in cw mode.  In the afterglow at t = 98 μs, 
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having the upper ICP on, with or without an applied bias on the boundary electrode, has a 

significant effect on the EEPF.  Having the upper ICP on creates a flux of high energy electrons 

from the upper ICP to the lower ICP, which raises the tail of the EEPF in the afterglow and 

causes Te to increase in the afterglow as well. 

6.4 Concluding Remarks 

In conclusion, results from computational and experimental investigations suggest that 

the use of a tandem-ICP with a boundary electrode can provide for some control of fe() in a 

lower, primary ICP through the flux of electrons from an upper, secondary ICP.  The flux of 

electrons from the secondary ICP is not large enough to significantly modify fe() when both 

ICPs are on, but can modify fe() in the afterglow when the primary ICP is pulsed. The effect of 

the influx of electrons from the upper ICP to the lower ICP is to raise the tail of fe() in the 

afterglow, which causes Te to increase in the afterglow.  This was observed both in the model 

and experimentally.   

There are some discrepancies between the model and the experimental data.  Some of 

these discrepancies could be the result of measurement error as well as the inability to exactly 

model some key parts of the system.  For example, in the experiment a rectangular mesh grid is 

used with a spacing of 2.3 mm.  The wires of the grid are in the 100s of μm range.  The 

cylindrically symmetric nature of the model, as well as the length scales of the model, prevent an 

exact representation of the grid in the model.  The range in scale lengths for different parts of the 

experimental setup does not allow for the mesh spacing to be accurately resolved and as such the 

mesh spacing is 7.8 mm in the model as opposed to 2.3 mm in the experiment.  Since the model 

is cylindrically symmetric, a rectangular grid cannot be modeled.  In fact, the actual wires of the 

grid cannot be modeled and as such, mesh points spaced 7.8 mm apart are set to have fixed 0 V 
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potential representing the grounded grid.  This produces an effective grid made up of concentric 

rings.   

The position of the gas inlet could also not be accurately modeled due to the cylindrically 

symmetric nature of the model.  In the experiment, the gas inlet is on one side of the boundary 

electrode, while in the model the gas inlet comes in from the top.  These are just some of the 

possible sources of discrepancy between the model and experiment; however, overall there is 

good agreement between the model and experiment in both trends and magnitudes. 
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6.5 Figures 

  

Figure 6.1  Schematic of the model Tandem Inductively Coupled Plasma (T-ICP) reactor. 
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Figure 6.2  Schematic of the experimental Tandem Inductively Coupled Plasma (T-ICP) reactor. 
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Figure 6.3  Electron density, electron temperature, and electron source function when both ICPs 
are on.  Plasma conditions are argon, Upper ICP: 500 W (cw), Lower ICP: 90 W (cw), VB = 0 V, 
10 mTorr, and 80 sccm. (a)  Electron density.  (b) Electron temperature.  (c) Electron source 
function. 
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Figure 6.4  EEPFs taken at two positions for three configurations.  The three configurations are: 
lower ICP on only at 90 W (cw); both ICP on with 500 W (cw) on Upper ICP, 90 W (cw) on 
lower ICP and VB = 0 V; and both ICP on with 500 W (cw) on Upper ICP, 90 W (cw) on lower 
ICP and VB = 60 V.  Other plasma conditions are argon, 10 mTorr, and 80 sccm.  (a) Simulated 
EEPFs at (r,z) = (0.6 cm, 10.8 cm). (b) Experimental EEPFs at r = 0 cm and at equivalent height 
as in (a).  (c) Simulated EEPFs at (r,z) = (0.6 cm, 14.8 cm). (d) Experimental EEPFs at r = 0 cm 
and at equivalent height as in (c). 
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Figure 6.5  Simulated EEPFs taken at two positions for the configurations of:  both ICP on with 
500 W (cw) on Upper ICP, 90 W (cw) on lower ICP and VB = 0 V; and both ICP on with 500 W 
(cw) on Upper ICP, 90 W (cw) on lower ICP and VB = 60 V.  Other plasma conditions are argon, 
10 mTorr, and 80 sccm.  (a) (r,z) = (0.6 cm, 10.8 cm). (b) (r,z) = (0.6 cm, 14.8 cm).  
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Figure 6.6  Plasma potential for two boundary electrode bias conditions when both ICPs are on.  
Plasma conditions are argon, Upper ICP: 500 W (cw), Lower ICP: 90 W (cw), 10 mTorr, and 80 
sccm. (a) VB = 0 V.  (b) VB = 60 V.  
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Figure 6.7  Electron density, electron temperature, and electron source function when both ICPs 
are on.  Plasma conditions are argon, Upper ICP: 500 W (cw), Lower ICP: 90 W (cw), VB = 60 
V, 10 mTorr, and 80 sccm. (a)  Electron density.  (b) Electron temperature.  (c) Electron source 
function. 
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Figure 6.8  Top down view into T-ICP through dielectric window at the top of the reactor for two 
boundary electrode bias voltages.  Insets show zoomed in view of gas inlet in the side of the 
boundary electrode.  Local discharge develops at the gas inlet for large positive values of VB. 
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Figure 6.9  Simulated and experimental plasma parameters (Te and ne) versus time during one 
pulse of the lower ICP power, taken at (r,z) = (0.6 cm, 10.8 cm) for three configurations. The 
three configurations are: lower ICP on only pulsed at 100 W pulse-period-averaged (PPA) 
power, pulse repetition frequency of 10 kHz, and duty cycle = 20%; both ICP on with 500 W 
(cw) on Upper ICP, 100 W PPA power on lower ICP and VB = 0 V; and both ICP on with 500 W 
(cw) on Upper ICP, 100 W PPA power on lower ICP and VB = 60 V.  Other plasma conditions 
are argon, 10 mTorr, and 80 sccm.  (a) Simulated electron density. (b) Experimental electron 
density.  (c) Simulated electron temperature (d) Experimental electron temperature. 
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Figure 6.10  fe() at different times during the lower ICP pulse period, taken at (r,z) = (0.6 cm, 
10.8 cm) for three configurations.  Plasma conditions are argon, 10 mTorr, and 80 sccm.  (a) 
Lower ICP on only pulsed at 100 W pulse-period-averaged (PPA) power, pulse repetition 
frequency of 10 kHz, and duty cycle = 20%.  (b) Both ICP on with 500 W (cw) on Upper ICP, 
lower ICP pulsed at 100 W PPA power, PRF = 10 kHz, duty cycle = 20%, and VB = 0 V.  (c) 
Both ICP on with 500 W (cw) on Upper ICP, lower ICP pulsed at 100 W PPA power, PRF = 10 
kHz, duty cycle = 20%, and VB = 60 V.  
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Figure 6.11  Simulated and experimental EEPFs at two times during the lower ICP pulse period, 
taken at (r,z) = (0.6 cm, 10.8 cm) for three configurations.  The three configurations are:  Lower 
ICP on only pulsed at 100 W pulse-period-averaged (PPA) power, pulse repetition frequency of 
10 kHz, and duty cycle = 20%; Both ICP on with 500 W (cw) on Upper ICP, lower ICP pulsed at 
100 W PPA power, PRF = 10 kHz, duty cycle = 20%, and VB = 0 V; Both ICP on with 500 W 
(cw) on Upper ICP, lower ICP pulsed at 100 W PPA power, PRF = 10 kHz, duty cycle = 20%, 
and VB = 60 V.  Other plasma conditions are argon, 10 mTorr, and 80 sccm.  The two time 
points are near the end of the activeglow period (t = 24 μs) and near the end of the afterglow 
period (t =  98 μs).  (a) Simulation.  (b) Experiment.   
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Chapter 7 Conclusion and Future Work 

7.1 Research Summary  

In this thesis, computational investigations into the use of pulsed power and dc biases to 

control electron and ion energy distributions (EEDs and IEDs) in inductively coupled plasmas 

(ICPs) were discussed.  Results from these investigations were obtained using a 2-D hybrid 

modeling platform known as the Hybrid Plasma Equipment Model or HPEM.  The results of this 

work can ideally be used for advanced plasma etching techniques in order to control process 

parameters such as electron temperature, dissociation rate, neutral to ion flux ratio, and ion 

energy versus ion flux needed for processes below the 22 nm technology node.[1] 

The effect of pulsed power on EEDs and source functions in a simple planar ICP reactor 

was investigated.  Source functions were investigated for three plasma species generated through 

“low” (≈1 eV), “mid” (≈6 eV), and “high” (≈16 eV) threshold energy processes.  Duty cycle was 

found not to have a significant impact on the time averaged source functions, changing by a 

factor of ≈2 between duty cycles of 10% and 50%.  This was also reflected in the computed time 

averaged EEDs which also saw little change with duty cycle except for a slight lifting of the 

EED tail as duty cycle increased.  The tail of the time averaged EED comes from the high energy 

electrons generated in the activeglow period of the pulse, which becomes an increasing fraction 

of the pulse period as duty cycle increases.  Increasing pressure had a more significant effect on 

both the EED and the source functions.  Increased collision rates at higher pressures reduced the 

electron temperature during the activeglow period and lowered the tail of the time averaged EED.  

Source functions for the low threshold energy process increased more with pressure than mid 
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threshold energy process, which increased more than the high threshold energy process.  If the 

threshold energy is high enough, and the lowering of the EED tail is large enough, there may be 

no increase or even a decrease in the time averaged source function of that process with pressure. 

The trends seen in the EED and source functions as a function of duty cycle and pressure, 

are seen at pulse-period-average powers of 75 W and 300 W.  The results shown in chapter 3 are 

for 300 W of power.  The EED shapes and trends are the same for 75 W, except the tail of the 

EED is lower than at 300 W.  The lower tail of the EED at 75 W, particularly in the afterglow 

allowed for increased modulation of the source functions of N2(v = 1) and N2(A) over the pulse 

at 5 mTorr. There was also found to be a significant dependence of height on the time averaged 

EEDs at higher pressures where collisions significantly reduce the electron mean free path.   

Overall the main effect of pulsing of the ICP power on the EED is the modulation of the 

EED tail.  Source functions are also modulated during the pulse, with the amount of modulation 

increasing as the threshold energy for the process increases.  From a time-averaged standpoint, 

pulsing does not seem to have a significant effect on EEDs and source functions; however, due 

to the modulation in source functions and the tail of the EED during the pulse, the fluxes of 

reactive species to the surface of a substrate at a given time can be modulated.  This modulation 

in flux would most likely depend on threshold energy, the lifetime and diffusion rate of the 

plasma species, and the distance between the substrate and the source. 

The effect on IEDs of applying a dc bias on a boundary electrode in an Ar cylindrical ICP 

system was investigated.  The system was modeled after the experimental system of Professor 

Demetre Economou and Professor Vincent Donnelly at the University of Houston.  The applied 

dc bias had the effect of raising the plasma potential in the ICP without affecting other plasma 

parameters such as electron temperature and density.  This allowed shifting of the IED in energy 
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without affecting the shape.  This only holds true for cases when the dc power being deposited in 

the system is much less than the ICP power and the plasma density is greater than what it would 

be for a dc discharge with a self-sustaining E/N equal to the E/N from the dc bias.  It was 

discovered that for electropositive plasma, only positive bias could significantly shift the plasma 

potential and thus the IED.  The plasma potential and the IED were shifted to higher values with 

positive bias, while negative bias only resulted in a small, capped downshift in the plasma 

potential and IED.  This is due to the requirement of the electropositive plasma to remain 

positive with respect to ground to trap thermal electrons from escaping the plasma. 

Overall, the effect of applying a positive dc bias on a boundary electrode in contact with 

the plasma was to increase the plasma potential by approximately the dc bias value, shifting the 

IED during the applied bias time to higher energy.  When a pulsed dc bias is applied in the 

afterglow of the pulsed ICP, the dc bias shifted the narrow afterglow IED peak to be centered in 

energy at approximately the dc bias voltage.  Very precise control of the energy position of this 

narrow peak becomes possible simply through control of the dc bias voltage.  For the time 

averaged IED, the ratio of the maxima of the IED could be adjusted by the length of time the dc 

bias is applied.   

The use of dc biases to selectively control IEDs in plasmas with multiple ionic species 

based on their mass ratios was also investigated in a simple planar ICP system.  Sheath transit 

times for ions differ based on their mass.  Heavier ions are accelerated slower than lighter ions 

and so take longer to cross the sheath and reach the substrate.  This can result in different IEDs 

for different ions based on their mass, especially in plasmas with rf biases where the sheath 

width and potential is constantly being modulated.  This effect is controlled through the use of 

pulsed dc biases.  Using a pulsed dc bias, the duration of the dc bias time was controlled to 
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control the ratio of dc bias time to sheath transit time for the ions.  A dc bias applied for a length 

of time longer than the sheath transit time of the lighter ion but shorter than the transit time of the 

heavier ion caused the IED peak during the bias period for the heavier ions to be centered at 

lower energies than the peaks for lighter ions.  Since the difference in sheath transit time is a 

function of the mass ratio, gas chemistries containing ions with large differences in mass were 

investigated, in this case Ar/H2 and Xe/H2.  The energy position of the high energy peak of the 

heavier ions could be downshifted by a significant amount compared to the position of the high 

energy peak of the lighter ions, depending on the mass ratio between them and the bias duration 

length.  The transit times for the ions, even heavy ones like Xe are very short.  Therefore, to get 

significant difference in the IEDs for light and heavy ions, bias durations need to be very short 

(100s of ns) and very precise, especially in systems where the mass difference between ions is 

not that large.  Pulsed dc bias duration of 100s of ns are possible today; however, the pulse 

repetition frequencies needed to get a significant time averaged flux of ions at the applied dc bias 

voltage are not as easily achievable.  This may make this technique impractical for industrial 

applications.  

Finally, the ability to control the EED in a lower ICP chamber using a tandem, upper ICP 

source separated from the lower ICP by a grounded mesh grid and dc biases on a boundary 

electrode at the top of the system was investigated.  The system was modeled after the 

experimental system of Professor Demetre Economou and Professor Vincent Donnelly at the 

University of Houston.  When both ICPs were operated in cw mode, the upper ICP had almost 

no effect on the EED in the lower ICP region.  It was only when the lower ICP was pulsed that 

the influx of high energy electrons from the upper ICP could raise the tail of the EED in the 

pulse afterglow.  This caused an increase in electron temperature in the afterglow as well.  
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Applying a large positive dc bias on the boundary electrode in the system created a local 

ionization region at the gas inlet.  In the model, this had the effect of providing an additional 

source of high energy electrons from the upper ICP region to the lower region.  This raised the 

tail of the EED in the afterglow and increased the electron temperature in the afterglow more 

than without bias.  The opposite effect with bias was seen experimentally, with the tail of the 

EED and the electron temperature not being raised as much when bias was applied as compared 

to when no bias was applied.  This discrepancy is still being investigated but could be some 

combination of measurement error and limitations in the model. 

7.2 Validation and Impact 

When trying to decide how much to trust the results of a computational model and how 

applicable the results are to real world situations, a question that often comes up is how the 

model is validated.  This is a very obvious question as models can generally never capture every 

aspect of an experiment.  In some cases, this may not be an issue as experimental results are 

dominantly the result of certain key physics, which can be modeled through well-established 

methods.  This may also not be an issue if the goal of the model is to capture trends observed in 

the experiment and not necessarily duplicate the results exactly, which was the purpose of this 

work.  The model used to obtain the results of this thesis, the HPEM, is a well-established 

modeling platform that has been used extensively in both academic and industrial settings for 

just such a purpose and has an excellent track record at accurately capturing experimental 

physics. 

Fortunately, in terms of validation, half of the work of this thesis is based on modeling of 

actual experimental systems found in the research group of Professor Demetre Economou and 

Professor Vincent Donnelly at the University of Houston.  Several comparisons to experiments 
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have been made and in general the model has been validated by good agreement between the 

model and the experiment in both trends and in actual magnitudes.[2]  In fact, results of the 

model were used to discover a source of measurement error in the measured IEDs in the single 

source boundary electrode ICP system.  The retarding field energy analyzer (RFEA) being used 

to obtain the IEDs was found to have a low collection efficiency of low energy ions, believed to 

be caused by the large negative bias on one of the grids in the RFEA.  The grids may also 

prevent ions traveling at large angles with respect to the normal of the collection plate, of which 

low energy ions will represent a large fraction, from reaching the collection plate at the bottom 

of the RFEA. This caused the IED at low energies to be artificially reduced.  The effect of 

reduced collection angle in the model on the IED at low energies was investigated and this same 

reduction in the IED was observed.  These low energy ions typically have a broad angular 

distribution and small angular collection efficiency reduces the ability to see the true IED shape 

at these energies.   

Comparing the experimental and calculated IEDs did reveal a source of discrepancy in 

the model pertaining to the determination of the ion momentum cross section.  The way the ion 

momentum cross section is currently determined for ion transport may not accurately capture the 

true experimental cross sections as a function of ion energy.  In the work on investigating the 

effect of pulsing on EEDs and source functions in a simple ICP reactor, some comparisons were 

made to the experimental work of Singh and Graves [3], which showed agreement in the 

observed trends. 

The investigations of this thesis were generally designed to model trends and develop 

insights and scaling laws that could be used to improve plasma processing applications such as 

plasma etching.  It is believed the results of this thesis successfully achieve this goal.  For 
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example, the results of this thesis on the effects of pulsing on EEDs and source functions can 

provide insights into how the threshold energy of a process has a significant impact on the ability 

of pulsing to affect the reaction rate of that process.  It also indicates that time averaged values 

for plasma parameters and EEDs may not be the most appropriate method for determining the 

effect of pulsing on a particular etch process as there is not significant change over a large duty 

cycle range.  The temporal behavior of the plasma and its effect on these parameters may also 

need to be taken into account to accurately capture observed etch effects. 

The ability to create a narrow IED centered at essentially arbitrary energy can have large 

implications on plasma etch performance characteristics such as etch selectivity and plasma 

induced damage.  By tuning the IED to be between the etch threshold energies of the material to 

be etched and the etch stop layer, an essentially infinite selectivity can be achieved.  The IED 

could also be made to have a high energy peak for the majority of the etch, for a faster etch rate, 

and then the ion energy could be decreased for a slower etch with less plasma induced damage.  

Using the dc bias to set the ion energy also allows the ion energy and the ion flux, determined 

largely by the plasma density, to largely be controlled independently.  This additional control of 

the ion flux allows additional control of the neutral versus ion flux as well, which could be used 

to better control the rate of etching versus deposition on a wafer.  

7.3 Future Work 

The use of pulsed power and dc biases, both separately and together, for control of EEDs 

and IEDs has been discussed.  There are several ways the work of this thesis could be improved 

upon in the future, especially when considering the desire to apply these techniques to industrial 

applications. 
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7.3.1 Use of common etching gases 

Most of the results of this work were obtained in pure argon.  This is a good gas for 

testing and validation purposes; however most industrial etching applications will use more 

complex gas chemistries.  In the future, Ar/CF4/O2, which is used in the etching of silicon 

dioxide, could be investigated.  Whether the same trends are observed in this gas mixture would 

help to establish the viability of this research for industrial processes. 

7.3.2 Perform etch profile simulations 

Since the goal of this work is to improve plasma materials processing applications and in 

particular plasma etching applications, etch profile simulations would help to visualize possible 

improvements, or problems, caused by the proposed control methods.  This goes hand in hand 

with using common etching gasses in the model to get a more accurate idea of how this research 

translates to real industrial applications.  Etch profile simulations would also allow us to compare 

the simulated etch profiles to actual published results as a source of validation. 

7.3.3 Investigate effect of pulsing of the upper ICP and boundary electrode in T-ICP 

The tandem-ICP was investigated for the conditions of both ICPs operated in cw mode or 

the lower ICP pulsed, with the upper ICP in cw mode.  The boundary electrode bias was either 

off or on as well.  Both ICPs and the dc bias on the boundary electrode can be pulsed 

independently.  This allows for many potential combinations of PRFs and duty cycles to be 

explored as well as potential timing schemes between the ICPs and the dc bias.  This allows for a 

large parameter space in which to potentially control the EED, far more than could be achieved 

with just a pulsed single source system. 
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