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CHAPTER 1:
GENERAL INTRODUCTION

Adaptive Reward Seeking Behavior

Fundamental to the existence of animals, including humans, is the ability to obtain natural rewards, such as food and water. Securing these resources is necessary for fitness and reproduction (Pyke, 1984), and critical for successful foraging is the ability to learn which foraging patches are rich in resources. When resources have previously been found in certain patches, many animals will subsequently search in those patches again, termed an area-restricted search (Kareiva and Odell, 1987; Hills, 2006). This behavior is phylogenetically ancient, having been observed in numerous species including *C. elegans* (Hills et al., 2004), insects (White et al., 1984), rodents (Benedix, 1993; Haskell, 1997; Reid and Staddon, 1998), wandering albatrosses (Weimerskirch et al., 2007), European polecats (Lode, 2000), and humans (Hills et al., 2013; Wolfe, 2013).

Similarly, animals must be able to recognize when resource availability changes and alter motivated behavior accordingly toward a new foraging patch. Modeling a rapid depletion, if an animal is given significantly less reward than expected, they are often observed to display behavioral reactions that have been described as frustrating and aversive (Amsel, 1958; Papini and Dudley, 1997). These responses to the omission of an expected reward are also thought to be evolutionarily old, since they are observed in fish (Vindas et al., 2012), rodents (Gallup Jr, 1965; Salinas et al., 1993; Kerfoot et al., 2008),
monkeys (Tinklepaugh, 1928), and humans (Papini and Dudley, 1997; Abler et al., 2006). These activated behavioral responses may be helpful in prompting the animal to search elsewhere for necessary rewards. Indeed, being able to exhibit flexible behavior in a dynamic environment is evolutionarily adaptive.

With modern technology, humans in many societies no longer need to forage in nature for their food. However, the same cognitive and behavioral skills required for optimal foraging are utilized daily by people in visual search (Wolfe, 2013) and semantic memory (Hills et al., 2012). Indeed, goal-directed cognition likely evolved from basic foraging behaviors (Hills, 2006). Additionally, deficits in cognitive and behavioral flexibility are observed in patients with neurological conditions such as Parkinson’s disease (Cools et al., 2001; Frank, 2005), Huntington’s disease (Josiassen et al., 1983; Montoya et al., 2006), schizophrenia (Thoma et al., 2007; Floresco et al., 2009), and drug abuse (Aharonovich et al., 2006; Colzato et al., 2009). Therefore, investigating the behavioral and neurobiological mechanisms that mediate adaptive, reward seeking behavior under variable conditions is necessary for understanding how the brain has evolved to mediate these fundamental behaviors and paves the way for elucidating the relationship between certain disorders and the neural circuitry that underlies these behaviors.

**Dopaminergic Coding of Reward**

The basal ganglia, which mediate many motivated behaviors (Haber, 2003; Freeze et al., 2013), exist in some form in amniotes, amphibians, jawed fish, lamprey, and mammals, suggesting that the vertebrate, common ancestor of these species had basal ganglia (Reiner et al., 1998). Furthermore, neurons containing the neurotransmitter
dopamine (DA) have strong inputs into the striatum, and striatal DA facilitates many motivated and goal-directed behaviors (Swanson et al., 1997; Berridge and Robinson, 1998; Aragona and Wang, 2009) and exists in vertebrate and invertebrate organisms (Smeets and González, 2000; Mustard et al., 2005).

Interference with DA transmission in a number of species impairs reward seeking behaviors. For example, lesioning DA neurons impairs area-restricted search in *C. elegans* (Hills et al., 2004), and altering DA transmission can cause impairments in behavioral flexibility in rodents and humans (Frank et al., 2004; Haluk and Floresco, 2009). The nucleus accumbens (NAc) in particular receives strong dopaminergic projections from the ventral tegmental area (Ikemoto, 2007), and interfering with endogenous neurotransmission in the NAc impairs certain forms of flexible behavior (Taghzouti et al., 1985; Cardinal et al., 2001; Floresco et al., 2006a; Gill et al., 2010), although little is known about the role of DA in mediating choice behavior when an expected reward is omitted (Annett et al., 1989; Reading and Dunnett, 1991). Together, these studies suggest that DA is a likely candidate for mediating adaptive, flexible reward seeking behavior that is fundamental to numerous species.

Much of the field’s knowledge about the firing patterns of DA neurons and their relationship to behavior comes from electrophysiological recordings. Recordings of putative, midbrain DA neuron have revealed that these neurons can exhibit multiple firing patterns. Specifically, they have a low, single-spike firing rate (Grace and Bunney, 1984b). Additionally, they can burst fire with multiple, consecutive spikes (Grace and Bunney, 1984a). Much attention has been given to the phasic bursts of activity, since these firing patterns correlate to reward predictive information (Schultz, 1998), whereas
much less attention is focused on the single spike, baseline firing rate of DA neurons. An
iconic study by Wolfram Schultz’s laboratory using monkeys has revealed that when an
unexpected reward is provided, putative DA neurons burst fire to the event of receiving
the reward (Schultz et al., 1997). If a conditioned stimulus predicts the reward, once
subjects learn the relationship between the conditioned stimulus and the reward, DA
neurons burst fire to the conditioned stimulus instead of the reward. This transition of
phasic activity from the reward to the conditioned stimulus has also been demonstrated in
rats (Pan et al., 2005). Finally, when an expected reward is withheld, putative DA
neurons phasically decrease their firing rate (Schultz et al., 1997; Roesch et al., 2007).
These phasic changes in DA neuronal activity are thought to cause changes in DA release
in forebrain regions which receive strong dopaminergic projections, such as the nucleus
accumbens (NAc).

As predicted by the aforementioned electrophysiology studies, experiments
measuring sub-second DA transmission in the NAc have demonstrated that extra-cellular
DA concentration ([DA]) phasically increases when an unexpected reward is received
(Day et al., 2007; Hart et al., 2014) and decreases in response to certain negative events
(McCutcheon et al., 2012). In Pavlovian conditioning, as animals gain experience with a
conditioned stimulus that predicts reward, phasic increases in [DA] are observed to the
cue (Day et al., 2007). These phasic increases in [DA] that occur in relation to a
conditioned stimulus are termed cue-evoked DA. With overtraining, cue-evoked DA to a
Pavlovian cue diminishes even though the condition approach response persists (Clark et
al., 2013).
In addition to Pavlovian conditioning, cue-evoked DA in the NAc occurs during operant conditioning tasks. Under certain circumstances, the magnitude of cue-evoked DA appears to track the utility of specific options during reward seeking behavior (Phillips et al., 2007b). Specifically, once rats have learned the value of different options, greater cue-evoked DA is observed for very low effort options (but does not differentiate between two higher, but different, effort options) and for immediate versus delayed reward options (Day et al., 2010; Gan et al., 2010).

Since DA neuronal firing and [DA] in the NAc increase during unexpected reward, mesolimbic DA has been hypothesized to signal reward prediction errors to aid in reinforcement learning. In this theory, if an outcome is better than expected, a phasic increase in DA would occur, whereas if something is worse than expected, a phasic decrease in DA release would be expected to occur. If aversive stimuli are represented as “negative reward,” phasic decreases in DA are predicted (Daw and Touretzky, 2002). Along these lines, phasic increases in DA transmission have been hypothesized to reinforce actions, and phasic decreases in DA transmission are thought to punish actions, making them less likely to occur in the future (Bromberg-Martin et al., 2010b). And, indeed, there is evidence that midbrain DA neuronal firing (Schultz et al., 1997), as well as phasic changes in [DA] in the NAc (Hart et al., 2014), encode reward prediction errors. However, there is also evidence that DA is not necessary for reward learning (Cannon and Palmiter, 2003; Robinson et al., 2005) and that DA transmission in the NAc is necessary for learning about rewards only when incentive salience is attributed to the reward predictive cues (Flagel et al., 2011).
Furthermore, electrophysiology studies of putative midbrain DA neurons have discovered heterogeneity in the responses of putative midbrain DA neurons to reward. While some DA neurons follow the classic model of increasing firing to an unpredicted reward and being inhibited by negative events, a large proportion of DA neurons are excited by both appetitive and aversive stimuli and outcomes (Matsumoto and Hikosaka, 2009). Similarly to the various electrophysiological reactions of midbrain DA neurons to aversive stimuli, some aversive stimuli decrease, whereas others increase, [DA] in terminal regions. Phasic decreases in [DA] occur in response to aversive taste stimuli (Wheeler et al., 2011; McCutcheon et al., 2012), and phasic increases in [DA] in the NAc have been observed during social defeat (Anstrom et al., 2009). Interestingly, both phasic increases and decreases have been observed during the presentation of cues that predict foot shock; the direction of the DA response varies by subregion of the NAc (Badrinarayyan et al., 2012; Oleson et al., 2012).

The challenges of studying dopamine transmission in behaving animals

Much of our knowledge about DA signaling in relation to specific reward seeking behaviors has been obtained using electrophysiology or electrochemical techniques. Each technique can be a valuable tool to facilitate the investigation of DA’s role in adaptive goal directed behavior. However, it is critical to understand the advantages as well as limitations of the techniques in order to properly determine which techniques are most suitable to address specific experimental questions and what conclusions can be made from experiments utilizing these various techniques.
Electrophysiological recordings of putative midbrain DA neurons

Much of the field’s knowledge about DA’s role in reward has been achieved through electrophysiology experiments. While such studies have made important contributions to the field’s understanding of DA neurons, there is uncertainty with regards to which subpopulations of neurons are being studied. To unambiguously identify DA neurons and their projection targets, subjects must be anesthetized (Ungless et al., 2004; Lammel et al., 2008; Lammel et al., 2011) which is not a viable option for recording in awake, behaving animals. Therefore, in awake animals, putative DA neurons have traditionally been identified by a waveform pioneered by Grace and Bunney (Grace and Bunney, 1984a, b). Although frequently used to identify putative DA neurons, such criterion has led to misidentification of neurons (Ungless et al., 2004; Brischoux et al., 2009). Furthermore, activity patterns of DA neurons may change depending on subject’s age (Margolis et al., 2006a; Grace et al., 2007).

Importantly, even if such electrophysiological criteria do accurately identify DA neurons, these criteria may only identify a certain subpopulation of DA neurons. For example, in one study only about 14% of the 258 neurons recorded from in the ventral tegmental area (VTA) and substantia nigra (SN) met this established electrophysiological criteria for DA neurons (Roesch et al., 2007), and in another experiment only about 22% (Nishino et al., 1987), although anatomical studies indicate that approximately 55% of VTA neurons and at least 88% of SN neurons are dopaminergic (Margolis et al., 2006a).

Similarly, many experimenters have identified putative DA neurons based on a large hyperpolariztion-activated cation current (I_h), and cells lacking this current have been classified as nondopaminergic (Bonci and Malenka, 1999; Margolis et al., 2003;
Margolis et al., 2006b; Wanat et al., 2008), although the presence of $I_h$ has not always reliably predicted TH labeling (Cameron et al., 1997; Jones et al., 2000; Margolis et al., 2003; Margolis et al., 2006a). Recent work using retrograde tracing methods has demonstrated that there are subpopulations of DA neurons that have been neglected. Indeed, there are differences in the characteristics of DA neurons including the magnitude of $I_h$ which can significantly vary among DA neurons with different projection targets (Lammel et al., 2011). DA neurons located in the ventromedial posterior VTA projecting to the medial NAc in particular have been ignored since these neurons do not fit the traditional electrophysiological characteristics of DA neurons, since they have very small $I_h$ and inward leak currents (Lammel et al., 2011).

Indeed, DA neurons are not homogenous; rather, there are distinct subpopulations that project to different forebrain terminal regions (Ikemoto, 2007). Relying on spike parameters and $I_h$ to identify DA neurons has likely biased interpretations of how DA neurons respond in behavioral contexts (Garris and Rebec, 2002; Borgkvist et al., 2011). For example, while it is well established that midbrain DA neurons respond to rewards (Schultz et al., 1997; Hyland et al., 2002b; Pan et al., 2005; Roesch et al., 2007), recent evidence demonstrates that DA release to unexpected rewards is not uniform through the striatum and that DA is differentially released in specific subregions of the dorsal and ventral striatum (Brown et al., 2011). This is contrary to the notion that DA globally increases throughout the striatum to unexpected rewards and reward predictive cues (Schultz, 1998). As most electrophysiology studies primarily capture classical DA neurons, more unconventional DA neurons remain unstudied. In fact, very little is known about these unconventional DA neurons projecting to the medial shell. Understanding
the role of DA in these subregions of the ventral striatum is important, since the medial NAc shell can have a different role than the NAc core in certain forms of behavioral flexibility (Floresco et al., 2006a). Additionally, drugs of abuse can target this subpopulation of DA neurons. For example, cocaine preferentially increases DA transmission in the medial NAc shell (Aragona et al., 2008; Aragona et al., 2009), and cocaine administration increases AMPAR/NMDAR ratio in these VTA neurons (Lammel et al., 2011). Therefore, employing techniques that can parse apart these subpopulations of DA neurons and their different projection targets is critical for being able to study how these different subpopulations signal specific components of reward, aversion, and motivated behavior.

Since these subpopulations of DA neurons cannot yet be reliably identified based upon their electrophysiological properties, currently, the only way to study these projection systems with certainty in awake, behaving animals is by recording in the forebrain terminal regions. Even if new innovations allow for unambiguous identification of DA neurons and their projection targets based on their electrophysiological properties, recording action potentials from the cell bodies does not speak to DA release at the cells’ projection targets. While electrophysiological recordings of putative midbrain DA neurons can quantify number and frequency of action potentials, they cannot unequivocally predict DA release or account for terminal modulation. Indeed, central acetylcholine and opioid systems modulate DA release locally and independently of impulse traffic (Cragg, 2006; Britt and McGehee, 2008; Cachope et al., 2012), and drugs of abuse can alter quantile size and the probability of exocytosis of DA containing vesicles (Sulzer and Pothos, 2000; Sulzer, 2011). Therefore,
to capture the dynamics of DA transmission, phasic changes in extracellular [DA] must be measured in the terminal regions.

**Measuring DA transmission in terminal regions**

An alternative to recording the firing properties of cells using electrophysiology is to utilize electrochemical techniques to measure [DA] in the terminal regions to which DA neurons project. Since DA transmission can signal through volume transmission (Arbuthnott and Wickens, 2007; Agnati et al., 2010), released DA escapes the synapse and can be measured by probes in the extracellular space (Robinson et al., 2003; Kennedy, 2013).

**Microdialysis**

Microdialysis has been an important tool used for decades to measure changes in [DA] in distinct forebrain regions. The technique works by pumping artificial cerebrospinal fluid (aCSF) into a probe that contains a semi-permeable membrane in the brain. Neurotransmitters and other compounds near the probe diffuse into the membrane, and the resulting fractions are collected by the experimenter (Fig. 1.1A). Then, compounds within the dialysate are separated using high performance liquid chromatography (HPLC) and quantified, traditionally, by electrochemical detection since DA is easily oxidized. Microdialysis is a useful tool for measuring changes in neurotransmission over long periods of time (minutes to hours) in awake, behaving animals; however, technical limitations have obscured the precise nature of phasic DA transmission in vivo during motivated behavior. Since microdialysis measures compounds through analyzing dialysate extracted from the brain, and a certain volume of dialysate is required for analysis, the technique has generally been limited to sampling
changes in [DA] every 5-20 min. Therefore, traditional microdialysis can be used to study changes in tonic DA levels, but it does not have the temporal resolution to align changes in [DA] to brief behavioral or environmental events. This severely limits the experimental questions that can be addressed. For example, to use microdialysis to examine [DA] in relation to cocaine cues and drug-seeking behavior, experimental designs have been altered in attempt to differentiate these events (Ito et al., 2000). However, it has now been established that there are temporally and functionally distinct phasic DA signals in relation to different components of drug self-administration that cannot be captured with microdialysis (Stuber et al., 2005).

Moreover, microdialysis captures [DA] in relatively large areas since the probes generally span millimeters in length and hundreds of microns in diameter. As such, the resulting fractions result in one data point per several minutes, and the measure spans a large area of terminal inputs. In the dorsal striatum it is known that the arborization of just one DA neuron is quite extensive covering over 1 mm³ (Arbuthnott and Wickens, 2007). Under these conditions, using a large probe is understandable. However, the NAc core, NAc shell, and olfactory tubercle in the ventral striatum receive inputs from different populations of DA neurons (Ikemoto, 2007). Indeed, evidence is accumulating that there are distinct subpopulations of DA neurons with differing electrophysiological characteristics and projection targets which differentially react to rewards, aversive stimuli, and drugs of abuse (Ikemoto, 2007; Lammel et al., 2008; Matsumoto and Hikosaka, 2009; Bromberg-Martin et al., 2010b; Brown et al., 2011; Roeper, 2013; Lammel et al., 2014). Since subregions of the ventral striatum are more discrete than of
the dorsal striatum, smaller probes are needed to reliably measure changes in [DA] downstream from the different DA neuron subpopulations.

Recent technological advances have greatly improved the temporal and spatial resolution of microdialysis (Schultz and Kennedy, 2008). The length of sampling probes can be reduced to one millimeter or less (Kennedy, 2013). In fact, using push-pull perfusion, probes can measure specific spatial subregions as small as 0.004 mm$^3$ (Slaney et al., 2013). A potential issue in microdialysis is finding the appropriate compromise between spatial and temporal resolutions for the experimental question. While small dialysis probes can measure from a specific subregion of the brain, flow rates must be lower which requires longer sampling periods for each fraction (20 min). The temporal resolution can be greatly improved with larger probes, but the inherent tradeoff is that one is sampling from a larger area in the brain. Additionally, when investigating neurotransmission during reward seeking behavior, it is important that sampling equipment not interfere with the animal’s behavior. Therefore, output lines must be long enough to extend outside the operant chamber. Fractions within these lines can begin to blend together because of diffusion, flow, and different concentration gradients over time. A solution to this problem is segmenting flow, whereby droplets of oil separate adjacent plugs; using this technique, temporal resolution increase to the order of seconds (Wang et al., 2008; Wang et al., 2011). Importantly, this technique can be utilized in awake, freely moving animals (Wang et al., 2011). However, subjects are usually tested in Raturns to keep the multiple fluid lines untangled; so while this setup works well for certain experimental designs, it is not yet suited for operant behavior.
Utilizing mass spectrometry (MS) instead of electrochemical detection to quantify the amounts of neurotransmitter within samples has greatly improved the levels of detection and requires less volume of dialysate per fraction (Zhang et al., 2007; Nandi and Lunte, 2009; Song et al., 2012). The separation requirements of MS are more lenient than in electrochemical detection (Kennedy, 2013). A particularly useful method utilizing MS for measuring DA in behaving animals with relatively small probes (1mm) and 60 sec temporal resolution has been developed by Robert Kennedy’s lab. In this technique, small molecule neurotransmitters (such as DA) are derivatized with benzoyl chloride (Fig. 1.1A), which increases sensitivity and makes them more hydrophobic so they can better be separated during the chromatography (Song et al., 2012). This method is revolutionary in that it not only has good temporal and spatial resolution, but it allows the analysis of nearly 20 neurotransmitters and metabolites from each dialysate fraction (Fig. 1.1B). Furthermore, each fraction takes only 6-8 min to analyze, so this technique can accommodate the large number of samples necessary in behavioral studies. Additional benefits of this technique are that stable-isotope labeled internal standards can be included in each fraction to aid in quantification, and minute-by-minute changes in neurotransmission can be quantified over long periods of time.

Recent technological advances have greatly improved the spatial and temporal resolution of microdialysis. However, phasic DA transmission and behaviorally relevant events occur on the sub-second timescale; therefore, microdialysis is not yet equipped for this temporal precision. Understanding how phasic DA neurotransmission codes salient environmental events in behaving animals requires a technique that can measure changes in [DA] in specific striatal subregions on a sub-second timeframe.
Fast-scan cyclic voltammetry

The electrochemical technique fast-scan cyclic voltammetry (FSCV) at carbon fiber microelectrodes can capture sub-second changes in extra-cellular [DA] in specific terminal regions, and therefore is a valuable tool for examining phasic changes in DA transmission during motivated behaviors. In FSCV, DA molecules adhere to the carbon-fiber surface of the microelectrode because the electrode is held at a negative holding potential (-0.4 V) between measurement scans (Heien et al., 2003). A triangular waveform ramping from -0.4 V to +1.3 V at 300 V/s is applied vs. a Ag/AgCl reference electrode once every 100 ms [Fig. 1.2A; modified from (Vander Weele et al., submitted)]. The application of this measurement scan generates changes in electroactive compounds (in addition to DA) near the carbon surface. Since measurements are made ten times per second, an enormous amount of data is collected. To properly assess the data, it is helpful to view multiple measurements during one visual inspection. To facilitate this, color plots are generated in which changes in current during the scans are plotted in false color against the applied potential during over time (Fig. 1.2B). Changes in current due to the oxidation and reduction of a specific chemical compound, such as DA, can be identified based on the shape of the current by voltage plots, termed cyclic voltammograms (CVs; Fig. 1.2C), since various compounds have unique background-subtracted cyclic voltammograms (Heien et al., 2003). DA oxidizes at approximately +0.65V during the oxidative scan, and DA ortho-quinone reduces back to DA at approximately -0.2 V during the reductive scan, which creates DA’s characteristic CV (Fig. 1.2C-ii). Changes in pH also affect the recorded current measured by FSCV and have a distinct CV (Fig. 1.2C-iii).
FSCV is inherently a differential technique. Unlike microdialysis, which extracts neurotransmitters from the brain to quantify them, FSCV oxidizes and reduces compounds still in the brain, revealing changes in concentrations, which is why current traces are presented as $\Delta[DA]$. The changes in current from voltage ramps are stable over time and therefore can be subtracted out (Fig. 1.2D) to reveal the changes in current resulting from catecholamines, pH, and other compounds that can be oxidized within these parameters. Specific changes in current due to one neurotransmitter, such as DA, can be extracted and converted into changes in concentration using chemometrics (Heien et al., 2004; Keithley et al., 2010).

While other electrochemical techniques, such as amperometry, have superior temporal resolution to FSCV, there is poor chemical selectivity with amperometry since a constant potential is applied and therefore any analyte that oxidizes at the applied potential changes the recorded current (Dugast et al., 1994). In addition to positive identification of DA and excellent temporal resolution, primary advantages of FSCV include good spatial resolution and sensitivity to phasic increases and decreases in DA. Since the recording carbon fiber electrodes are approximately only 7 µm in diameter, significantly less tissue damage results from carbon fiber microelectrodes compared to microdialysis probes; in fact, tissue damage at the recording site of carbon fiber microelectrodes is undetectable with light microscopy (Khan and Michael, 2003; Peters et al., 2004). Importantly, the small size of the recording electrode facilitates targeting precise striatal subregions. Therefore, rapid DA transmission in the various projection targets of midbrain DA neurons, which have been shown to be functionally distinct, can be studied.
While microdialysis examines changes in extracellular [DA] over minutes, the temporal resolution of FSCV allows DA release and reuptake to be resolved. This is clearly demonstrated using electrical stimulation of midbrain DA neurons. The abrupt increase in [DA] due to electrical stimulation is release dominated and, therefore, considered a measure of DA release. While the change in [DA] following stimulation of DA neurons is release dominated, DA reuptake via the DAT is also simultaneously occurring (Garris and Rebec, 2002). Indeed, when rats are pretreated with the DA uptake inhibitor nomifensine to slow DA reuptake, a four pulse stimulation delivered to the medial forebrain bundle yields an increase in [DA] in the NAc core that is four times as much as the increase in [DA] elicited by one pulse (Garris et al., 1994), demonstrating that FSCV measurements can detect DA release events of magnitudes proportional to the size of experimentally delivered stimulation of DA neurons.

Importantly, through use of a commutator, FSCV can be performed in rats during operant conditioning (Phillips et al., 2003; Day et al., 2007; Day et al., 2010). Based upon its good temporal and spatial resolution, FSCV is an excellent technique to examine phasic changes in extracellular [DA] in relation to behaviorally relevant events.

**Role of dopamine in modulating choice behavior following unexpected reward omission**

Many of the traditional electrophysiology studies examining putative DA neuronal firing in relationship to behaviorally relevant stimuli and outcomes have utilized simple Pavlovian tasks or tasks in which only one response is available (Niv and Schoenbaum, 2008). While Pavlovian associations and simple responses to stimuli can be very important for learning, many behaviors that human and non-human animals
perform each day involve choices and decisions among the available options. Therefore, we sought to use an instrumental task that provided subjects with the choice between two options.

As stated earlier, animals must employ adaptive foraging strategies to acquire food, but how do animals make decisions about where to forage and when to explore other foraging options? There is still debate as to how individuals choose specific actions and when to try new strategies, but a number of theories have been proposed. In basic decision making situations such as this, the field of reinforcement learning has suggested that the possible actions first are evaluated, then an action is chosen, and, finally, the chosen action can be reassessed based upon the outcome (Daw and Doya, 2006). This would be an example of model-based learning, since a goal-directed decision is made based upon one’s knowledge of the environment. In contrast, model-free models track the success of past outcomes to generate rules for future actions (Dayan and Berridge, 2014). Choosing the most valuable option the majority of the time is often adaptive; however, this could result in missing out on a previously unknown, more advantageous option (Baudonnat et al., 2013). Indeed, thriving in a dynamic environment requires periodic reassessment of the available options and outcome contingencies.

To study this in the laboratory, we adapted an operant choice task in which rats can “forage” from two “patches” (i.e. two spatially distinct levers). Once trained on the task, the response outcome contingencies can be altered to examine how subjects alter their behavioral strategy to obtain reward. In chapter 2, we show that when the reward following a correct response on one lever is omitted, subjects quickly develop a choice preference for the rewarded lever. These results replicate using both male and female
rats and across all stage of the estrus cycle, demonstrating that this is a valid paradigm for examining choice preference due to manipulations of reward availability (Porter-Stransky et al., 2013).

After establishing a robust behavioral model for examining changes in behavior due to the omission of an expected reward, we sought to elucidate how DA transmission in the NAc signals this salient event. A computational modeling study has proposed that a phasic decrease in [DA] occurs to the omission of an expected reward but that there are subsequent increases in tonic levels of [DA] following reward omission (Daw and Touretzky, 2002). Additionally, DA transmission measured over hours by microdialysis has revealed increased [DA] when environmental contingencies change and subjects need to update their strategy. Therefore, after establishing the behavioral model, we tested these hypotheses by examining dopamine transmission dynamics in the NAc on two different time scales during the reward omission task. To examine change in tonic levels of extracellular DA in the NAc during reward omission, we utilize rapid-sampling microdialysis in which fractions are collected every 60 sec and analyzed with HPLC-MS (Song et al., 2012; Vander Weele et al., submitted). Then, to examine the sub-second, phasic components of DA transmission, we utilize FSCV at carbon fiber microelectrodes in the NAc during the same behavioral task.

Finally, we sought to determine the DA receptor subtype within the NAc that mediates the behavioral preference for the rewarded option during the reward omission test. DA receptors are divided into two families, the D1-like family and the D2-like family. Modeling data has shown that phasic decreases in [DA] should cause decreased binding of DA at both D1-like and D2-like DA receptors (Dreyer et al., 2010). However,
since D2-like receptors have a higher affinity for DA (Richfield et al., 1989; Marcellino et al., 2012), phasic decreases in [DA] are hypothesized to preferentially affect D2-like receptors (Bromberg-Martin et al., 2010b; Dreyer et al., 2010). To test this hypothesis, we site-specifically infused D1- and D2-like DA receptor agonists and antagonists into the NAc core prior to the first session of reward omission. To ensure that locomotor effects of the drugs did not alter the results, we conducted a locomotor experiment in which drug-naïve rats received the highest dose of each D1- and D2-like agonist and antagonist site-specifically into the NAc core.

This series of experiments establishes an ecologically valid operant paradigm for studying foraging behavior under controlled conditions in the laboratory. Using this paradigm, we show differential phasic and tonic DA transmission dynamics in the NAc during reward omission. Furthermore, we demonstrate that the behavioral preference for the rewarded option is mediated by a reduction in D2-like receptor tone in the NAc.
Figure 1.1. Rapid *in vivo* microdialysis sampling coupled with high performance liquid chromatography and mass spectrometry detection (HPLC-MS). **A)** Dialysate was collected every min at a rate of 2.0 µL/min. Dialysate was then reacted with benzoyl chloride, and internal standards were added to the mixture for improved quantification. **B)** A representative total ion chromatogram of a dialysate sample reveals that a tremendous numbers of analytes can be measured using this technology compared to traditional microdialysis. (Figure modified from Vander Weele, Porter-Stransky, et al. submitted.)
Figure 1.2. Sub-second DA transmission measured with FSCV. A) The carbon-fiber microelectrode is held at -0.4V for 90 ms between voltage ramps. This is referred to as the adsorption phase, because the negative potential attracts positive electroactive analytes, such as DA, and causes them to adsorb to the carbon surface. At a rate of 10 Hz, the holding potential is rapidly ramped (400 V/s) to a positive voltage (1.3V; which we refer to as the ‘oxidative scan’) and then back down to the negative holding potential (-0.4V; referred to as the ‘reductive scan’). This triangular scan takes ~10ms and produces a robust increase in current at the carbon surface, referred to as the charging current. Each scan, which has a corresponding CV, (in C) is represented along the x-axis (150 measures – 150 CVs - in 15 s). Highlighted are several representative scans and the resulting current changes which they cause. The charging current is extremely stable which allows for FSCV data to be background subtracted. This process permits for measures in acute current surges beyond that of the charging current to be clearly detected. B) Background subtracted changes in current measured during the triangular ramp are plotted in false color across the change in voltage associated with the ramp (-0.4V to 1.3V back to -0.4V; plotted on a straight line along the y-axis). C) Unique CVs from three different ramps (from scans 16, 52, and 76) are shown (C - i to - iii). The blue scan (C – i) shows a typical charging current, after background subtraction, (taken from a location in the color plot where there was not an obvious change in color). Conversely, the red scan (C – ii) shows the current at scan 52 which is 200 ms after the DA neurons in
the VTA received electrical stimulation (yellow box). The CV reveals an increase in current caused by an increase in DA concentration at the recording site. Electrical stimulation also elicited an expected, delayed decrease in current attributed to a basic shift in pH. The CV for this is shown by scan 76 in C – iii. D) Each voltage ramp generates a robust charging current; therefore, because of its consistency, it can be subtracted out to reveal the small changes in current due to oxidation and reduction of DA and other electroactive compounds. (Figure modified from Vander Weele, Porter-Stransky, et al. submitted.)
CHAPTER 2:
LABORATORY MODEL OF FORAGING BEHAVIOR, INCLUDING
MANIPULATIONS OF REWARD AVAILABILITY

Introduction

Motivated behavior, such as foraging, is necessary for survival and reproductive goals (Kelley and Berridge, 2002; Aragona and Wang, 2009; Becker, 2009) and is paramount for fitness (Pyke, 1984; Stephens and Krebs, 1986). Since food availability in nature is highly dynamic, flexibility in reward-seeking behavior is critical for survival. For example, when resource availability depletes, animals must be able to recognize this alteration and rapidly adjust their behavior accordingly.

Dopamine (DA) has been shown to be involved in motivated, goal-directed behaviors (Berridge and Robinson, 1998; Wise, 2004; Salamone and Correa, 2012) and has also been proposed to be important in modulating behavioral flexibility (Haluk and Floresco, 2009; Beeler et al., 2014). However, to examine the role of DA in altering behavior when reward availability unexpectedly changes, we first had to establish a behavioral model whereby subjects had choices when “foraging” for food. We modified an instrumental task in which subjects could choose from two different levers (Day et al., 2010; Gan et al., 2010; Day et al., 2011; Sugam et al., 2012; Sugam et al., 2013).

Here, we examined two negative changes in reward availability. Initially, both levers would be equally reinforced. Then, to model changes in reward availability
(Papini and Dudley, 1997), we altered the magnitude of reward available on one lever, while the other lever remained reinforced as it had been throughout training. In one group, the reward available on one lever was reduced from 2 reward pellets to 1 (a reduction of 50%), while in the other group, reward was reduced from 1 pellet to 0 (a reduction of 100%). While both manipulations were a reduction in 1 reward pellet, subjects in the latter group developed a quicker and stronger behavioral preference for the optimal choice.

Since sex differences have been reported in a number of rodent behavioral tasks (Van Haaren et al., 1990; Jonasson, 2005; Becker and Taylor, 2008; Dalla and Shors, 2009; Sutcliffe, 2011), and should be examined in new behavioral models (Becker et al., 2005; Beery and Zucker, 2011), we used both male and female rats and monitored estrous cycles. However, we did not find any statistically significant sex differences or effects of estrous cycle in this task.

**Materials & Methods**

**Subjects**

A total of 36 Sprague-Dawley rats between 57-64 days of age (males 251-275 g and females 176-200 g) were used in these experiments. Rats were obtained from Charles River Laboratories (Wilmington, MA, USA) were pair-housed with a same-sex cage-mate in transparent plastic cages with metal tops. Animals were kept on a 12:12 hr reverse light-dark cycle. Experiments were run daily between 9:00 and 17:00 during the dark phase.
Mild food restriction was employed to train rats to lever-press for the food reward. Since rats naturally continue growing, daily feeding accounted for natural growth over time, which was important to maintain consistent motivation levels throughout the experiment. Subjects were food restricted to ~90% of their free feeding weight accounting for natural growth (Baker et al., 2012). Natural growth curves for free-feeding male and female rats were obtained from Charles River Laboratories (Winston, MA). After the operant session each day, rats were weighed and fed based on their weight between 15:30 – 16:30 each day during the dark cycle. Rats had free access to water in their home cages. Subjects experiencing reward reduction (described below) were fed less than subjects experiencing reward omission to equate the motivational states of the two groups, since reward reduction rats earned larger rewards than reward omission subjects.

**Behavioral Paradigm**

Behavioral training was conducted in MED-Associates chambers (Georgia, VT) modified locally by Marc Bradshaw at the University of Michigan. Each chamber was equipped with two cue lights, a pellet dispenser, a reward port, a white noise generator, and two Coulbourn (Whitehall, PA) levers. The reward port was centrally located, equidistant between the two levers (see Fig. 2.1A). The food reward used throughout the experiments was 45 mg BioServ chocolate-flavored dustless precision reward pellets (Bio Serv, Frenchtown, NJ).

Initially, subjects received two magazine training sessions, in which 25 reward pellets were delivered throughout the session with the inter-trial-interval (ITI) varying 40-80 sec. Then, rats learned to press two spatially distinct levers (see Fig. 2.1) to earn
up to 50 reward pellets on each lever in 1 hr. Once subjects earned 100 reward pellets (50 on each lever) in less than 60 min for two consecutive sessions (mean number of sessions = $5.2 \pm 0.7$), the next phase of training began in which subjects learned to discriminate between the cue lights. During these trials, one of the two cue lights would illuminate, and 5 sec later both levers would extend into the chamber for 15 sec or until 1 lever was pressed. If the lever under the illuminated cue light was chosen, a reward was delivered into the food receptacle 2 sec later. Choosing the non-illuminated lever was defined as an error; the cue light would turn off, levers would be retracted, and no food pellet would be delivered. These sessions contained 100 trials (50 with each cue light). Once subjects completed two consecutive sessions with at least 90% accuracy (mean number of sessions = $5.7 \pm 0.6$), they progressed to the final behavioral task described below.

Consistent with previous studies (Day et al., 2010; Gan et al., 2010; Day et al., 2011; Sugam et al., 2012), the operant paradigm contained two trial types, termed “free choice” and “forced choice” trials\(^1\) (Fig. 2.1A&C). A cue light above the levers signaled which lever, if chosen, would yield reward. Five sec after one or both of the cue light illuminated, both levers extended into the behavioral chamber. During free choice trials, both cue lights illuminated and a response on either lever yielded reward (Fig. 2.1A), whereas on forced choice trials, subjects would receive the reward only if they chose the lever below the illuminated cue light (Fig. 2.1C). Pressing the non-illuminated lever counted as an error and no reward was delivered.

\(^1\) In this chapter and in chapter 5, we use the term “forced choice” to describe these trials, since this is the terminology used in the literature (Day, et al., 2010; Day, et al., 2011; Sugam, et al., 2012; Sugam, et al., 2013) and how this data was originally published (Porter-Stransky, et al., 2013). However, we now recognize that this terminology can be confusing so in chapters 3-4, we call these trials “cued choice” trials instead.
One third of each session’s trials (30 trials) were free choice trials, and an equal number of forced choice trials for the left and right levers (30 of each) were given in each session. Trial types were interspersed throughout each session, and the ITI varied from 10 to 30 sec. Each subject received a 1 hr training session per day containing 90 trials. Consistent with previous work (Day et al., 2010), the schedule of reinforcement progressed from FR1 to FR2 to FR4 across sessions. To advance to each FR schedule, subjects must have completed all trial types with at least 90% accuracy for two consecutive sessions. Average number of sessions to progress from FR1 to FR2 was 3.1 ± 0.4 sessions, and mean number of session to advance from FR2 to FR4 was 2.5 ± 0.3 sessions.

Throughout training, some subjects (whom later experienced reward omission) always received one reward pellet following a correct response. Others (whom later experienced reward reduction) always received two pellets after a correct operant response. Rewards were given in this way so that both conditions would be a reduction of 1 reward pellet. The fact that some subjects received more food reward during the operant sessions was accounted for in daily feeding to maintain equivalent motivational states among all subjects (see subjects section above). Regardless of whether subjects earned one or two reward pellets per trial, all subjects readily consumed their rewards throughout the session, showing no evidence of satiety.

Once stable responding, defined as a minimum of 3 consecutive days with at least 90% accuracy on each trial type, occurred on the FR4 schedule of reinforcement, subjects experienced one of two negative contingency switches. During the negative contingency switch sessions, the reward normally resulting from a correct operant response on one
lever was either reduced by 50% or completely omitted. Conversely, the other lever
remained reinforced on the same schedule (i.e. its contingency was unchanged). In both
reduction and omission manipulations, reward was reduced by 1 reward pellet. In other
words, for subjects that received 2 reward pellets for a correct operant response during
training, a response on one lever was reduced to 1 reward pellet during reward reduction
\((n = 5 \text{ males and 12 females})\). For subjects that received 1 reward pellet for each correct
operant response during training, during reward omission a response on one lever yielded
0 reward pellets \((n = 6 \text{ males and 13 females})\). More female rats were tested than male
rats to ensure we tested females across all stages of the estrous cycle (see supplemental
methods for the monitoring of estrous cycle).

Whether the lever that ceased to be reinforced was the right or left lever was
counterbalanced across subjects, and this had no consequence on the results (data not
shown). While no statistically significant lever bias was observed, if an individual rat
tended to have a lever bias, the “biased lever” was chosen to be the one in which
responding led to altered response contingencies (i.e. reward reduction or omission).
This ensured that any changes in behavioral preference were due to the contingency
switch manipulation and not a potential underlying individual lever bias. Behavior
during the contingency switches did not differ between rats with no prior lever bias and
those with a trending bias before the switch (data not shown).

After the 3 sessions of reward reduction or reward omission, male subjects
received 6 post switch sessions. These sessions contained free choice trials and forced
choice trials, and both levers were once again equally reinforced, identically to the
sessions prior to the contingency switches. These extra sessions allowed us to test the
longer-term effects of reward reduction and omission on behavioral preference. Specifically, if the behavioral preference for the optimal choice was due simply to learning which lever yielded greater reward, when both levers were once again equally reinforced, subjects would be expected to choose them equally (just like they did prior to the contingency switch). However, if the lever yielding reduced or no reward was tagged with lasting aversive properties, the worse-choice lever would be expected to be avoided even when both levers were equally reinforced again.

**Analysis of Behavior**

Performance on the free choice and forced choice trials was automated by Med Associates software (Georgia, VT). To compare choice behavior between the reward omission and the reward reduction groups, preference scores were calculated for each rat (percentage of free choice trials choosing the optimal choice minus the percentage of free choice trials choosing the worse choice, i.e. the smaller reward lever in reward reduction and the omitted reward lever in reward omission).

Behavior during a baseline session of training, as well as the first sessions of reward reduction and reward omission, were recorded onto DVDs. Videos were scored using Behavior Tracker software to determine the locations of subjects throughout the sessions. For scoring purposes, the behavioral chambers were divided into four equal-size quadrants plus another portion of the chamber above the reward port into which rats sometimes climbed (see Fig. 2.1A for partitioning of quadrants). One quadrant was directly in front of each lever and corresponding cue lights. The percentage of time rats spent in each quadrant was analyzed.
Individuals scoring the videos were blind to the experimental manipulations and hypotheses. To maintain a high level of inter-rater reliability, certain videos were scored by multiple raters. Behavioral scoring was very consistent (above 96%), with any measure varying no more than 4% across raters.

**Monitoring of estrus cycle**

Vaginal lavage was performed routinely on female rats during the dark phase to track estrous cycle stage (Becker et al., 2005). An eyedropper gently inserted into the vaginal canal injected and withdrew approximately 0.3 ml saline. The eyedropper was rinsed with distilled water before each lavage to prevent cross-contamination among samples. The vaginal cells in the saline solution were viewed under a light microscope and documented by standards previously described (Tropp and Markus, 2001; Becker et al., 2005). Specifically, smears containing predominately cornified cells were classified as estrus. Smears containing a mixture of cornified and leukocytes were classified as metestrus. Smears containing primarily leukocytes were classified as diestrus, and smears containing predominantly nucleated epithelial cells were classified as proestrus. Consistent with previous experiments (Tropp and Markus, 2001), the relatively mild level of food restriction did not prevent the female rats from cycling. Female and male rats were trained identically and given the negative contingency switch once they exhibited stable behavioral responding on the operant task.

**Statistics**

Statistical analyses were done using SPSS Statistics 19 (IBM, Armonk, NY), and data were graphed using GraphPad Prism version 5.0 (San Diego, CA). Statistical significance for all statistical tests was defined with an α level of 0.05. Bonferroni
corrections were applied to post-hoc tests to reduce the risk of Type I errors (Sarter and Fritschy, 2008).

Consistent with previous behavioral and pharmacological studies (Haluk and Floresco, 2009; Day et al., 2010), two-way (multivariate) analyses of variance (ANOVAs) were used to examine behavioral data during baseline sessions, the contingency switch sessions, and post switch sessions as well as to screen for sex differences. Metestrus and diestrus data showed no statistically significant differences and therefore were combined for analysis (Lynch et al., 2000). The estrous cycle stage was included as a covariate in analyses (Girard and Garland Jr, 2002; Pawluski et al., 2006) to determine if it modulated the development of behavioral preferences.

Results

Establishing behavioral preference for the optimal choice during reward reduction and omission

Rats were initially trained to press two levers that yielded equal reward. During one-third of the trials termed “free choice trials,” cue lights above both levers illuminated and subjects could earn a reward pellet by pressing either lever (Fig. 2.1A). During these trials, subjects earned rewards from both levers, and showed no reliable preference for one lever over the other during free choice trials (Fig. 2.1B; \( t_{(10)} = 1.489, p = 0.167 \)), which was expected since both levers were equally rewarded. Conversely, during two-thirds of the trials (30 trials for each lever) termed “forced choice trials” (or “cued choice trials”) cue lights above the levers signaled which lever, if chosen, would result in a food reward (Fig. 2.1C). Rats learned to distinguish between the two cue lights with near
perfect accuracy revealing no side bias during forced choice trials (Fig. 2.1D; $t_{(10)} = 0.305$, $p = 0.767$).

Once stable responding on this task was observed, subjects experienced one of two negative contingency switches. In one contingency switch, the reward following a correct operant response on one lever was reduced by 50% (from 2 pellets to 1 pellet); in the other contingency switch, reward was completely omitted (from 1 pellet to 0 pellets). In both cases, the reward was decreased by 1 pellet, and the unchanged lever remained reinforced as normal.

Reducing reward by 50% on one lever did not induce a behavioral preference during the first session; however, a preference for the optimal choice emerged over subsequent reward reduction sessions (Fig. 2.2A; main effect of reinforcement, $F_{(1,48)} = 86.270$, $p < 0.001$; interaction of reinforcement by session, $F_{(2,48)} = 18.082$, $p < 0.001$). Specifically, during the first session of reward reduction, subjects did not exhibit a behavioral preference for one lever over the other during free choice trials ($p = 0.545$). By the second ($p < 0.001$) and third ($p < 0.001$) sessions of reward reduction, subjects showed a significant preference for the lever yielding twice as much reward. These data demonstrate that the rats learned this contingency switch; however, a 50% reduction in reward was not a salient enough reduction to prompt an immediate alteration in behavior.

In contrast to reward reduction, when the reward following a correct operant response on one lever was unexpectedly omitted (i.e. reduced to 0 pellets), subjects displayed a robust behavioral preference for the rewarded lever during the very first session (Fig. 2.2B; main effect of reinforcement, $F_{(1,54)} = 949.129$, $p < 0.001$; interaction
of reinforcement by session, $F_{(2,54)} = 37.372$, $p < 0.001$; session 1, $p < 0.001$). A strong preference for the rewarded lever continued during free choice trials of the second ($p < 0.001$) and third ($p < 0.001$) sessions of reward omission. In fact, the preference for the rewarded lever was even stronger during the second and third sessions of reward omission ($F_{(1,12)} = 51.280$, $p < 0.001$); subjects chose the omitted reward lever significantly fewer times during the second ($p < 0.001$) and third ($p < 0.001$) sessions compared to the first session. Choice preference did not significantly increase between the second and third sessions of reward omission ($p = 0.227$) possibly due to a ceiling effect: subjects were almost exclusively choosing the rewarded lever during free choice trials already by the second session (Fig. 2.2B).

Although both reward reduction and omission spurred a preference for the more valuable option, reward omission prompted a more rapid, robust preference for the rewarded option during the very first session, while the preference for the lever yielding greater reward during reward reduction was more modest, developing over sessions (Fig. 2.2C; main effect, $F_{(1,33)} = 56.451$, $p < 0.001$). Indeed, reward omission subjects showed a significantly stronger preference for the better option lever during free choice trials than reward reduction subjects during all three contingency-switch sessions (Fig. 2.2C; session 1, $p < 0.001$; session 2, $p < 0.001$; session 2, $p < 0.001$). Reward omission was the only contingency switch which produced robust changes in behavioral preference on the first day.

**No sex differences were observed in performance of the foraging task**

Since sex differences exist in a variety of rodent behavioral tasks (Van Haaren et al., 1990; Jonasson, 2005; Becker and Taylor, 2008; Dalla and Shors, 2009; Sutcliffe,
2011), and should be examined in new behavioral models (Becker et al., 2005; Beery and Zucker, 2011), we included both sexes to determine if male and female rats respond differently to reduction and omission of an expected reward.

Male and female rats did not differ in baseline performance of the task (Fig. 2.3). Both male and female rats earned rewards from both levers, showing no reliable preference for one lever over the other during free choice trials, especially given that each lever was equally rewarded (Fig. 2.3A; main effect, $F_{(1,23)} = 1.389, p = 0.251$; males, $p = 0.819$; females, $p = 0.143$). No significant sex difference was observed in baseline performance on free choice trials (Fig. 2.3A; $F_{(1,23)} = 0.778, p = 0.387$). Both male and female subjects learned to distinguish between the two cue lights with near perfect accuracy revealing no side bias during forced choice trials (Fig. 2.3B; main effect, $F_{(1,23)} = 0.801, p = 0.380$; males, $p = 0.328$; females, $p = 0.827$), and performance between male and female rats did not significantly differ on forced choice trials (Fig. 2.3B; $F_{(1,23)} = 2.375, p = 0.137$). Furthermore, male and female rats did not significantly differ in number of sessions to meet criterion for stable responding (FR4: males mean 3.73 ± 2.41, females means: 5.00 ± 2.65, $t_{(22)} = -1.222, p = 0.235$).

Additionally, both male and female subjects displayed a preference for the lever yielding greater reward during the second and third, but not the first, session of reward reduction and a preference for the rewarded lever during all three sessions of reward omission (Fig. 2.4). Reducing reward by 50% on one lever did not initially induce a behavioral preference (main effect $F_{(1,15)} = 0.178, p = 0.679$). Specifically, during the first session of reward reduction neither male ($p = 1.000$) nor female ($p = 0.448$) subjects exhibited a behavioral preference for one lever over the other during free choice trials.
(Fig. 2.4A), and there was no difference in choice behavior between males and females ($p = 0.679$). By the second ($F_{(1,15)} = 43.986, p < 0.001$) and third ($F_{(1,15)} = 39.656, p < 0.001$) sessions of reward reduction, male (Fig. 2.4B; session 2, $p = 0.005$; session 3, $p = 0.006$) and female (Fig. 2.4C; session 2, $p < 0.001$; session 3, $p < 0.001$) subjects showed a significant preference for the lever yielding twice as much reward. These data demonstrate that male and female rats learned this contingency switch; however, a 50% reduction in reward was not a salient enough reduction to prompt an immediate alteration in behavior.

In contrast to reward reduction, when the reward following a correct operant response on one lever was unexpectedly omitted (i.e. reduced to 0 pellets), both male ($p < 0.001$) and female ($p < 0.001$) subjects displayed a robust behavioral preference for the rewarded lever during the very first session (Fig. 2.4D; main effect $F_{(1,17)} = 55.006, p < 0.001$) with no sex differences ($p = 0.513$). A strong preference for the rewarded lever continued during free choice trials of the second session ($F_{(1,17)} = 475.959, p < 0.001$) and third session ($F_{(1,17)} = 2,517.712, p < 0.001$) of reward omission in males (Fig. 2.4E; $p < 0.001$) and females (Fig. 2.4F; $p < 0.001$).

The lack of sex difference in development of choice preference was not due to estrous cycle effects in female subjects

Estrous cycle stage for each female rat was determined via vaginal lavage (Becker et al., 2005) for all reward reduction and omission sessions. Samples containing primarily leukocytes were classified as diestrus (Fig. 2.5A). Smears containing predominantly nucleated epithelial cells were classified as proestrus (Fig. 2.5B). Smears containing predominately cornified cells were classified as estrus (Fig. 2.5C). Samples
containing a mixture of cornified and leukocytes were classified as metestrus. Metestrus and diestrus data were combined for analysis (Lynch et al., 2000), and estrous cycle stage was included as a covariate in analysis (Girard and Garland Jr, 2002; Pawluski et al., 2006) to determine if it modulated the development of the behavioral preference.

Female subjects in all stages of the estrous cycle performed similarly to males (Fig. 2.5D-I). Indeed, estrous cycle did not affect development of choice preference during the first (Fig. 2.5D; $F_{(1,14)} = 0.001, p = 0.973$), second (Fig. 2.5E; $F_{(1,14)} = 1.327, p = 0.269$) or third (Fig. 2.5F; $F_{(1,14)} = 0.015, p = 0.905$) session of reward reduction. Similarly, estrous cycle stage did not affect behavioral preference in the first (Fig. 2.5G; $F_{(1,16)} = 0.669, p = 0.425$), second (Fig. 2.5H; $F_{(1,116)} = 2.135, p = 0.163$), or third (Fig. 2.5I; $F_{(1,16)} = 0.002, p = 0.970$) session of reward omission.

**Aversive components of reward omission**

Reinforcement learning theory (Glimcher, 2011) would predict that through experiencing reward omission, subjects would learn to associate the cue light above the non-reinforced lever with receiving zero reward and learn that the cue light over the other lever predicts reward availability. While reinforcement learning importantly focuses on learning and the predictability of outcomes, frustration theory addresses the emotional component of reward omission, stating that the omission of an anticipated reward is aversive and “frustrating” (Amsel, 1958). Since the utilized reward omission paradigm prompts a rapid and robust preference for the rewarded lever, we hypothesized that the cues for the reward omission lever would develop aversive qualities. Specifically, we predicted that subjects would avoid the quadrant of the behavioral chamber containing the reward omission lever and reduce responding during forced choice trials on the
reward omission lever. Since reward reduction did not cause a choice preference during the first session, we did not expect that the reduced reward lever would become aversive as determined by avoidance, and that responding on forced choice trials for the smaller reward would be reduced during the first session.

Behavioral videos were analyzed to determine where rats were spending time throughout the sessions. During the inter-trial intervals when levers were unavailable (which, in total, accounted for over 50% of the length of the session), subjects could freely explore the chamber, and since levers did not become available until 5 sec after the cue light was illuminated, subjects had time to approach the lever from any place in the chamber.

Video analysis revealed that during baseline sessions when both levers were equally reinforced, subjects did not spend more time in the quadrant in front of one lever over the other (Fig. 2.6D; $t_{(16)} = -0.326, p = 0.748$). Similarly, subjects experiencing reward reduction did not display a significant preference for the quadrant containing the lever yielding optimal reward during the first session of reward omission (Fig. 2.6D; $t_{(14)} = 1.007, p = 0.331$). Supporting our hypothesis, subjects experiencing reward omission spent significantly less time in the quadrant of the chamber containing the extinguished lever and significantly more time in the quadrant containing the reinforced lever (Fig. 2.6D; $t_{(14)} = 7.084, p < 0.001$). These results demonstrate the salience of reward omission on goal-directed behavior and support the theory that cues signaling reward omission acquire aversive properties and therefore are avoided.
Furthermore, performance on forced choice trials during reward reduction did not significantly differ during the first session (Table 2.1). During sessions two and three, performance on forced choice trials for the smaller reward (the reward that has been reduced by 50%) modestly, but significantly, decreased (Table 2.1). Conversely, subjects experiencing reward omission showed a robust decrease in performance on omitted forced choice trials while performance on rewarded forced choice trials remained very high over all three sessions (Table 2.1). Together with the quadrant analyses and free choice results, these data demonstrate that reward omission causes greater avoidance of the suboptimal choice than reward reduction and are consistent with frustration theory showing that the omission of an expected reward is a salient and aversive event.

After three sessions of reward reduction or omission, responding on both levers was once again equally reinforced for six sessions. Although a response on either lever yielded the same reward, subjects did not initially choose both levers equally during free choice trials (main effect for performance on free choice trials: subjects that had experienced reward reduction: Fig. 2.6E; $F_{(1,5)} = 19.298, p < 0.001$; subjects that had experienced reward omission: Fig. 2.6F; $F_{(1,5)} = 85.810, p < 0.001$). Post hoc analyses revealed that subjects who previously underwent reward reduction displayed a significant preference during the first two post switch sessions for the lever that had previously signaled the larger reward (Fig. 2.6E; session 1, $p = 0.003$; session 2, $p = 0.006$), but did not display a significant preference for one lever over the other the remainder of the post switch sessions (session 3, $p = 0.097$; session 4, $p = 0.373$; session 5, $p = 0.207$; session 6, $p = 0.670$).
In contrast, subjects that had undergone reward omission maintained a significant preference for the lever that had consistently been rewarded and chose the lever that had previously resulted in an omitted reward less across all six post switch sessions (Fig. 2.6F; session 1, \(p < 0.001\); session 2, \(p < 0.001\); session 3, \(p = 0.003\); session 4, \(p = 0.024\); session 5, \(p = 0.001\); session 6, \(p = 0.002\)). The decreased responding on the previously non-rewarded lever was not attributable to a deficit in learning (i.e. not knowing that choosing this lever would result in reward), since performance on forced choice trials for both levers was nearly perfect by the second session (Table 2.2; main effect, \(F_{(1,5)} = 9.416, p = 0.005\)). Subjects that had undergone the reward reduction contingency switch performed equivalently on forced choice trials for both levers (Table 2.2; main effect, \(F_{(1,5)} = 0.889, p = 0.355\)). These data are consistent with frustration theory (Amsel, 1958) and support the hypothesis that during reward omission the cues predicting an omitted reward are tagged with aversive motivational properties (Liu et al., 2008).

**Discussion**

**Psychological mechanisms underlying the development of behavioral preferences mediated by aversive motivation.**

It is well established that the absence of an expected reward is a salient event prompting behavioral reactions often described as emotional (Tinklepaugh, 1928; Miller and Stevenson, 1936; Crespi, 1942; Skinner, 1953; Salinas et al., 1997; Salinas and Gold, 2005; Sastre and Reilly, 2006; Young and Williams, 2010; Purpért et al., 2012; Ramot and Akirav, 2012; Veeneman et al., 2012). Based on the many observations that the omission of an anticipated reward is an aversive event that has been described as “frustrating,” frustration theory emerged (Amsel, 1958; Daly, 1974). In support of this
theory, a series of studies have shown that rats will lever press or jump hurdles to escape stimuli that were previously associated with reward but now are associated with the omission of reward (Adelman and Maatsch, 1956; Daly, 1969c, b, a, 1974). Consistent with these studies, our results demonstrate that rats quickly recognize the omission of an expected reward and rapidly develop a preference for the optimal choice, avoiding the extinguished lever and the quadrant of the behavioral chamber containing that lever.

A 50% reduction of reward (that was an equivalent decrease in the number of pellets as the omission condition; i.e. one less reward pellet) eventually elicited a similar behavioral preference but not as quickly or robustly as reward omission. Consistent with previous studies (Salinas et al., 1993; Salinas and White, 1998; Sastre and Reilly, 2006; Ramot and Akirav, 2012), reward reduction evoked a significant preference for the more valuable option by the second session (24 hrs later). Multiple studies that have reduced reward value by 90% have observed behavioral effects during the first session including increased latency to retrieve reward in a maze (Salinas et al., 1996; Salinas et al., 1997; Kerfoot et al., 2008) and consuming less of the reward (Salinas and Gold, 2005). Together with our results, these findings indicate that reward reduction can have significant, immediate effects on behavior, but the reduction must be highly salient to the animal, often at levels close to omission.

**Lack of sex differences in behavioral performance during the negative contingency switches**

Female rats showed similar behavior as male rats in both reward reduction and omission tests, and estrous cycle stage did not affect choice preference during either contingency switch. These results are consistent with foraging studies in the field (Clark,
Similarly, other laboratory studies have neither found sex differences during certain operant tasks (Van Haaren et al., 1987; Van Hest et al., 1988, 1989; Stratmann and Craft, 1997; Carroll et al., 2009) nor estrous cycle effects on operant performance (Stratmann and Craft, 1997; Davis et al., 2008; Cummings et al., 2011).

Although sex differences exist in many motivated behaviors, the lack of sex differences in this paradigm is likely due to the fact that basic flexibility in foraging strategy is adaptive in both males and females. However, although no sex differences in this behavioral paradigm exist in adult virgin rats, females caring for offspring may develop a preference for the optimal choice more rapidly than males and nulliparous females, since maternal females must forage for their pups in addition to themselves (Kinsley et al., 1999; Love et al., 2005).

Conclusion

The present experiments establish a laboratory model of foraging behavior in rats (Porter-Stransky et al., 2013). This behavioral paradigm can capture changes in choice behavior following manipulations of reward availability. Specifically, the omission of an expected reward in this behavioral task prompts a strong preference for the rewarded option in both male and female rats and across all stages of the estrus cycle. This behavioral paradigm provides a model for our future experiments to elucidate the neural mechanisms that mediate changes in reward-seeking behavior due to the omission of an expected reward (Porter-Stransky et al., 2013). Since reward omission causes the most robust choice preference during the first session, this is the manipulation that we will utilize in the remaining chapters.
**Figure 2.1.** Appetitive operant behavioral paradigm for examining foraging preference in rats. **A**) Free choice trials facilitate the assessment of an animal’s preference for one lever over the other. During training, choosing either lever resulted in equal amount of food reward. **B**) Once trained on the task, rats accurately completed free choice trials, showing no reliable side bias. **C**) During forced choice trials, although both levers are extended, subjects only received a food reward for pressing the lever under the illuminated cue light. **D**) Subjects learned to complete forced choice trials with near perfect accuracy. n.s. = not statistically significant, Error bars indicate mean ± SEM.
Figure 2.2. Effects of unexpected reward reduction and reward omission on choice preference. **A** During the first session of reward reduction when the reward resulting from a correct operant response on one lever was decreased by 50%, subjects displayed no preference for the lever yielding twice as much reward. By the second and third sessions of reward reduction, rats exhibited a preference for the lever yielding greater reward during free choice trials. **B** When the reward resulting from a correct operant response on one lever was unexpectedly decreased by 100%, a robust preference for the rewarded lever was observed that continued during all 3 sessions of reward omission. **C** Preference for the better option during free choice trials was significantly stronger for subjects experiencing reward omission than for those experience reward reduction. n.s. = not statistically significant, **$p < 0.01$, ***$p < 0.001$. Error bars indicate mean ± SEM.
Figure 2.3: Male and female rats performed the behavioral task equally well. **A)** Neither male nor female rats exhibited a significant preference for one lever or the other. **B)** Both males and females completed forced choice trials with near perfect accuracy. n.s. = not statistically significant. Error bars indicate mean ± SEM.
Figure 2.4: Male and female rats exhibited the same choice preferences during the two negative contingency switches. **A-C** Neither male nor female rats displayed a choice preference during the first session of reward reduction (A). Both male (B) and female (C) rats displayed a preference for the lever yielding greater reward during the second and third sessions of reward reduction. **D-E** Both males and females exhibited a significant preference for the rewarded lever during the first reward omission session (D). Males (E) and females (F) similarly showed a robust preference for the rewarded option during all sessions of reward omission. n.s. = not statistically significant, *p < 0.05, **p < 0.01, ***p < 0.001. Error bars indicate mean ± SEM.
Figure 2.5. Estrous cycle did not affect the development of choice preference. A-C) Representative images of vaginal epithelial cells in diestrus (A), proestrus (B), and estrus (C). D-F) Female rats in each estrous cycle stage performed similarly to males (black circles) on the first (D), second (E), and third (F) session of reward reduction. G-I) During the first (G), second (H), and third (I) session of reward omission, females in each estrous cycle stage performed similarly to males.
Figure 2.6. Additional behavioral effects of reward omission. A) Percentage of time spent in the quadrants containing of the levers did not differ during baseline sessions or the first session of reward reduction; however, during the first session of reward omission, rats spent significantly more time in the quadrant containing the rewarded lever than the quadrant containing the non-reinforced lever. B-C) When the levers were once again equally reinforced, subjects that had experienced reward reduction (B) lost the behavioral preference by the third session, whereas subjects that had experienced reward omission
(C) maintained a preference for the lever that continually had been reinforced. n.s. = not statistically significant, **$p < 0.01$, ***$p < 0.001$. Error bars indicate mean ± SEM.
Table 2.1. Percentage of forced choice trials accurately completed.

<table>
<thead>
<tr>
<th></th>
<th>Reward Reduction</th>
<th>Reward Omission</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 Pellets</td>
<td>1 Pellet</td>
</tr>
<tr>
<td>Session 1</td>
<td>96.47 ± 1.32</td>
<td>94.29 ± 1.71</td>
</tr>
<tr>
<td></td>
<td>$F_{(1,15)} = 0.901, p = 0.358$</td>
<td>$F_{(1,17)} = 24.849, p &lt; 0.001$</td>
</tr>
<tr>
<td>Session 2</td>
<td>99.216 ± 0.45</td>
<td>93.33 ± 1.43</td>
</tr>
<tr>
<td></td>
<td>$F_{(1,15)} = 8.555, p = 0.010$</td>
<td>$F_{(1,17)} = 28.085, p &lt; 0.001$</td>
</tr>
<tr>
<td>Session 3</td>
<td>98.24 ± 0.91</td>
<td>85.69 ± 2.26</td>
</tr>
<tr>
<td></td>
<td>$F_{(1,15)} = 22.594, p &lt; 0.001$</td>
<td>$F_{(1,17)} = 208.197, p &lt; 0.001$</td>
</tr>
</tbody>
</table>

Table 2.2. Percentage of post switch forced choice trials accurately completed. During these trials, responses on both levers were once again equally rewarded.

<table>
<thead>
<tr>
<th></th>
<th>Post Reward Reduction</th>
<th>Post Reward Omission</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Always 2 Pellets</td>
<td>Previously 1 Pellet</td>
</tr>
<tr>
<td>Session 1</td>
<td>98.67 ± 0.82</td>
<td>98.00 ± 1.33</td>
</tr>
<tr>
<td></td>
<td>$p = 0.569$</td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>Session 2</td>
<td>99.33 ± 0.67</td>
<td>99.33 ± 0.67</td>
</tr>
<tr>
<td></td>
<td>$p = 0.260$</td>
<td>$p = 0.635$</td>
</tr>
<tr>
<td>Session 3</td>
<td>98.00 ± 1.33</td>
<td>98.67 ± 0.82</td>
</tr>
<tr>
<td></td>
<td>$p = 0.569$</td>
<td>$p = 0.430$</td>
</tr>
<tr>
<td>Session 4</td>
<td>98.00 ± 1.33</td>
<td>98.00 ± 1.33</td>
</tr>
<tr>
<td></td>
<td>$p = 1.000$</td>
<td>$p = 0.874$</td>
</tr>
<tr>
<td>Session 5</td>
<td>99.33 ± 0.67</td>
<td>98.67 ± 1.33</td>
</tr>
<tr>
<td></td>
<td>$p = 0.569$</td>
<td>$p = 1.000$</td>
</tr>
<tr>
<td>Session 6</td>
<td>99.33 ± 0.67</td>
<td>98.67 ± 0.82</td>
</tr>
<tr>
<td></td>
<td>$p = 0.569$</td>
<td>$p = 0.874$</td>
</tr>
</tbody>
</table>
CHAPTER 3:
INCREASES IN EXTRACELLULAR DOPAMINE IN THE NUCLEUS ACCUMBENS DURING REWARD OMISSION AND CORRESPONDING INCREASES IN MOTIVATIONAL VIGOR AND EXPLORATION OF ALTERNATIVE RESPONSE STRATEGIES

Introduction

The ability to recognize changes in resource availability and alter behavioral strategy accordingly is fundamental to adaptive, reward seeking behavior. Dopamine (DA) transmission has been proposed to modulate behavior flexibility rather than just being a “reward neurotransmitter” (Beeler et al., 2014). Consistent with this idea, pharmacological manipulations affecting endogenous DA transmission have been shown to impair or enhance certain forms of behavioral flexibility (Ragozzino, 2002; Frank, 2005; Floresco et al., 2006a; Floresco and Magyar, 2006; Floresco et al., 2006b; Haluk and Floresco, 2009; Winter et al., 2009; Skelin et al., 2014). Recently, we have shown that rats promptly develop a preference for a rewarded option when another option that previously was reinforced is extinguished, and this form of behavioral flexibility is mediated by D2-like DA receptors in the nucleus accumbens (NAc) (Porter-Stransky et al., 2013). However, the DA transmission dynamics that may facilitate this behavior have yet to be elucidated.
Unlike many other neurotransmitters which are confined to the synaptic cleft when released, DA can escape the synaptic cleft and signal through volume transmission (Arbuthnott and Wickens, 2007) and on multiple time scales (Grace et al., 2007; Baudonnat et al., 2013). Transient, sub-second surges in DA release are thought to be the result of burst firing of midbrain DA neurons, and much attention has been given to these phasic release events since they frequently occur in relation to behaviorally relevant events (Schultz, 2002; Day et al., 2010; Gan et al., 2010). In addition to burst firing (Grace and Bunney, 1984a), DA neurons also exhibit a low, single-spike firing rate (Grace and Bunney, 1984b). This baseline firing rate of DA neurons, as well as effects from terminal modulation (Grace, 1991; Keefe et al., 1993; Howland et al., 2002), are likely responsible for tonic, extra-cellular levels of DA concentration ([DA]) in striatal regions that are captured by microdialysis (Floresco et al., 2003; Grace et al., 2007); however, phasic release of DA also may contribute to these levels (Owesson-White et al., 2012).

While phasic DA activity has been proposed to mediate temporally precise learning about changes in reward availability (Schultz et al., 1997; Steinberg et al., 2013) or the attribution of incentive motivational properties to cues (Berridge, 2012), tonic levels of striatal DA have been hypothesized to signal other important factors contributing to motivated behavior that occur over longer time scales. For example, tonic levels of DA have been suggested to track the average rate of reward (Niv et al., 2007), the average rate of punishment (Daw et al., 2002; Daw and Touretzky, 2002), the vigor of behavioral responses (Niv et al., 2005; Niv, 2007), effort (Salamone et al., 2007), thrift (Beeler, 2012), and the balance between exploration and exploitation (Beeler et al., 2010;
Humphries and Prescott, 2010). Although there appear to be numerous competing theories for the role of tonic levels of DA, there are common themes among them. First, DA may track the goodness of the available options; this could encompass theories of DA’s role in signaling reward rate (Niv, 2007) or punishment rate (Daw et al., 2002). Second, DA could signal motivational vigor, which could include response vigor (Niv et al., 2007) and incentive salience (Berridge and Robinson, 1998). Third, DA may signal changes in behavioral strategies, which could include the trade-off between explorative versus exploitive strategies (Humphries et al., 2012; Beeler et al., 2014). Additionally, this could include the regulation of energy expenditure, including thrift (Beeler, 2012), and response strategies based on effort (Salamone et al., 2007; Salamone and Correa, 2012). All of these factors could importantly contribute to behavioral flexibility when reward outcomes change.

One of the primary hurdles in determining the relationship between tonic levels of DA and the aforementioned behaviors has been the lack of a suitable technique for capturing such changes in DA. Electrophysiology is excellent for capturing changes in baseline firing rate of neurons; however, there have been issues with reliable identification of VTA DA neurons in vivo (Margolis et al., 2006a; Ungless and Grace, 2012), and electrophysiology does not capture other sources of neurotransmission that affect tonic levels of DA in the striatum. While fast-scan cyclic voltammetry (FSCV) provides sub-second temporal resolution and excellent spatial resolution, it is inherently a differential technique, limited to examining change in [DA] over 30-90 sec periods of time. Since a large current is background subtracted out, FSCV cannot examine absolute levels of [DA] over minutes to hours. Microdialysis, although having inferior temporal
and spatial resolution compared to FSCV, is able to examine changes in [DA] over minutes to hours. Traditionally, microdialysis conducted in behaving animals generates one sample every 10-20 min. Since numerous behaviors can occur within these long ranges of time, the precise relationship between DA and behavior has been obscured. Recent advances in analytical chemistry have significantly improved the temporal resolution of microdialysis if samples are analyzed with mass spectrometry (Song et al., 2012) instead of traditional electrochemical detection.

Here, we utilize a one minute sampling microdialysis in the NAc of rats engaged in a task prompting changes in choice behavior due to the omission of an expected reward (Porter-Stransky et al., 2013). In addition to examining changes in [DA] during the extinction of one lever, we also examine the relationship between changes in [DA] and a number of behavioral measures to test some of the hypotheses of tonic DA transmission. If [DA] tracks the “goodness” of the current options, either by signaling average rate of reward (Niv et al., 2007) or rate of punishment (Daw et al., 2002), [DA] would be expected to decrease during periods of reward omission and increase when reward is available, or vice versa. If DA signals behavioral motivation (Niv, 2007), then [DA] could correspond to the vigor of behavioral responding. Finally, if tonic levels of DA regulate behavioral strategy, including thrift (Beeler, 2012) and the balance between exploitation and exploration (Beeler, 2012; Humphries et al., 2012), then a relationship between the allocation of these behaviors and [DA] could be expected.
Methods

Subjects

Data from a total of 13 male, Sprague Dawley rats, obtained from Charles River (Winington, MA), were included in this experiment (experimental group, n = 8; control group, n = 5). Animals were kept on a reverse light/dark cycle, and tested during their dark cycle. Subjects had free access to water in their cages and were mildly food restricted to approximately 90% of free-feeding weight, as previously described (Porter-Stransky et al., 2013).

Behavioral Paradigm

The operant behavioral task to model foraging behavior was the same as previously described in chapter 2 (Porter-Stransky et al., 2013). The task included two trial types, cued choice trials (previously termed forced choice trials) and free choice trials (Fig. 3.1). Both trial types were interspersed throughout the session. Cued choice trials were important to ensure that subjects were discriminating between the two cue lights, and free choice trials probed for preferences for one lever over the other. Rewards were 45 mg BioServ chocolate pellets.

On cued choice trials, one cue light would illuminate, and then five seconds later, both levers would extend. Subjects could earn a reward by choosing the lever under the illuminated cue light (Fig. 3.1A). Pressing the lever under the non-illuminated cue light was considered an error and not rewarded. After a time out, the next trial began. On free choice trials, both cue lights were illuminated, and subjects could earn a reward on either
lever. Throughout training, the illuminated levers were always rewarded (Fig. 3.1A-B). Subjects were trained on the FR4 version of the task (Porter-Stransky et al., 2013).

During microdialysis and FSCV test sessions, subjects first received 18 trials of this baseline version of the task. Then the reward omission manipulation began, during which the reward usually given from a correct response on one lever was omitted. The other lever continued to be reinforced as usual (Fig. 3.1C-D). The non-rewarded lever remained consistent within a subject for the duration of the test session in both cued choice trials (Fig. 3.1C) and free choice trials (Fig. 3.1D); however, which lever was extinguished was counter-balanced across subjects. Throughout training, the trial types were pseudo-randomly interspersed. Since the rate of collecting dialysis fractions was 1 min, trial types were blocked during the test session so that each min only contained one trial type. Throughout the results sections in chapters 3 and 4, trials during the reward omission session are coded as follows: cued choice trials for the rewarded lever are coded in green, cued choice trials for the non-rewarded lever are coded in red, and free choice trials are coded in blue. Each of these trial types prior to experiencing reward omission (i.e. baseline and the control group) are coded in gold.

**Behavioral Analysis**

MED Associates (St. Albans, VT) software recorded which lever subjects pressed each trial as well as the duration of time from lever extension until subjects completed lever pressing each trial. In addition to lever pressing, subjects displayed a number of other behaviors during the trials and inter-trial intervals that could serve as proxies for exploratory behavior. Specifically, using Behavior Tracker software, we coded rearing behavior, grooming behavior, time exploring the back half of the chamber (where no cues
or food was available), and when subjects engaged the cues (including the cue lights and the ports where the levers recess into the wall) and food cups, defined as orienting toward, sniffing, biting, or pawing at these stimuli. We documented each occurrence of these behaviors and also calculated the number of times subjects switched from one event to another during each trial type within each session block.

**Surgery**

All procedures were approved by the University of Michigan Committee on the Use and Care of Animals and performed in accordance with their policies. Subjects were anesthetized with an intramuscular injection of ketamine hydrochloride (90 mg/kg) and xylazine hydrochloride (10 mg/kg). Rats were also given the analgesic ketoprofin (5 mg/kg) and antibiotic cefazolin (70 mg/kg).

During surgery, guide cannulae (Eicom, San Diego, CA) were positioned over the NAc core (AP: +1.4; ML: +/- 1.3) and fixed in place with skull screws and dental acrylic. Additionally, a flattened wound clip was cemented onto the headcap to tether subjects during the microdialysis experiment. Subjects were fed *ad libitum* until fully recovered from surgery, after which food restriction and behavioral training resumed.

After the experiment had concluded, subjects were euthanized with sodium pentobarbital (70 mg/kg). Brains were sliced on a cryostat at 50 µm, and probe placements were examined under 10x magnification on a microscope.

**Microdialysis**

On the day of testing, microdialysis probes were inserted into the guide cannulae. Probes projected 1mm below the cannulae to sample from fresh tissue. Artificial
Cerebrospinal fluid (aCSF) was perfused through the probe at the rate of 2 µL/min using a Chemyx Fusion pump (Stafford, TX). Consistent with previous experiments (Colivicchi et al., 2013; Hossain et al., 2013), we waited at least 90 min after the probe was inserted into brain before dialysate collection began. For the duration of the experiment, fractions were collected every 60 sec.

To establish baseline levels of [DA] prior to the behavioral task, samples were collected for 9 min. Then the behavioral task began. Trials were blocked so that each dialysate sample contained only one trial type. Three trials occurred each min. Subjects were first given 18 trials of the baseline operant task in which both levers were equally reinforced (Fig. 3.1). Then, the reward omission manipulation began in which the reward following a correct response on one lever was omitted while the other lever continued to be reinforced as usual (Fig. 3.1).

Throughout the experiment, each 2 µL sample was immediately derivatized as previously described (Song et al., 2012). Specifically, to prepare fractions for analysis, 1.5 µL of 100mM sodium tetraborate, 1.5 µL of benzoyl chloride in 2% acetonitrile, and 1.5 µL of stable-isotope labeled internal standards were added, in that order, to each sample of dialysate.

Fractions were analyzed using high performance liquid chromatography with mass spectrometry via a nanoAcquity HPLC system (Waters, Milford, MA) equipped with a Waters 1 mm x 100 mm HSS T3 reverse-phase HPLC column operated at 100 µL/min. Eluting analytes were detected using an Agilent 6410 triple quadrupole MS.
Statistics

Statistical analyses were performed using IBM SPSS Statistics 21 (Armonk, NY) and GraphPad Prism (La Jolla, CA). To examine minute by minute changes in [DA], a linear mixed model was used for its ability to handle correlated, repeated measures data, as previously described (Aragona et al., 2008; Aragona et al., 2009). This model was used to examine within-subject changes in [DA] as well as to compare control subjects to the experimental group receiving reward omission (Fig. 3.2A). The model adjusts degrees of freedom based on the distance between comparisons, which is why reported degrees of freedom values are often non-integers.

Changes in choice preference as well as the other behavioral measures were analyzed using repeated measures ANOVAs. Dunnett’s post hoc tests were used to examine changes in specific behaviors during the different trial types in the reward omission session compared to baseline levels of those behaviors (Fig. 3.3A-C,E,G,I). Bonferroni corrections were used for the remainder of statistical tests in which multiple comparisons were performed (Fig. 3.2B-D and 3.3D). Finally, linear regression was used to test for correlations between [DA] and behavior.

Results

To examine changes in [DA] across minutes in response to reward omission, one min sampling microdialysis was employed. During the baseline trials when both levers were equally reinforced (Fig. 3.1A-B), [DA] significantly increased to ~150% of basal
levels (Fig. 3.2A, main effect, $F_{(6, 54.572)} = 2.619, p = 0.027$). During these trials, subjects sampled from both levers equally (Fig. 3.2B) and there were no differences in [DA] among trial types ($F_{(2, 36)} = 0.169, p = 0.845$).

When the reward omission manipulation began, [DA] increased to ~200% of basal levels. Indeed, [DA] significantly increased during the very first trials of reward omission (min 16, $p = 0.028$; min 17, $p = 0.044$; min 18, $p = 0.054$), and [DA] was significantly greater in subjects experiencing reward omission compared to subjects performing the regular task with both levers being equally reinforced (Fig. 3.2A; effect of group in blocks 1-3, $F_{(1, 46.059)} = 16.324, p < 0.001$). The elevation in [DA] during reward omission trials persisted throughout the entire session (Fig. 3.2A). Importantly, changes in [DA] in the reward omission group were not attributable to any inherent differences between the two groups. Indeed, raw levels of basal [DA] did not differ between the two groups prior to the behavioral experiment ($t_{(11)} = 1.821, p = 0.100$; experimental group mean, 0.683 nM; control group mean, 0.195 nM). Additionally, percentage of basal levels across the 9 fractions prior to the behavioral experiment did not vary between groups, $F_{(1, 44.631)} = 0.459, p = 0.502$) or during the baseline task prior to the reward omission switch ($F_{(1, 16.785)} = 2.292, p = 0.149$).

Behaviorally, subjects quickly developed a preference for the rewarded lever during free choice trials (Fig. 3.2C; interaction of reinforcement by block, $F_{(2,21)} = 4.167, p = 0.030$) that was evident during the very first block ($p < 0.001$) and continued for the remainder of the session ($p < 0.001$ on blocks 2 & 3 as well, Bonferroni corrections). Additionally, subjects reduced responding on cued choice trials for the non-rewarded lever while continuing to respond correctly on the rewarded lever (Fig. 3.2D; interaction
of reinforcement by block, $F_{(2,21)} = 8.925, p = 0.002$). However, the reduced responding during non-rewarded cued choice trials did not emerge until the second block (post hoc tests with Bonferroni corrections: Block 1, $p = 0.664$; Block 2, $p = 0.075$; Block 3, $p < 0.001$).

Interestingly, after experiencing reward omission, [DA] remained elevated for a number of the rewarded trials as well (Fig. 3.2A). Indeed, while [DA] increased following reward omission, levels of [DA] did not correlate with number of rewards earned (Fig. 3.2E), suggesting that tonic levels of DA in the NAc do not signal reward rate.

Since tonic levels of [DA] have been proposed to signal the vigor of behavioral response (Niv et al., 2007) as well as the balance between exploring new options and exploiting known resources (Beeler et al., 2012), we examined changes in response vigor and exploratory behaviors throughout the session. Response vigor was determined by the amount of time it took subjects to complete the required lever presses on the lever underneath the illuminated cue light for each trial. Three measures of exploratory behavior were quantified: 1) amount of time spent investigating the back of the behavioral chamber away from the lever; 2) percentage of time rearing; and 3) frequency in which rats switched their behavioral focus (such as moving from one lever to the other lever, running to the back of the chamber, grooming, etc.). Finally, behavioral responses on the two levers were used as a proxy for exploitative behavior.

Consistent with the vigor hypothesis of DA, as [DA] increased during the first few trials of reward omission (Fig. 3.1F; $t_{(6)} = 3.060, p = 0.018$), latency to complete the
ratio requirement decreased on the non-rewarded lever (Fig. 3.2F; \( t_{(6)} = 3.199, p = 0.019 \)). Indeed, there was a significant correlation between response vigor and [DA] across trial types (Fig. 3.2G; linear regression, \( R^2 = 0.175, p = 0.001 \)), indicating that subjects lever pressed faster when levels of [DA] were higher in the NAc.

In addition to responding more vigorously, rats also displayed a number of behaviors indicative of exploitation during periods of reward availability and exploration when no reward was available. Subjects spent significantly more time engaging the reward predictive cues during trials in which they could obtain reward compared to baseline levels of engaging those same cues (Fig. 3.3A; main effect, \( F_{(9, 63)} = 9.956, p < 0.001 \); Dunnett’s post hoc, \( p < 0.05 \) during cued rewarded trials in each block and free choice trials in blocks 2 & 3). Conversely, during trials in which subjects could obtain reward, they spent significantly less time engaging the cues signaling no reward availability (Fig. 3.3B; main effect, \( F_{(9, 63)} = 14.763, p < 0.001 \); Dunnett’s post hoc, \( p < 0.05 \) during cued rewarded trials in each block and free choice trials in blocks 2 & 3). Additionally, subjects decreased the amount of time engaging the cues during cued trials for the non-rewarded lever throughout the session (Fig. 3.3B inset; main effect, \( F_{(2,14)} = 6.632, p = 0.009 \)). Subjects spent less time engaging the non-rewarded cues specifically during non-reinforced cued choice trials within block 2 (\( p = 0.009 \)) and block 3 (\( p = 0.017 \)) compared to the first block. And the linear contrast was significant (Fig. 3.3B inset, \( F_{(1, 7)} = 9.790, p = 0.017 \)), indicating that subjects decreased engagement with the non-rewarded cues in a linear fashion throughout the session. To facilitate easier visual comparisons of behaviors with levels of DA, changes in [DA] from Fig. 3.2A are shown in 3 min bins in Fig. 3.3C.
In addition to spending less time engaging the non-rewarded cues, subjects employed alternative response strategies, including pressing the non-illuminated lever and not pressing either lever. These alternative response strategies occurred significantly more often on cued-choice trials for the non-rewarded lever than on cued-choice trials for the rewarded lever (Fig. 3.3D; main effect of trial type, $F_{(1,21)} = 19.353, p < 0.001$; interaction of trial type by block, $F_{(2,21)} = 8.524, p = 0.002$). This effect was predominantly seen during the second and third blocks (Fig. 3.3D; Block 2, $p = 0.024$; Block 3, $p < 0.001$; post hoc tests with Bonferroni adjustments).

During trials in which no reward could be obtained, subjects spent a significantly greater amount of time engaged in other exploratory behaviors. Since exploratory behavior has been hypothesized to correspond to tonic levels of [DA] (Beeler et al., 2012; Humphries et al., 2012), we also correlated changes in [DA] to exploratory behaviors. Rats spent more time rearing during each block of reward omission trials compared to baseline levels of rearing (Fig. 3.3E; main effect, $F_{(9, 63)} = 4.021, p < 0.001$; Dunnett’s post hoc, $p < 0.05$ during reward omission trials of each block), and there was a significant positive correlation between percentage of time rearing and [DA] (Fig. 3.3F; linear regression; $R^2 = 0.074, p = 0.043$). Additionally, consistent with the exploratory hypothesis, subjects switched their behavioral focus significantly more times during reward omission trials in each block (Fig. 3.3G; main effect, $F_{(9, 63)} = 7.617, p < 0.001$; Dunnett’s post hoc, $p < 0.01$ during reward omission trials of each block) but not during the other trial types ($p > 0.05$), and there was a significant positive correlation between the number of times in which subjects switched their behavioral focus and [DA] (Fig. 3.3H; linear regression, $R^2 = 0.100, p = 0.003$). Finally, subjects explored the back half
of the chamber away from the task-related cues significantly longer during the non-rewarded trials (Fig. 3.3I; $F_{(9, 63)} = 4.447$, $p < 0.001$) during all three blocks (Block 1, $p = 0.020$; Block 2, $p = 0.076$; Block 3, $p = 0.014$), and amount of time exploring the back of the chamber significantly correlated with increases in [DA] across trial types (Fig. 3.3J; $R^2 = 0.119$, $p = 0.001$).

**Discussion**

**Tonic changes in [DA] during the reward omission task**

Using one-minute sampling microdialysis coupled with high performance liquid chromatography-tandem mass spectrometry, we examined changes in extra-cellular levels of DA in the nucleus accumbens (NAc) throughout the instrumental foraging task. We found that during the baseline, rewarded version of the task, DA concentration ([DA]) increased to ~150% of basal levels. Then, when the reward omission manipulation began, [DA] increased to ~200% basal levels. Interestingly, [DA] remained elevated during many of the rewarded trials as well as the non-rewarded trials.

These results support a prediction in a temporal difference algorithm made by Daw that, under situations of negative reward or aversion, a prolonged increase in tonic levels of DA was expected to occur (Daw et al., 2002; Daw and Touretzky, 2002). Tonic levels of DA were suggested to represent the average rate of punishment (Daw et al., 2002). The increase we observe in [DA] following the reward omission manipulation is consistent with this view; however, it does not appear consistent with why [DA] is higher during the baseline, rewarded version of the task (prior to the omission manipulation) compared to pre-task levels of [DA].
The increase in [DA] following reward omission is also consistent with other studies revealing an increase in [DA] during the extinction of a reward (Ahn and Phillips, 2007). It is worth noting that some experiments have shown no changes in [DA] during extinction (Lecca et al., 2006), while others have shown a decrease in [DA] (Ranaldi et al., 1999). Differences in [DA] during periods of non-reward across these studies are likely attributable to the marked differences in the experimental designs, differences in the types of reward being extinguished (food versus different drugs of abuse), or to differences in the frequency of collecting dialysis fractions. Additionally, most previous studies were constrained to substantially longer sampling periods (10-20 min per sample), which could obscure dynamic changes in [DA] across minutes (Kennedy, 2013).

**DA and Behavioral Vigor**

Another hypothesis in the reinforcement learning field is that tonic levels of [DA] track the average rate of rewards and thereby determine the vigor of responding (Niv, 2007; Niv et al., 2007). Our results, which show that DA levels remain above baseline during the majority of non-rewarded and rewarded trials following the reward omission manipulation, initially appear incongruent to this hypothesis, since there is explicitly not a relationship between reward rate and tonic levels of DA. However, an integral component of Niv and colleagues’ theory is that response rates are optimized by balancing the desire to obtain rewards quickly and the costs of effort and time. Importantly, slow responding delays reward acquisition; therefore, sluggish responding results in the cost of wasted time (Choi et al., 2014). Therefore, in situations when reward rate is high, it can be advantageous for hungry subjects to vigorously respond to obtain as much reward as possible, since slower responding accrues the cost of time spent
not earning rewards (Niv et al., 2005). Just as the “cost of sloth” can be detrimental when one is hungry and potential reward rate is high (Niv et al., 2007), lazy behavior can be counter-productive when hungry and resources are low. So when reward is unexpectedly omitted, invigorated behavioral responding may be advantageous to energize the hungry animal to examine what changes have occurred in the environment and to explore other potential avenues of acquiring reward.

Consistent with this logic, our data reveal that as [DA] increases during reward omission, response vigor also increases. In fact, there is a linear relationship between response vigor and [DA] throughout the test session. Subjects completed the ratio requirement of lever pressing faster when DA levels were higher. Therefore, while under some circumstances, response vigor may be greater during periods of high reward (Niv et al., 2007), this does not preclude the possibility that response vigor could increase during other salient environmental factors, such as the omission of an expected reward. In fact, reacting to diminished resource availability or aversive situations might require just as much, if not even higher, levels of invigorated behavior. Supporting this notion, other studies have observed increased DA in the NAc during aversive situations (Louilot et al., 1986; Horvitz, 2000; Levita et al., 2002; Badrinarayan et al., 2012). Interestingly, the increases in [DA] during aversive conditions were higher when animals had the opportunity to escape the situation (Rada et al., 1998). Additionally, depletions of NAc DA (McCullough et al., 1993) or the administration of DA receptor antagonists (Prinssen et al., 1996; Natesan et al., 2006) are sufficient to attenuate escape behavior, suggesting a necessary role of DA in the NAc for active avoidance. Finally, research utilizing viral
gene therapy with DA deficient mice has shown that striatal DA is necessary for both the acquisition and maintenance of instrumental shock avoidance (Darvas et al., 2011).

With the wealth of data revealing increased DA transmission in the NAc during aversive events that correspond to increases in behavioral responses, DA cannot merely be tracking reward rate or mediating only appetitive behaviors. Perhaps the most parsimonious explanation consistent with the aforementioned studies is that tonic, extracellular levels of DA in the ventral striatum may scale the appropriate motivational vigor of behavior, regardless of whether the valence is appetitive or aversive. A number of factors including motivational state, reward availability, potential predation, and other dynamics of the current environment would likely contribute to tonic levels of DA in the ventral striatum and motivational vigor. This interpretation is consistent with the “opportunity cost of time” theory (Niv, 2007), since when the cost of slow responding is too high, the solution is more vigorous responding (Niv, 2007). Therefore, it is plausible that, regardless of valence of the situation, tonic DA levels in the NAc may signal the vigor of behavioral actions, which could be higher during appetitive or aversive situations.

**DA and the Balance of Exploration versus Exploitation**

A fundamental issue in decision making is determining what the best course of action is for the current state of the environment. This issue holds true for a wide range of circumstances and is applicable to human and non-human animals (March, 1991; Cohen et al., 2007; Fang and Levinthal, 2009). In a foraging environment, individuals do not always have complete knowledge of all available options; therefore, they need to explore the environment. While spending time investigating the environment is necessary, there is the cost of time and potentially wasted opportunities of gathering
resources (Beeler et al., 2012). Animals have to balance the amount of time spent exploring the environment to learn about the options versus the amount of time actively obtaining and consuming resources. Even after an animal has initially explored its options, resource availability can unexpectedly change. Therefore, individuals face the decision of continuing a strategy that is currently working or exploring alternative options, which may be superior or may be worse. This trade-off has been termed the exploration-exploitation dilemma (Laureiro-Martínez et al., 2010). Strongly favoring either an exploration-focused strategy or an exploitation-dominant can lead to suboptimal results (March, 1991; Laureiro-Martínez et al., 2010); a balance between the two is important, and which strategy is optimal depends on the environmental state.

Generally, if the current environment is stable and one’s strategy is yielding plenty of reward, exploiting knowledge of the current environment and strategy can be the optimal choice. However, if conditions are changing, exploring may be more advantageous to gain new information and discover other possible outcomes (Humphries et al., 2012). This framework poses clear predictions for subjects’ behavior in the present study. Initially, since subjects have undergone many days of training for the task, errors during baseline performance of the cued choice trials should be minimal. However, when environmental contingencies change following the reward omission manipulation, subjects would be expected to attempt alternative response strategies and increase exploratory behavior.

Consistent with these hypotheses, subjects accurately perform the baseline version of the task making very few errors on cued choice trials and sampling from both levers during free choice trials. Critically, following the reward omission manipulation, rats
exhibited more exploratory behaviors and appeared to employ different response strategies. Specifically, subjects pressed the non-illuminated lever significantly more times during cued-choice trials for the lever signaling reward omission than during cued-choice trials for the rewarded lever. Rats also spent more time in the back of the operant chamber, changed behavioral focus more frequently, and spent a greater amount of time rearing during periods of reward omission. Together, these behavioral results support the idea that uncertain environments should bias behavior towards exploration and alternative strategies.

This exploration-exploitation trade-off has led to a theory in which DA is proposed to regulate the balance between exploration and exploitation (Humphries et al., 2012). Specifically, Beeler and colleagues have suggested that DA modulates the target of behavioral energy along an explore-exploit axis and a conserve-expend axis. Reward is argued to determine the distribution of energy expenditure across these axes (Beeler et al., 2012). This theory suggests that when DA is high, energy is expended and behavior focused toward exploration. Conversely, when DA is low, behavioral energy is conserved and current knowledge is exploited. A stream-lined version of this hypothesis is that tonic levels of DA regulate thrift; specifically, increasing DA decreases thriftiness, whereas decreasing DA increases thriftiness (Beeler, 2012). Supporting this hypothesis, when given a choice between a lower effort lever and a high effort lever, hyperdopaminergic (DA transporter knock-down) mice will lever press the higher effort lever more than wild-type mice (Beeler et al., 2010). Importantly, learning deficits do not appear to account for differences in behavior between the two strains of mice.
If tonic levels of DA regulate behavior across the explore-exploit axis, changes in these behaviors would be expected to correspond to the changes in [DA]. Consistent with this prediction, we observed significant correlations between [DA] and three measures of exploratory behavior, specifically, the percentage of time rearing, amount of time spent in the back of the operant chamber, and number of times in which rats switched behavioral activities. However, no significant relationship between [DA] and different response strategies (such as choosing the non-illuminated lever or ceasing to respond) was observed. Overall, these results are consistent with the interpretation that DA may control the balance between exploration and exploitation (Humphries et al., 2012); however, future studies are needed to determine the causal role of manipulations of tonic DA transmission on these specific behaviors.

Conclusion

The current study tested a number of predicted relationships between DA and behavior and, importantly, changes in response to manipulations of reward availability. While we have shown that tonic levels of DA increase during reward omission, at least under the current experimental parameters, [DA] does not purely track reward rate, since [DA] remains elevated during many of the rewarded trials as well. However, [DA] in the NAc does correspond to changes in motivational vigor and a number of exploratory behaviors. Together, these findings support a role of tonic DA in the NAc in behavioral flexibility (Beeler et al., 2014).
**Figure 3.1.** Operant, reward seeking task to model foraging behavior.  
**A&B** During the baseline version of this task, rats could earn 1 reward pellet by choosing the lever under the illuminated cue light on cued choice trials (A) or by pressing either lever on free choice trials (B).  
**C&D** During the reward omission session, the reward normally resulting from a correct response on one lever is omitted (C). The same lever will cease to be reinforced during the free choice trials as well (D). During the microdialysis session, all subjects received 18 trials of the baseline version of the task (A-B). Then, the reward omission manipulation began (C-D), which persisted for the duration of the session. A control group of animals received the rewarded, baseline task (A-B) for the entire session.
Figure 3.2. Dopamine transmission, choice behavior, and response vigor during the switch from the rewarded task to reward omission. **A)** Initially, [DA] increases above basal levels during the baseline, rewarded version of the task. Then, there is a further increase in [DA] following unexpected reward omission, which persists throughout the majority of the session. **B-D)** Choice behavior during the test session. During the baseline trials, subjects press both levers equally (B). However, following the reward omission manipulation, rats develop a robust preference for the rewarded option (C) and decrease responding on cued-choice trials for the non-rewarded option (D). **E)** The amount of reward earned does not account for changes in [DA]. **F-G)** However, the changes in [DA] do correspond to changes in vigor (defined as amount of time it takes to complete lever pressing). When [DA] increases during the first block of reward omission, response vigor simultaneously decreases (F). Furthermore, there is a correlation between
[DA] and response vigor throughout the session and across trial types (G). Error bars represent standard error of the mean. n.s. = not statistically different, * $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$. 
Figure 3.3. Changes in [DA] correspond to behavioral allotment between the exploitation of knowledge and the exploration of new options. A) Amount of time spent engaging the reward predictive cues. B) Percentage of time engaging the cues signaling
no reward availability. C) Changes in [DA] organized in 3 min bins to facilitate comparisons with behavior. D) Percentage of cued choice trials in which subjects made “incorrect” responses, which includes pressing the non-illuminated cue light or not pressing either lever. E) Percentage of time subjects exhibited rearing behavior. F) Relationship between rearing behavior and [DA]. G) The number of times subjects changed their behavioral focus from one activity to another. H) Correlation of switching behavioral focus with changes in [DA]. I) Changes in percentage of time spent exploring the back half of the chamber away from the cues and food port. J) Relationship between [DA] and time exploring the back half of the chamber. Error bars represent standard error of the mean. n.s. = not statistically different, † = 0.076, *p < 0.05, **p < 0.01, ***p <0.001.
CHAPTER 4:
PHASIC CHANGES IN DOPAMINE TRANSMISSION IN THE NUCLEUS ACCUMBENS CORE FOLLOWING UNEXPECTED REWARD OMISSION

Introduction

In chapter 3, we demonstrated that reward omission causes an increase in tonic levels of dopamine (DA) in the nucleus accumbens (NAc) lasting many minutes, and that these increases correspond to changes in motivational vigor and exploratory behaviors. While such increases in DA concentration ([DA]) may be necessary to invigorate the animal to search for reward elsewhere, the temporal precision of these changes is not adequate to signal which lever is being extinguished. Here, we explore the DA transmission dynamics occurring on a sub-second time course during the same behavioral paradigm.

Based upon a number of elegant electrophysiology studies recording from a sub-population of putative midbrain DA neurons, these neurons have been proposed to signal reward prediction errors (Schultz, 2002). When an unexpected reward is received or an outcome is better than expected, DA neurons have been shown to burst fire; whereas, when an outcome is worse than predicted, these neurons can exhibit a pause in firing (Schultz et al., 1997; Matsumoto and Hikosaka, 2009). These observations have provided a potential neurobiological substrate for temporal difference learning. Specifically, these phasic changes in neural activity have been proposed to mediate...
learning about the change in reward (Schultz, 2002; Bromberg-Martin et al., 2010b; Steinberg et al., 2013) or the incentive value of rewards (Flagel et al., 2011; Berridge, 2012). While most of the electrophysiology studies have been done in non-human primates, these prediction errors have also been observed in rats (Hyland et al., 2002b; Roesch et al., 2007), and similar effects have been detected in the human ventral striatum using fMRI to detect changes in BOLD signal (McClure et al., 2003; Haruno et al., 2004; Abler et al., 2006), suggesting a common mechanism across these species.

Fast-scan cyclic voltammetry (FSCV) studies recording changes in extra-cellular [DA] have revealed that a number of DA transmission dynamics in the NAc are consistent with predictions made about DA release by electrophysiological studies. For example, when an unexpected reward is received, a phasic increase in DA release occurs, termed reward-evoked DA, and if a cue predicts the reward, as animals learn the relationship between the cue and reward, the increase in [DA] transfers to the reward-predictive cue (Day et al., 2007). These patterns of DA transmission have been observed for Pavlovian conditioned stimuli (Day et al., 2007; Flagel et al., 2011; Clark et al., 2013) as well as discriminative stimuli requiring an operant response to obtain the reward (Day et al., 2010; Gan et al., 2010; Wanat et al., 2010; Sugam et al., 2012). Very recently, DA release in the NAc has been shown to encode the reward prediction error term (Hart et al., 2014); however, it is noteworthy the timing of the detected reward prediction error DA signal in that study occurred 2 sec after reward onset (later than electrophysiology studies would predict).

Furthermore, the magnitude of cue-evoked DA has been shown to track the relative utility of currently available options. For example, cue-evoked DA can be higher
for discriminative stimuli signaling the availability of a larger reward versus an option in which less reward is available (Gan et al., 2010). Additionally, cue-evoked DA has been shown to track effort-related costs, whereby there is greater cue-evoked DA to discriminative stimuli signaling a low effort option versus a high effort option (Day et al., 2010).

Here, using fast-scan cyclic voltammetry (FSCV), we examine changes in DA release in the NAc during our reward omission paradigm. We hypothesize that the omission of an expected reward may be coded through decreases in DA in the NAc. Additionally, we hypothesize that the cue-evoked DA for the extinguished option would decrease throughout the session if it signals the value of the available outcomes. At first, the magnitude of cue-evoked DA would be expected to be equivalent on all cued-choice trials, since the available reward from both discriminative stimuli has been equal throughout training; however, as the animal experiences and learns about the reward omission, we hypothesize that the magnitude of the cue-evoked DA on the extinguished lever would decrease, compared to cue-evoked DA on rewarded trials, throughout the session.

Methods

Subjects

Sprague Dawley rats obtained from Charles River (Winington, MA) were used as subjects for this study. Once rats were trained on the behavioral task (exactly as described in chapter 2), they underwent surgery. Out of 34 rats that underwent FSCV surgery and testing, 8 subjects rendered usable data and are included in this experiment.
Animals were kept on a 12:12 hr reverse light/dark cycle (lights off at 8am) and tested during their dark cycle. Prior to surgery, rats were pair housed, and after surgery, subjects were single housed. Subjects had free access to water in their home cages and were mildly food restricted to approximately 90% of free-feeding weight (Porter-Stransky et al., 2013). Subjects were fed daily after testing.

**Surgery**

All procedures were approved and performed in accordance with the University of Michigan Committee on the Use and Care of Animals. Subjects were anesthetized with an intramuscular injection of ketamine hydrochloride (90 mg/kg) and xylazine hydrochloride (10 mg/kg). Rats were also given the analgesic ketoprofen (5 mg/kg) and the antibiotic cefazolin (70 mg/kg).

A guide cannula (Bioanalytical Systems, West Lafayette, IN) was positioned over the NAc core (relative to bregma: 1.4 mm anterior and 1.3 mm lateral) and cemented into place. Additionally, a Ag/AgCl reference electrode (6-7 mm long) was implanted into contralateral cortex. Then, a carbon fiber microelectrode was acutely lowered through the guide cannula into the dorsal portion of the NAc (15 turns), and a bipolar stimulating electrode was lowered into the VTA (relative to Bregma: 5.2 mm posterior and 0.8 mm lateral). To optimize placement of the stimulating electrode, stimulations of the VTA (60 pulses at 60 Hz, 120 µA) were given while recording the electrically-evoked DA release in the NAc at a carbon fiber microelectrode, as previously described (Porter-Stransky et al., 2011). The average optimized position of the stimulator was 8.6 mm ventral (relative to top brain surface). Stimulators were cemented in place to facilitate electrically-evoked DA release on the day of testing, which was necessary for the chemometrics used to
convert recorded current into [DA] (Keithley et al., 2010). The carbon fiber recording electrode was removed after the stimulator was cemented into place, so that a fresh recording electrode could be used the day of testing.

**Fast-scan cyclic voltammetry**

Carbon fiber microelectrodes encased in glass capillary (exposed carbon fiber 105-125 µm) were pre-calibrating using known concentrations of DA in a flow cell (Sinkala et al., 2012). On the day of testing, these recording electrodes were lowered through the guide cannulae into fresh brain tissue in the NAc. Depth into brain is monitored by voltammetrists by the number of turns the electrodes is lowered through the standard micromanipulator (Robinson and Wightman, 2007); the average site of recordings was 17.5 turns into brain (recording sites are depicted in Fig. 4.1). A triangular waveform ramping from -0.4 V to +1.3 V and back to -0.4 V was applied against the implanted Ag/AgCl reference electrode at 60 Hz for 20 min and then 10 Hz for an additional 10 min to facilitate electrode stabilization. Throughout the experiment, changes in current were recorded 10 times per second.

Since FSCV captures changes in current from the oxidation and reduction of a variety of electro-active compounds, changes in current specifically due to DA can be extracted using principle components regression (Heien et al., 2004; Keithley et al., 2010). To facilitate this process, electrically-evoked DA release was elicited by stimulation of the VTA before and after the experiment, as previously described (Porter-Stransky et al., 2011). Additionally, a few unexpected pellets were given to subjects, since these are known to reliably evoke transient increases in [DA] in the NAc (Day et al., 2007; Clark et al., 2013). Details about the chemometric analyses are provided below.
Behavioral testing

Behavioral testing during FSCV recordings was conducted as described in chapter 3. Subjects first completed 18 trials of the baseline version of the task (Fig. 3.1A-B). Then, the reward omission manipulation began where one lever was extinguished while the other lever continued to be reinforced as usual (Fig. 3.1C-D). To facilitate comparison with the results of the microdialysis experiment, trials were blocked during FSCV testing the same way as during the microdialysis experiment (Fig. 3.2A).

Histology

After FSCV experiments, lesions were made at the same depth in the brain as the recording occurred (Robinson and Wightman, 2007), since carbon fiber microelectrodes do not leave tissue damage detectable with light microscopy (Khan and Michael, 2003; Peters et al., 2004). Brains were sliced 50 µm thick on a cryostat. Electrode placements were examined under 10x magnification with a light microscope (Leica, Buffalo Grove, IL). Recording sites are depicted in Figure 4.1.

Data Analysis

Conversion of recorded current into dopamine concentration

Recorded current was converted into changes in [DA] using chemometric analysis with principle components regression (Heien et al., 2004; Keithley et al., 2009). Since both DA and pH can both substantially contribute to changes in recorded current, DA and pH were included into the chemometric analysis. DA traces were obtained from electrically-evoked DA release in vivo and pellet-evoked DA (by giving an unexpected reward to the rat). Following electrically-evoked DA release, a shift in pH is often
observed (Michael et al., 1998; Phillips et al., 2003). This conveniently provides example traces in pH for each electrode. Examples of both acidic and basic changes in pH were included into the pH component of the chemometric analysis, since both are observed during the experiments. Malinowski’s F-test was used to determine the number of factors to keep in the regression model (Keithley et al., 2010).

Since FSCV works through background subtracting out a large current, traces are depicted as changes (Δ) in [DA]. Consistent with previous studies (Day et al., 2010), data “snippets” were created for each trial and aligned to the illumination of the cue lights. As a rule, the lowest point in the 5 sec prior to cue light illumination was chosen as the point to background subtract. Therefore, bar graphs indicating DA values are relative to this pre-cue point. Any data points that exceeded the Qα value in the residual analyses were excluded (Keithley et al., 2010). To examine changes in DA during reward delivery and reward omission, snippets of changes in [DA] for each trial were realigned to lever retraction, which occurred immediately after the operant response was completed.

**Statistical Analyses**

Changes in [DA] traces between reward delivery and reward omission were calculated using a linear mixed model because of its ability to properly handle correlated, repeated measures data (Aragona et al., 2008; Aragona et al., 2009). The baseline value for detecting significant changes in [DA] during reward delivery and reward omission was the [DA] value when the operant response concluded (time point 0 in Fig. 4.3B).

Cue-evoked DA was quantified in two ways. Consistent with previous studies (Gan et al., 2010), the peak cue-evoked DA was determined by the highest point within 2
sec of the cue light illuminating (although, here, the peak was generally observed 0.3 -
0.6 sec after the onset of the cue light, as seen in Figs. 4.2-4.6). Additionally, since DA
release has been shown to last up to a few seconds after a behaviorally-relevant event
(Wanat et al., 2010; Wanat et al., 2013; Hart et al., 2014), we examined changes in DA
during the 5 sec period while the cue lights were illuminated before levers were available
by quantifying area under the curve (AUC). For comparisons in which there were only
two conditions, paired t-tests were used.

To examine changes in behavior, cue-evoked DA, and relative [DA] during
reward delivery versus reward omission across the 3 blocks, repeated measures ANOVAs
were used with Bonferroni corrections applied to post hoc tests. Subjects whom did not
have data in one or more conditions in the time course analyses were excluded from these
comparisons, as not to skew the within subject statistical tests. For all analyses, and $\alpha$
level of 0.05 was used, and statistical analyses were performed using IBM SPSS
Statistics 21 (Armonk, NY) and GraphPad Prism (La Jolla, CA).

Results

To examine changes in sub-second DA transmission during unexpected reward
omission, FSCV was conducted in the NAc of rats. Fig. 4.1 depicts the recording sites.
Placements of the carbon fiber microelectrode were in the NAc core for 7 rats, and 1
placement was on the borderline of the medial NAc shell. Data from this recording site
did not appear different from those fully in NAc core, so the shell placement was
combined with the core placements and included in the analyses below.
During the FSCV test session, subjects first received 18 baseline trials in which both levers were equally reinforced. Subjects completed cued choice trials for both the left and right levers equally (Fig. 4.2A; \( t_(7) = 0.189, p = 0.856 \)). Similarly, on free choice trials, subjects pressed both levers, not demonstrating a significant preference for one lever over the other (Fig. 4.2B; \( t_(7) < 0.001, p = 1.000 \)). The average changes in [DA] are shown in Fig. 4.2C. As expected, peak cue-evoked DA release did not significantly differ across baseline trial types (Fig. 4.2D; \( F_(2,12) = 0.615, p = 0.557 \)). Finally, there was not a statistically significant change in [DA] when the reward pellets were delivered (Fig. 4.2E; linear mixed model, \( p > 0.05 \) at all time points).

After the baseline trials concluded, the reward omission manipulation began. During this portion of the session, one lever was extinguished while the other lever continued to be reinforced. The same lever was reinforced on cued choice and free choice trials for each subject, although which lever was extinguished was counterbalanced across subjects. Consistent with the experiment in chapter 3, subjects reduced responding on cued choice trials for the non-rewarded lever over the course of the session (Fig. 4.3A; main effect, \( F_(1,19) = 66.385, p < 0.001 \)). Initially, before subjects had learned about the extinguished lever, subjects completed both trial types equally (block 1, \( p = 0.583 \)). Then, throughout the second and third blocks, subjects completed significantly fewer non-rewarded cued choice trials (Fig. 4.3A; blocks 2 and 3, \( p < 0.001 \)).

During block 1 when subjects were experiencing unexpected reward omission for the first time, there was a significant decrease in [DA] when the anticipated reward was omitted (Fig. 4.3Bi.; linear mixed model, \( p < 0.05 \) for time points 3.0 – 4.6 on graph, \( p < 0.1 \) at time points 2.2-2.8 and 4.8). On cued rewarded trials, a brief increase in [DA] was
detected when the reward was delivered (Fig. 4.3Bi.; \( p = 0.029 \) at time point 2.4). During the second block, which is when subjects began to reduce responding on the non-rewarded lever, there were no significant changes in [DA] during reward delivery or reward omission (Fig. 4.3Bii.; \( p > 0.05 \) at all time points). By the third block, subjects rarely pressed the non-illuminated lever (Fig. 4.3A). On the rare occasion that they did choose the non-rewarded lever, a decrease in [DA] after the reward omission was seen (Fig. 4.3Biii.; \( p \leq 0.05 \) at time points 4.4-6.0). There were no statistically significant changes in [DA] when subjects received the rewarded in block 3 (Fig. 4.3Biii.; \( p > 0.05 \) at all time points). DA transmission at the moment of reward delivery on rewarded trials significantly differed from the same time point in non-rewarded trials when the reward was omitted during the first block; however, DA transmission did not statistically differ during blocks 2 and 3 (Fig. 4.3C; main effect, \( F_{(1,16)} = 8.587, p = 0.010 \); block 1, \( p = 0.007 \); block 2, \( p = 0.453 \); block 3, \( p = 0.168 \)). Together, these data reveal phasic changes in [DA] in the NAc core that are consistent with reward prediction errors.

Fig. 4.4A shows the average changes in [DA] on rewarded and non-rewarded, cued choice trials during blocks 1 (i.), 2 (ii.), and 3 (iii.). Consistent with behavioral performance, cue-evoked DA did not initially differ between the two trial types during the first block. However, by the second and third blocks, when subjects were responding differently on these trials (Fig. 4.3A), cue-evoked DA began to differentiate between the two discriminative stimuli (Fig.4.4A-C). During blocks 2 and 3, the overall DA transmission during the 5 sec presentation of the discriminative stimulus (Fig. 4A), quantified by area under the curve, was lower to the cue light signaling no reward availability compared to the cue light signaling reward would be available (Fig. 4.4B;
main effect, $F_{(1,15)} = 6.360, p = 0.023$; block 1, $p = 0.985$; block 2, $p = 0.027$; block 3, $p = 0.077$). Additionally, the peak cue-evoked DA was significantly different between rewarded and non-rewarded cued choice trials during the last block (Fig. 4C; main effect, $F_{(1,15)} = 4.323, p = 0.055$; block 1, $p = 0.567$; block 2, $p = 0.123$; block 3, $p = 0.022$). Together, these results demonstrate that cue-evoked DA in the NAc tracks the changing value of discriminative stimuli.

In chapter 3 we showed that during the cued, non-rewarded trials, subjects employed alternative response strategies, such as pressing the non-illuminated lever (Fig. 3.3D). Here, we replicated this effect; on some cued, non-reward trials subjects chose the illuminated lever, while other times choosing the non-illuminated lever (Fig. 4.5A). While neither response resulted in a reward, rats did choose the illuminated lever more often than the non-illuminated lever (Fig. 4.5B; $t_{(6)} = 2.804, p = 0.031$). DA transmission differed on these cued choice trials depending on which lever the subject choose (Fig. 4.5C). Even before the rats could press the lever, the peak cue-evoked DA was higher on trials in which subjects subsequently pressed the illuminated lever than on trials in which the pressed the non-illuminated lever (Fig. 4.5D, $t_{(6)} = 2.804, p = 0.031$).

During the free choice trials, subjects could choose either the rewarded lever or the non-rewarded lever (Fig. 4.6A). Consistent with our previous experiments, rats developed a strong preference for the rewarded option during free choice trials (Fig. 4.6B; $F_{(1,19)} = 89.507, p < 0.001$), that was evident during all three blocks (block 1, $p = 0.019$; block 2, $p < 0.001$; block 3, $p < 0.001$).
DA transmission during the free choice trials was very similar to that on cued choice trials for the rewarded lever and was higher than on cued choice trials for the non-rewarded option (Fig. 4.6C). The DA transmission on the trials was separated into two groups based upon the animals’ responses (choosing the rewarded versus the non-rewarded option). Since subjects rarely chose the non-rewarded lever during blocks 2 and 3, there were not enough trials to do proper time course analyses on the free choice trials, so the data below are from all three blocks combined. [DA] appeared less on the non-rewarded trials compared to the rewarded trials (Fig. 4.6D); however, there was more variation in average [DA] in the non-rewarded trials (likely due to a much smaller sample size of trials in which they chose the non-rewarded option; Fig. 4.6B). The peak cue-evoked [DA] for free choice trials did not significantly differ between trials in which subjects choose the rewarded lever versus the non-rewarded lever (Fig. 4.6E).

Discussion

**Decreased DA transmission during the omission of an expected reward**

Using FSCV, we examined the sub-second DA transmission dynamics in the NAc as subjects experienced the omission of an expected reward and developed a behavioral preference for the rewarded option. Consistent with the predictions made by electrophysiology studies of putative midbrain DA neurons (Schultz et al., 1997; Bromberg-Martin et al., 2010b) and a recent FSCV study (Hart et al., 2014), DA transmission decreased when expected rewards were omitted (Fig. 4.3B-C).

DA has been hypothesized to function as a teaching signal, detecting when violations of expectation occur (Hollerman and Schultz, 1998). If DA detects violations
of expectation, then the decreased DA transmission during reward omission would be predicted to dissipate as subjects learned about this contingency switch and the omission was no longer surprising. Importantly, the reduced [DA] during reward omission was most evident during the first block of the session, when the omission of reward was most unexpected, and this effect disappeared by the second block (Fig. 4.3B-C). Critically, the “negative prediction error” in the DA corresponds to learning measured by changes in behavior. Specifically, the decrease in [DA] was strongest during the first block when subjects were responding and expecting reward; however, it disappeared by the second block when subjects decreased responding on the non-rewarded lever. This finding is consistent with electrophysiology experiments revealing that the decreases in DA neuronal activity to reward omission lessen as the omission becomes expected (Roesch et al., 2007).

Some have questioned whether dips in [DA] in terminal regions from a pause in the firing rate of DA neurons are detectable or substantial enough to function as a reliable learning signal (Niv and Schoenbaum, 2008). Indeed, the baseline firing rate of classical DA neurons in the rat is low, less than 10 Hz (Hyland et al., 2002a; Pan et al., 2008), and the magnitude of increases in firing rate can be much greater than decreases in firing rate. To elucidate if the small reductions in DA transmission during the omission of an expected reward are functionally relevant for the observed changes in behavioral response to reward omission, we are conducting a follow up experiment utilizing optogenetics in transgenic rats whereby a brief optical stimulation is given during the reward omission to counteract the dip in DA transmission on non-rewarded trials.
Since the phasic decreases in [DA] are small in magnitude compared to phasic increases, the downstream mechanisms that signal this information are likely quite different. Phasic increases in DA release are thought to stimulate low-affinity, D1-like receptors, whereas phasic decreases in [DA] are hypothesized to be signaled through decreased binding at high-affinity, D2-like receptors (Bromberg-Martin et al., 2010b; Dreyer et al., 2010). Indeed, modeling data have shown that phasic decreases in [DA] briefly reduce D1- and D2-like receptor occupancy to 0% (Dreyer et al., 2010). While phasic decreases in DA may affect both families of DA receptors, the decreased binding at D2-like receptors is likely the receptor class that is functionally affected, since these receptors have a high affinity to DA and high baseline occupancy (Richfield et al., 1989).

Supporting this mechanism of action, in chapter 5 we show that preventing a decrease in DA tone at D2-like receptors through site-specific microinfusion of D2-like, but not D1-like, agonists dose-dependently prevents the behavioral preference for the rewarded option (Porter-Stransky et al., 2013).

It is important to note that while the predominant view in reinforcement learning is that phasic decreases in [DA] signal a negative prediction error that could function as a teaching signal, this is not the only plausible explanation. The change in [DA] to the omission of an expected reward could potentially signal other qualities such as motivational disappointment (Berridge, 2012), frustration (Amsel, 1958, 1962), or even aversion (Daly, 1974; McCutcheon et al., 2012). Indeed, DA transmission in the NAc has been shown not to be necessary for all types of learning (Palmiter, 2007). Utilizing naturally occurring individual differences in the propensity to attribute incentive value to reward predictive stimuli, it has been shown that DA is specifically involved in the
attribution of incentive motivational qualities to cues (Flagel et al., 2011). Therefore, reduced DA transmission during the reward omission could be signaling a decrease in the incentive value of the non-rewarded option and the cues signaling that option.

Much as the time course of decreased DA transmission during non-reward attenuates as the session progresses, and as it has been used to support DA’s role in learning, the same logic could be applied to the alternative theories of DA. The reduction of incentive value, disappointment, or frustration could all be expected to be most intense during the first few experiences of the omitted reward (i.e. during block 1) and reduce intensity through the session, mapping onto the time course of changes in DA transmission throughout the session (Fig. 4.3B-C). Therefore, while emphasis has been biased to the learning theories of DA since they have provided clear predictions of phasic DA transmission, there are definitely other plausible, competing interpretations for the role of phasic DA transmission in the NAc. Much follow up research is needed to parse apart the specific functions of phasic DA transmission in the NAc on motivated behavior.

**Changes in cue-evoked DA transmission as subjects learn about the extinguished option and alter behavioral responses**

Since many of the original electrophysiology studies used simpler, non-choice tasks, there had been a paucity of research on if and how DA codes decision making and choice behavior (Niv et al., 2006). Over the past few years, more studies have incorporated choice tasks to determine the relationship between DA and specific actions. Some studies have revealed that cue-evoked DA codes the best available option, regardless of which option is chosen (Roesch et al., 2007; Day et al., 2010). Others,
however, have suggested that DA codes which option will be chosen, thereby playing a more prominent role in decision making (Morris et al., 2006).

Here, we found that during free choice trials, cue-evoked DA did not differ based upon the subsequent action of the rat (Fig. 4.6E). This finding is consistent with other studies indicating that DA signals the best available option (Roesch et al., 2007; Day et al., 2011; Sugam et al., 2012). However, an important caveat is that subjects chose the non-rewarded lever significantly less often during the free choice (Fig. 4.6B), and, specifically in this paradigm, subjects rarely choose the non-rewarded lever during free choice trials after the first block (Fig. 3.2C). Therefore, while these data appear most consistent with the notion that cue-evoked DA signals the best available option, this finding does not preclude the possibility that cue-evoked DA could differentiate between options. Indeed, there were not enough free choice trials in which subjects divided their responding between the two options across the session blocks to perform time course analyses on free choice trials. For this very reason, cued choice trials were included in the test session. Since subjects continue to respond during cued choice trials for the non-rewarded lever (Fig. 4.3A) longer than during free choice trials (Fig. 4.6B), these cued choice trials provide a larger sample to compare changes in DA and behavior between rewarded and non-rewarded trials across the session.

During the first third of the test session, cue-evoked DA was equal between the rewarded and non-rewarded trials (Fig. 4.4B-C), during which subjects were still responding equally on rewarded and non-rewarded cued choice trials (Fig. 4.3A). As subjects gained experience with the reward omission, cue-evoked DA began to differentiate between the two options and changes in behavioral responses emerged.
Specifically, subjects reduced responding on the non-rewarded lever (Fig. 4.3A), and DA transmission decreased to the cue light signaling no available reward compared to the cue light signaling reward availability (Fig. 4.4B-C). These data demonstrate that as learning about contingency changes occurs (or as the non-rewarded option loses incentive value), the magnitude of cue-evoked DA updates, reflecting the new value of the available options.

To elucidate if the magnitude of cue-evoked DA predicted behavioral response within a trial type, we analyzed differences in cue-evoked DA on non-rewarded trials when subjects pressed the illuminated lever (which was considered a correct response and rewarded during training) versus pressing the non-illuminated lever (which was an incorrect, non-rewarded response during training and testing). Peak cue-evoked DA significantly differed when the cue-evoked DA was grouped by subjects’ subsequent responses on each trial (Fig. 4.5). On average, cue-evoked DA was higher when subjects choose the illuminated lever than the non-illuminated lever (Fig. 4.5C-D). This demonstrates a relationship between variations in cue-evoked DA for a single cue and the response strategy that subjects would choose for a given trial.

**Conclusion**

Here, we demonstrated that sub-second changes in [DA] in the NAc code when violations of expected outcomes occur. Additionally, DA transmission to cues predicting the ability of reward updates as subjects learn about the changing value of the options signaled by these cues. Together, the changes in cue-evoked DA in this study demonstrate that as reward contingencies change, this DA signal in the NAc can differentiate among the value of the attainable options within trials based on the cues.
presented in each trial. In these ways, DA transmission in the NAc appears to be both predictive of what outcomes are available (and in some cases which option will be chosen) and reactive when expected outcomes do not occur.
Figure 4.1. FSCV recording sites in the NAc (n = 8).
Figure 4.2. Baseline behavior and DA transmission prior to reward omission. **A&B** Behavioral performance on cued choice trials (A) and free choice (B) trials. **C** Average changes in [DA] during baseline trials aligned to cue light onset (at 5 sec into file). **D** Average peak cue-evoked DA relative to before cue onset. **E** Average changes in [DA] during reward delivery (for all trial types). Graphs indicate mean ± SEM, n.s. = not statistically different.
Figure 4.3. DA transmission on cued choice trials during the omission of a previously expected reward. A) Percentage of cued choice trials in which subjects responded on the illuminated lever. Throughout the session, subjects consistently completed cued choice trials for the rewarded lever (green) with near perfect accuracy; however, they significantly decreased responding on cued choice trials for the non-rewarded lever (red). B) Average DA transmission aligned to the completion of the operant response (time 0). On rewarded trials, the pellet was delivered 2 sec after the levers recessed. C) Changes in [DA] relative to a pre-cue baseline during the moment of reward delivery or omission. Graphs indicate mean ± SEM, * $p < 0.05$, ** $p < 0.01$, *** $p < 0.05$, † $p < 0.1$, n.s. = not statistically different.
Figure 4.4. Time course of changes in cue-evoked DA transmission between rewarded and non-rewarded cued choice trials. A) Average DA traces during cued rewarded trials (green) and cued non-rewarded trials (red) during block 1 (i.), block 2 (ii.), and block 3 (iii.). B) Differences in cue-evoked DA measured by area under the curve during the 5 sec before the levers became available (i.e. between the dotted gray lines in A for each block). C) Peak cue-evoked DA during each block. Graphs represent mean ± SEM, n.s. = not statistically different, †p = 0.077, *p < 0.05, **p < 0.01, ***p = 0.001.
Figure 4.5. Differential DA transmission on non-rewarded, cued choice trials correspond to behavioral response. 

A) Two possible behavioral responses on non-rewarded, cued choice trials. 

B) Response allocation on the two available levers during the cued choice trials for the non-rewarded lever. 

C) DA transmission on non-rewarded, cued choice trials. 

D) Average peak cue-evoked DA on non-rewarded cued choice trials based upon subject’s subsequent response on each trial. Graphs represent mean ± SEM, n.s. = not statistically different. ** $p < 0.01$. 
Figure 4.6. Changes in DA and behavior during free choice trials.  
A) The two available response options during free choice trials.  
B) Behavioral preferences during free choice trials.  
C) Comparison of DA transmission during free choice and rewarded and non-rewarded cued choice trials (all blocks combined).  
D) DA transmission during free choice trials based upon which lever subjects chose.  
E) Average peak cue-evoked DA on free choice trials.
CHAPTER 5:
REDUCTIONS IN D2 RECEPTOR TONE IN THE NUCLEUS ACCUMBENS
MEDIATE BEHAVIORAL PREFERENCES FOR THE OPTIMAL CHOICE
FOLLOWING UNEXPECTED REWARD OMission

Introduction

Neurobiologically, mesolimbic dopamine (DA) has been strongly implicated in motivated behavior (Nicola, 2007; Berridge, 2012). Although DA has long been known to be involved in appetitive, reward-seeking behaviors (Schultz, 1998; Brown and Peters, 2004; Phillips et al., 2007a; Dalley and Everitt, 2009), there is growing evidence that mesolimbic DA is also involved in aversive motivation (Young, 2004; Anstrom et al., 2009; Badrinarayan et al., 2012; Salamone and Correa, 2012). Previous studies have demonstrated that the reduction or omission of an expected reward is a salient and even aversive event that can significantly alter behavior (Tinklepaugh, 1928; Miller and Stevenson, 1936; Amsel, 1958; Daly, 1974; Kerfoot et al., 2008), and aversive responses to reward omission are phylogenetically ancient (Vindas et al., 2012). While the nucleus accumbens (NAc) core has been shown to mediate behavioral flexibility (Cardinal et al., 2001; Corbit et al., 2001; Floresco et al., 2006a; Haluk and Floresco, 2009), little is known about the role of DA in this system following decreased responding when reward is omitted (Annett et al., 1989; Reading and Dunnett, 1991).
Electrophysiological recordings demonstrate phasic reductions in firing rate by conventional putative DA neurons [projecting to the NAc core (Ikemoto, 2007; Lammel et al., 2008)] when an expected reward is omitted (Schultz et al., 1997; Roesch et al., 2007), and this is believed to cause a phasic decrease in DA concentration ([DA]) in terminal regions. Modeling data demonstrate that these phasic decreases reduce D1- and D2-like receptor occupancy to 0% (Dreyer et al., 2010). The impact of reducing DA receptor tone has been understudied, and which DA receptor subtype impacts behavior following unexpected reward omission remains unknown. However, phasic decreases in [DA] are hypothesized to preferentially alter D2-like receptor occupancy, since these receptors have greater affinity for DA (Richfield et al., 1989), and therefore a higher baseline occupancy (Dreyer et al., 2010; Marcellino et al., 2012). It has therefore been suggested that behavioral alterations resulting from phasic decreases in [DA] are mediated by D2, but not D1, receptors (Frank, 2005; Bromberg-Martin et al., 2010b).

Here, we utilized the same behavioral task as used in the previous three chapters allowing subjects to “forage” for reward in two different locations (two spatially distinct levers). We tested the aforementioned hypothesis by administering D1- and D2-like receptor agonists and antagonists into the NAc core prior to the first sessions of the reward omission.

Methods

Subjects

A total of 122 male, Sprague-Dawley rats (251-275 g at beginning of experiment) were used in these experiments. Rats were obtained from Charles River Laboratories
Animals were kept on a 12:12 hr reverse light-dark cycle. Experiments were run daily between 9:00 and 17:00 during the dark phase.

Mild food restriction was employed to train rats to lever-press for the food reward. Since rats naturally continue growing, daily feeding accounted for natural growth over time, which was important to maintain consistent motivation levels throughout the experiment. Subjects were food restricted to ~90% of their free feeding weight accounting for natural growth (Baker et al., 2012). Natural growth curves for free-feeding male and female rats were obtained from Charles River Laboratories (Winington, MA). After the operant session each day, rats were weighed and fed based on their weight between 15:30 – 16:30 each day during the dark cycle. Rats had free access to water in their home cages.

**Surgery**

All procedures were conducted in accordance with the National Institute of Health Guide for the Care and Use of Laboratory Animals and were approved by the University of Michigan Committee on the Use and Care of Animals. Subjects in the behavioral pharmacology experiment underwent surgery after initial behavioral training. They were returned to free-feeding the day prior to surgery. On the day of surgery, rats were anesthetized with an intramuscular injection of ketamine hydrochloride (90 mg/kg) and xylazine hydrochloride (10 mg/kg) and implanted with 22 gauge bilateral stainless-steel guide cannulae (Plastics One, Roanoke, VA) above the NAc core (AP = +1.4 mm and ML = +1.3 mm relative to bregma; DV = -3.0 from surface of the skull). Guide cannulae were permanently fixed in place with two stainless-steel surgical screws and dental
acrylic. Stainless-steel obturators flush with the end of the guide cannulae were inserted until the experimental day. After surgery, all subjects were given ketoprofen (5 mg/kg) for pain relief and ad libitum access to food and water until fully recovered.

Once fully recovered from surgery (as determined by the return of normal weight gain), food restriction resumed, and subjects were re-trained on the FR4 operant task for a minimum of 4 days or until stable performance (defined as a minimum of 3 consecutive days with at least 90% accuracy on each trial type) on the task was observed. Obturators were removed, cleaned, and reinserted daily to keep the cannulae unclogged.

Drugs and Microinfusion Procedure

Since the behavioral manipulations in this study previously have been shown to phasically alter putative DA neurons (Schultz et al., 1997) projecting to the NAc core (Ikemoto, 2007), we extensively examined the effects of DA transmission in the NAc core on changes in behavior resulting from reward omission. We tested two doses of a variety of dopaminergic agents. The D1-like receptor agonist SKF-38393 (0.1, 1.0 µg), D1-like receptor antagonist SCH-23390 (0.1, 1.0 µg), D2-like receptor agonist quinpirole (0.1, 1.0 µg), and D2-like receptor antagonist eticlopride (0.1, 1.0 µg) were chosen, and doses were selected based on previous studies showing these compounds to be behaviorally relevant when infused into this brain region, especially at the higher dose (Wolterink et al., 1993; Ranaldi and Beninger, 1994; Swanson et al., 1997; Pezze et al., 2007; Haluk and Floresco, 2009; Moreno et al., 2013; Stopper et al., 2013). These drugs were obtained from Sigma Aldrich (St. Louis, MO) and dissolved into sterile saline (Haluk and Floresco, 2009). Drugs were mixed fresh each day of behavioral testing (i.e. the experimental day).
On the day of behavioral testing, stainless-steel injectors (28 gauge) attached to PE-20 polyethylene tubing (Plastics One, Roanoke, VA) were inserted into the secured guide cannulae and extended approximately 3.5 mm below the tip of the guide cannulae (i.e. into fresh tissue), resulting in accurate targeting of the NAc core (see Fig. 5.1). Each subject received a bilateral infusion into the NAc core (saline control, \( n = 6; 0.1 \mu g \) SCH-23390, \( n = 6; 1.0 \mu g \) SCH-23390, \( n = 6; 0.1 \mu g \) SKF-38393, \( n = 7; 1.0 \mu g \) SKF-38393, \( n = 6; 0.1 \mu g \) eticlopride, \( n = 7; 1.0 \mu g \) eticlopride, \( n = 9; 0.1 \mu g \) quinpirole, \( n = 8; 1.0 \mu g \) quinpirole, \( n = 5 \)). The infusion volume of 0.5 µL per side was delivered over 60 sec via a 10 µL Hamilton syringe (Reno, NV) and Harvard Apparatus pump (Holliston, MA). Injectors remained in place for an additional 60 sec following the end of the infusion to allow the drug to diffuse; then, injectors were removed, obturators were reinserted, and behavioral testing began 10 min later (Haluk and Floresco, 2009; Hanlon et al., 2010). To ensure that observed drug effects were not attributed to drug spreading outside of the NAc core, a subset of quinpirole (i.e. the drug that produced a robust behavioral effect) subjects \( (n = 7) \) received the effective dose of quinpirole, except in a smaller volume \( (1.0 \mu g/0.3 \mu L \) per side), infused into the core. Additionally, to determine if the quinpirole effect was unique to the NAc core subregion or more broadly to the NAc, additional rats \( (n = 6) \) received the effective dose of quinpirole \( (1.0 \mu g \) quinpirole/0.3 µL) into the medial shell. The volume of 0.3 µL was chosen since previous work has successfully utilized this volume to study nucleus accumbens core versus shell differences in the rat (Pulvirenti et al., 1994; Pierce and Kalivas, 1995; Floresco et al., 2006a; Floresco et al., 2008). This is important, since many studies have revealed differences in core versus
shell regulation in motivated behavior (Di Chiara, 2002; Meredith et al., 2008; Reynolds and Berridge, 2008; Aragona et al., 2009).

In total, sixty-seven subjects with accurate bilateral injector placements in the NAc core were included in the analyses (saline controls, \( n = 6 \); 0.1 \( \mu g \) SKF-38393, \( n = 7 \); 1.0 \( \mu g \) SKF-38393, \( n = 6 \); 0.1 \( \mu g \) quinpirole, \( n = 8 \); 1.0 \( \mu g \) quinpirole, \( n = 12 \); 0.1 \( \mu g \) SCH-23390, \( n = 6 \); 1.0 \( \mu g \) SCH-23390, \( n = 6 \); 0.1 \( \mu g \) eticlopride, \( n = 7 \); 1.0 \( \mu g \) eticlopride, \( n = 9 \)). Six subjects receiving 1.0 \( \mu g \) quinpirole had placements in the NAc medial shell and were included in analyses.

### Locomotor Testing

Since drugs acting on DA receptors in the NAc can alter general locomotor activity, which could affect behavioral performance and therefore impact the results, we tested the locomotor effects of the higher dose (1.0 \( \mu g \)) of each chosen D1-like and D2-like receptor agonists and antagonists. A separate drug-naive group of rats was used so that drug infusions were made into fresh, undamaged tissue, since previous work has shown decreased spread of drug effect from repeated microinfusions (Mahler et al., 2007; Richard and Berridge, 2011). These subjects (total \( n = 48 \)) were implanted with guide cannulae as described above. A between-subjects design, whereby each subject only received one drug, was utilized to exclude the possibility of sensitization effects (Henry et al., 1998; Vezina, 2004). Once fully recovered from surgery, subjects were maintained at approximately 90% of their free-feeding weight so they would be in the same motivational state as those tested in the behavioral pharmacology experiments.
Consistent with previous work (Badiani et al., 1995; Crombag et al., 1999), locomotor testing was conducted in plastic rectangular cages (45 x 24 x 18 cm) with a block in the center so rats could only explore the perimeter of the cage. These cages were equipped with photobeams to quantify two measures of locomotor activity: total number of photobeam breaks and number of crossovers, defined as moving from one end of the cage to the other. Crossovers captured locomotion across the cage and not the repetitive disruption of a single photobeam (Robinson and Camp, 1987; Paulson et al., 1991). Subjects were run in waves of 6-8 rats with saline control animals in every wave to account for any potential variation across days testing sessions (which is why more saline control rats were tested than drug treatments). Forty-nine rats received infusions, which were conducted as described above (saline controls, \( n = 20 \); 1.0 µg SKF-38393, \( n = 7 \); 1.0 µg quinpirole, \( n = 9 \); 1.0 µg SCH-23390, \( n = 7 \); 1.0 µg eticlopride, \( n = 5 \)) and locomotor activity was monitored for 1 hr, the same length of time as the operant reward-seeking sessions. One outlier was excluded, so 48 subjects were included in analysis.

**Histology**

Upon completion of operant and locomotor testing, all subjects were euthanized with an overdose of ketamine delivered intraperitoneally, and brains were extracted for histological verification. After soaking in formalin solution, brains were rapidly frozen and sliced on a cryostat in 50 µm sections. Brain sections were stained with cresyl violet and viewed under 10x magnification. Placements were identified by where the end of the tract from the injector tip was located and compared to the Paxinos & Watson brain atlas (Paxinos and Watson, 1998).
Statistics

Statistical analyses were done using SPSS Statistics 19 (IBM, Armonk, NY), and data were graphed using GraphPad Prism version 5.0 (San Diego, CA). Statistical significance for all statistical tests was defined with an α level of 0.05. Bonferroni corrections were applied to post-hoc tests to reduce the risk of Type I errors (Sarter and Fritschy, 2008).

Two-way (multivariate) ANOVAs and post-hoc tests with Bonferroni corrections were used to examine the effects of drugs and doses on choice preference during free choice and forced choice trials. Since the 0.3 µL and 0.5 µL volumes of 1.0 µg quinpirole in the NAc core did not statistically differ from each other, they were combined to increase power to confidently interpret the null result. Because of the robust effect of reward omission and the increased sample size of quinpirole subjects from combining both infusion volumes in the core, the quinpirole-induced blockade of the development of a behavioral preference is interpretable, and the likelihood of it being a Type 2 error is very low. Specifically, the effect of reward omission on behavioral preference is very robust causing a statistically significant choice preference in groups with as few as five subjects, and throughout the study the robust behavioral effects of reward omission were replicated in behavior-only subjects as well as in many of the drug treatment groups.

Additionally, one-way ANOVAs were used to analyze performance on specific trial types (free choice trials choosing non-rewarded lever and rewarded forced choice trials) among drug and control conditions. Dunnett’s post hoc tests were used to compare...
drug groups to controls. Locomotor data were analyzed using a one-way ANOVA with planned contrasts (Gonzalez, 2009).

**Results**

**Pharmacologically holding D2-like, but not D1-like, receptor tone in the NAc core prevents a behavioral preference for the rewarded option during unexpected reward omission**

Reward omission has been shown to alter the firing of putative DA neurons (Schultz, 1998; Waelti et al., 2001; Matsumoto and Hikosaka, 2009) which should affect DA transmission in the NAc core (Ikemoto, 2007). To test whether the effects of altering DA receptor tone are indeed differentially mediated in a receptor specific manner within the NAc core, multiple doses of D1-like and D2-like receptor agonists and antagonist were microinfused into the NAc core (see Fig. 5.1A for a representative image and corresponding cartoon representation) 10 min prior to the first session of reward omission. Specifically, subjects received bilateral microinfusions of saline (Fig. 5.1B), the D1-like agonist SKF-38393 (Fig. 5.1C), the D2-like agonist quinpirole (Fig. 5.1D), the D1-like antagonist SCH-23390 (Fig. 5.1E), or the D2-like antagonist eticlopride (Fig. 5.1F). Two doses of each drug were tested (see methods for justifications of chosen doses).

If a decrease in occupancy of either D1- or D2-like receptors is necessary for establishing a preference for the better option (Dreyer et al., 2010), then both the D1- and D2-like receptor agonists should block the choice preference for the more optimally rewarded option. However, if only D2-like receptors are necessary for suppressing responding to the omitted reward lever [as would be predicted by (Frank et al., 2004;
Bromberg-Martin et al., 2010b; Hikida et al., 2010)], then the D2-, but not D1-like, receptor agonist would be expected to prevent a choice preference for the rewarded lever. Multiple research groups have suggested that decreases in [DA] preferentially affect D2-like receptors, because D2-like receptors have a higher affinity for DA (Richfield et al., 1989) and higher basal occupancy (Dreyer et al., 2010) than D1-like receptors.

Indeed, drug treatment had a significant effect on preference behavior during free choice trials (main effect of drug treatment, $F_{(8,58)} = 3.084$ $p = 0.006$; interaction of choice preference and drug dose received, $F_{(8,56)} = 2.665$, $p = 0.015$). Comparable to behavior only subjects (Fig. 2.2B), control rats that received infusions of saline into the NAc core exhibited a robust preference for the rewarded lever on free choice trials (Fig. 5.2A; $p < 0.001$). Neither dose of the D1-like receptor agonist prevented subjects from exhibiting a significant preference for the rewarded lever (Fig. 5.2B; 0.1 µg SKF-38393, $p = 0.003$; 1.0 µg SKF-38393, $p < 0.001$). However, administration of the D2-like receptor agonist dose-dependently prevented a behavioral preference for the rewarded lever during the first session of reward omission, with the higher dose being the effective dose (Fig. 5.2C). Subjects receiving the lower dose of quinpirole developed a moderate preference for the rewarded lever ($p = 0.048$), but the higher dose of quinpirole attenuated the development of a choice preference during unexpected reward omission ($p = 0.213$). These data support the hypothesis that phasic decreases in DA transmission from unexpected reward omission (Schultz, 1998; Pan et al., 2008) have functional consequences at high affinity D2-like receptors (Richfield et al., 1989) necessary for altering behavior (Frank, 2005).
In contrast to infusions of DA agonists which can functionally hold DA tone stable at specific DA receptor subtypes, administration of DA antagonists were largely without effect in this behavioral paradigm. Similarly to controls, subjects receiving either dose of the D1-like receptor antagonist displayed a significant behavioral preference for the rewarded lever (Fig. 5.2D; 0.1 µg SCH-23390, \( p = 0.002 \); 1.0 µg SCH-23390, \( p < 0.001 \)). Subjects that received either dose of the D2-like receptor antagonist also developed a preference for the rewarded lever (Fig. 5.2E; 0.1 µg eticlopride, \( p = 0.016 \); 1.0 µg eticlopride, \( p = 0.041 \)).

In addition to examining the effects of D1-like and D2-like agonists and antagonists on the development of behavioral preferences for the rewarded lever, we also compared how frequently subjects receiving each drug chose the omitted-reward lever. Rats receiving either dose of the D2-like, but not D1-like, receptor agonist chose the lever yielding no reward significantly more times than controls during free choice trials (Fig. 5.2F; main effect of drug treatment, \( F_{(8,58)} = 2.782, p = 0.011 \); Dunnett’s post-hoc comparisons: 0.1 µg quinpirole, \( p = 0.047 \); 1.0 µg quinpirole, \( p = 0.004 \); 0.1 µg SKF-38393, \( p = 0.311 \); 1.0 µg SKF-38393, \( p = 0.994 \)). To determine whether the quinpirole effect on choice preference persisted throughout the session, we divided the free choice trials into two blocks and analyzed the percentage of trials in which subjects receiving 1.0 µg quinpirole chose the non-reinforced lever compared to controls. Quinpirole subjects chose the non-rewarded lever significantly more times than controls during both blocks of trials (Fig. 5.2F inset; block 1, \( t_{(16)} = 2.879, p = 0.011 \); block 2, \( t_{(16)} = 2.620, p = 0.019 \), demonstrating that quinpirole attenuated responding for the optimal choice throughout the session.
Although no significant changes were seen in subjects receiving the D1-like antagonist (0.1 µg SCH-23390, \( p = 0.514 \); 1.0 µg SCH-23390, \( p = 0.926 \)), subjects receiving the higher (\( p = 0.042 \)) but not lower (\( p = 0.162 \)) dose of the D2-like antagonist chose the lever yielding no reward a modest but significant number of times more than controls. However, this was likely attributable to the significantly altered locomotor activity and/or motivation resulting from eticlopride (see locomotor results below). Indeed, subjects in the high eticlopride dose group completed fewer rewarded forced choice trials than controls (Fig. 5.2G; \( p = 0.047 \)), while no statistical differences were seen among any of the other groups (\( F_{(8,58)} = 2.848, p = 0.010 \); 0.1 µg eticlopride, \( p = 1.000 \); 0.1 µg SCH-23390, \( p = 0.988 \); 1.0 µg SCH-23390, \( p = 0.702 \); 0.1 µg SKF-38398, \( p = 1.000 \); 1.0 µg SKF-38398, \( p = 1.000 \); 0.1 µg quinpirole, \( p = 0.919 \); 1.0 µg quinpirole, \( p = 1.000 \)). This supports the interpretation that differences in performance of eticlopride rats (from D2-like receptor blockage within the NAc core) were at least partially attributable to other effects of the drug. It is important to emphasize that we utilized such high doses, despite their locomotor impairments, to demonstrate that such manipulations have no impact on altering behavioral choice in this paradigm.

Similarly to behavior-only controls (Table 2.1), saline controls (Fig. 5.2H, \( p = 0.009 \)) and D1-like receptor agonist groups (Fig. 5.2I; 0.1 µg SKF-38393, \( p = 0.001 \); 1.0 µg SKF-38393, \( p = 0.015 \)) completed significantly fewer forced choice trials for the omitted reward lever than for the rewarded lever. The D2-like receptor agonist, however, dose-dependently altered performance on forced choice trials (Fig. 5.2J). Subjects receiving the lower dose of quinpirole completed fewer forced choice reward-omitted trials (Fig. 5.2J; \( p = 0.019 \)), while the higher dose caused no statistically significant
reduction in performance (Fig. 5.2J; \( p = 0.217 \)) on forced choice trials even though subjects were not receiving a reward on these trials. Similarly to controls, both D1-like (Fig. 5.2K, 0.1 µg SCH-23390, \( p = 0.015 \), 1.0 µg SCH-23390, \( p < 0.001 \)) and D2-like (Fig. 5.2L; 0.1 µg eticlopride marginally significant, \( p = 0.063 \); 1.0 µg eticlopride, \( p = 0.001 \)) receptor antagonist groups completed fewer forced choice trials for the omitted reward lever than for the rewarded lever. These results further support the interpretation that preventing a reduction of D2-, but not D1-like, receptor tone precludes the alteration in reward-seeking strategy in this task when a “foraging patch” is depleted.

Since reward omission can cause subjects to avoid the quadrant of the chamber containing the omitted-reward lever (Fig. 2.6A), videos of the sessions of subjects receiving the higher dose of each drug were analyzed to determine the effects of DA receptor agonists and antagonists on which quadrants of the chamber rats were occupying throughout the reward omission sessions (see Fig. 2.1A). Similarly to behavior-only controls (Fig. 2.6A), saline controls spent significantly more time in the quadrant containing the rewarded lever than the quadrant containing the non-reinforced lever (Fig. 5.2M; \( p = 0.011 \)). As expected, subjects receiving the D1-like agonist also spent significantly less time in the omitted-reward lever quadrant than the rewarded lever quadrant (Fig. 5.2N; \( p = 0.013 \)). However, subjects receiving the D2-like agonist spent equivalent time in the quadrants containing the rewarded and omitted levers (Fig. 5.2O; \( p = 0.333 \)). Also, similarly to controls, subjects infused with the D1-like (Fig. 5.2P; \( p = 0.004 \)) or D2-like (Fig. 5.2Q; \( p = 0.012 \)) antagonists spent significantly less time the quadrant containing the non-reinforced lever compared to time spend in the quadrant containing the rewarded lever.
Together, these results strongly suggest that holding D2-, but not D1-like, receptor tone stable prevents a choice preference for the reinforced option following a reward omission manipulation, and these data are consistent with previous work revealing that higher (1.0 or 10.0 µg) but not lower (0.1 µg) doses of quinpirole into the NAc core impairs strategy set shifting and reversal learning, which are other important assays of behavioral flexibility (Haluk and Floresco, 2009). Although basal, steady-state levels of DA have been estimated to be in the low (6–20) nanomolar range (Kawagoe et al., 1992; Sam and Justice, 1996; Shou et al., 2006; Owesson-White et al., 2012), the higher dose of quinpirole is likely better maintaining D2-like receptor tone to prevent the putative phasic reduction in D2-like receptor occupancy during reward omission (Hong and Hikosaka, 2011). Our findings support the hypothesis that a phasic reduction in D2-like receptor signaling is necessary for guiding motivated behavior away from suboptimal choices (Frank, 2005; Bromberg-Martin et al., 2010b; Dreyer et al., 2010).

To investigate whether the quinpirole-induced lack of a preference for the rewarded option during reward omission (Fig. 5.3A) was due to impairment in learning about the omitted reward, rats were tested drug-free in a second reward omission session the following day. If quinpirole caused a learning deficit, quinpirole subjects when tested drug-free would be expected to choose the suboptimal option more times than controls since they would have to learn about the contingency switch during the second session. Conversely, if quinpirole impaired the expression of the behavioral preference without impairing learning, quinpirole subjects when tested drug free would be expected to immediately perform as well as controls during the second, drug-free session of reward
omission, since learning would have occurred even though the expression of the behavioral preference was not observed during the first session (Fig. 5.3A).

During the second reward omission session when subjects did not receive any microinfusions, a robust behavioral preference was observed for the rewarded lever during free choice trials (Fig. 5.3B, main effect, $F_{(1,59)} = 1,032.841, p < 0.001$; Bonferroni post hoc results of all drug conditions was $p < 0.001$). Regardless of drug treatment the previous day, subjects chose the omitted reward lever infrequently on free choice trials (Fig. 5.3C); no significant differences in percentage of free choice trials choosing the omitted reward lever were observed compared to controls ($F_{(8,60)} = 1.146, p = 0.347$). Additionally, subjects did not differ in number of times they chose the omitted reward option during the first five free choice trials of the second session compared to controls ($F_{(8,60)} = 1.629, p = 0.136$), demonstrating that all subjects, including those who had received quinpirole, performed similarly during the beginning of the second session regardless of previous drug treatment. These results support the interpretation that the D2-like agonist attenuated the behavioral preference for the optimal choice during reward omission without impairing learning about the omitted reward.

Both the NAc core and shell subregions facilitate the development of a behavioral preference during unexpected reward omission through reduction of DA tone at D2-like receptors

Subregions of the NAc, primarily the NAc core and shell, are anatomically and functionally distinct (Kelley, 1999; Zahm, 1999; Di Chiara, 2002; Aragona et al., 2006; Ikemoto, 2007; Aragona et al., 2008; Aragona, 2011). The NAc core and shell subregions can serve different roles in certain types of behavioral flexibility (Floresco et
al., 2006a). Since the NAc shell can facilitate memory of arousing experiences, such as a significant reduction in expected reward (Kerfoot et al., 2008), and it recently has been shown that under certain experimental conditions aversive stimuli phasically decrease [DA] in the shell (McCutcheon et al., 2012), we investigated whether the effect described above, demonstrating that the D2-like receptor agonist prevents the development of a behavioral preference for the rewarded option, is unique to the NAc core or whether it is also true in the NAc shell.

Since 1.0 µg quinpirole (0.5 µL volume) in the NAc core blocks the development of a choice preference during reward omission (Fig. 5.2C), we infused this effective dose, but at a smaller volume (0.3 µL), into the NAc core or medial shell prior to the first session of reward omission (Fig. 5.4A; core, n = 7, shell, n = 6). Neither the main effect ($F_{(1,11)} = 2.818, p = 0.121$) nor the interaction of choice behavior by subregion ($F_{(1,11)} = 0.152, p = 0.704$) was significant, demonstrating that D2-like agonism in both the NAc core and medial shell attenuates a choice preference for the rewarded option following unexpected reward omission (Fig. 5.4B). Indeed, while control subjects displayed a robust preference for the rewarded lever ($t_{(7)} = 5.347, p = 0.001$), subjects receiving quinpirole into the core ($p = 0.363$) or shell ($p = 0.186$) did not significantly prefer the rewarded lever compared to the non-reinforced lever.

**General locomotor-effects of quinpirole are not responsible for the lack of choice preference following unexpected reward omission**

To examine if the quinpirole-induced blockade of the development of the behavioral preference during reward omission was attributable to alterations in locomotor activity caused the drug, separate groups of drug-naive rats received bilateral
microinfusions of saline or the D1-like or D2-like receptor agonists or antagonists (1.0 µg/0.5µL) into the NAc core. Each subject received only one drug to exclude the possibility of sensitization effects (Henry et al., 1998; Vezina, 2004). Locomotor behavior was monitored for 1 hr – the identical length of time as the operant task. Two measures of locomotor activity were recorded: the total number of photobeam breaks and the number of “crossovers” (see methods for details).

One-way ANOVAs revealed that drug treatment significantly affected locomotor activity assessed by total number of beam breaks (Fig. 5.5A; $F_{(4,42)} = 7.88$, $p < 0.001$) as well as total number of crossovers (Fig. 5.5B; $F_{(4,42)} = 6.866$, $p < 0.001$). Specifically, D1-like activation within the NAc core significantly increased (beam breaks, $p = 0.002$; crossovers, $p = 0.001$) while D1-like blockade (beam breaks, $p = 0.007$; crossovers, $p = 0.043$) and D2-like blockade (beam breaks, $p = 0.025$; crossovers, $p = 0.044$) significantly decreased the number of photobeam breaks and crossovers compared to controls (Fig. 5.5A&B). D2-like activation (via quinpirole), however, did not significantly alter locomotor activity (beam breaks, $p = 0.715$; crossovers, $p = 0.687$).

Both number of beam breaks and crossovers reveal similar effects of the drugs on locomotor activity. Indeed, there was a significant and robust correlation between these two measures (Fig. 5.5C; $r_{(45)} = 0.971$, $p < 0.001$). The similarity between beam break and crossover data within each drug treatment demonstrates that these variables are highly reliable measures of general locomotor activity and are sensitive to alterations from dopaminergic drugs.
These locomotor data demonstrate that all doses of the dopaminergic agents used were sufficient to modulate behavior in a predicted way. Consistent with the literature, both D1- (McGregor and Roberts, 1993; Baldo et al., 2002; Haluk and Floresco, 2009) and D2-like antagonists (Boye et al., 2001; Haluk and Floresco, 2009) significantly decreased locomotor activity. Conversely, the D1-like agonist significantly increased locomotor activity, consistent with previous work (Dreher and Jackson, 1989; Phillips et al., 1995; David et al., 2004). Quinpirole, as expected (Haluk and Floresco, 2009; Stopper et al., 2013), did not significantly alter locomotion. While quinpirole did not affect general locomotion here, it is noteworthy that its effects appear to be more variable: some have detected that quinpirole site-specifically infused into the NAc modestly increased (Dreher and Jackson, 1989; Phillips et al., 1995) or decreased (David et al., 2004) locomotor activity.

Since quinpirole did not significantly alter locomotor activity, the quinpirole-induced attenuation of the behavioral preference during reward omission cannot be attributed to drug effects on locomotor activity. And, importantly, the lack of effects from all other dopaminergic drugs tested in the behavioral choice paradigm was not due to insufficient doses, because the doses utilized were sufficient to alter general locomotor behavior in expected ways.

Although the dopaminergic drugs were given at behaviorally relevant doses (Fig. 5.5A&B), response latencies of subjects during free choice trials in the reward omission experiment revealed that the locomotor effects of these drugs did not affect the ability of subjects to perform the operant response (Fig. 5.5D). Only the high dose (1.0 µg) of SCH-23390 revealed a trend for increasing response latency ($p = 0.062$). Response
latencies of subjects receiving the other drugs and doses did not significantly differ from controls (one-way ANOVA: $F_{(8,59)} = 3.000, p = 0.007$; $0.1 \mu g$ SKF-38398, $p = 0.995$; $1.0 \mu g$ SKF-38398, $p = 0.970$; $0.1 \mu g$ quinpirole, $p = 0.641$; $1.0 \mu g$ quinpirole, $p = 0.994$; $0.1 \mu g$ SCH-23390, $p = 0.668$; $0.1 \mu g$ eticlopride, $p = 1.000$; $1.0 \mu g$ eticlopride, $p = 1.000$).

Together, these data demonstrate that the dopaminergic manipulations on choice behavior were not attributable to general locomotor effects of the drugs.

**Discussion**

**Reduction of D2-like receptor tone in the NAc mediates behavioral preferences for optimal choices**

When an expected reward is omitted, conventional DA neurons [known to project to the NAc core (Ikemoto, 2007; Lammel et al., 2008; Liss and Roeper, 2008; Lammel et al., 2011)] phasically decrease their firing rate (Schultz et al., 1997; Schultz, 1998; Pan et al., 2005; Roesch et al., 2007; Pan et al., 2008). This is associated with a decrease in [DA] in the forebrain terminal regions to which they project (Ikemoto, 2007; Dreyer et al., 2010), such as the NAc core (Day et al., 2007). Decreases in striatal [DA] are hypothesized to have greater functional consequences to D2-like receptors because these receptors have greater affinity for DA (Richfield et al., 1989; Marcellino et al., 2012) and therefore a higher baseline occupancy compared to low affinity D1-like receptors (Frank, 2005; Bromberg-Martin et al., 2010b; Hong and Hikosaka, 2011).

A reduction in D2 receptor tone has been hypothesized to promote action suppression and No-Go learning (Frank, 2005; Bromberg-Martin et al., 2010b). D2 expressing neurons are predominantly in the indirect pathway (Gerfen and Surmeier,
2011) and have been shown to mediate aversive learning (Hikida et al., 2010). Recently, it has been shown that freezing behavior to an aversive stimulus is strongly associated with phasic decreases in [DA] within the NAc core (Badrinarayan et al., 2012; Oleson et al., 2012), and optogenetic depolarization of neurons expressing D2 receptors within the dorsomedial striatum [a region which shows similar DA transmission dynamics as the NAc core (Brown et al., 2011)] causes mice to instantaneously freeze (Kravitz et al., 2010). Moreover, mice will avoid a trigger activating neurons that express D2 receptors within this region (Kravitz et al., 2012). These recent studies suggest that phasic reductions in [DA] may activate D2 expressing neurons in the NAc core and may, at least in part, mediate aversive motivated behavior.

Here, using site-specific microinfusions of D1- and D2-like receptor agonists and antagonists, we found that only the D2-like agonist quinpirole dose-dependently prevented the rapid expression of a behavioral preference for the rewarded option. Importantly, the locomotor effects of quinpirole are not responsible for the lack of a behavioral preference. Administration of the D1-like agonist or D1- or D2-like antagonists did not impair the development of a preference for the rewarded lever, which is consistent with previous work demonstrating that DA blockade does not affect the ability of rats to choose a larger reward (Salamone et al., 1994). These findings further support the hypothesis that guiding motivated behavior away from aversive cues is mediated through a phasic reduction in the occupancy of D2-like receptors.

Parkinson’s disease, which occurs when DA neurons degenerate, can cause cognitive impairments in addition to the well-known motor impairments (Rana et al., 2013). Our finding that D2-like agonists attenuate the avoidance of a sub-optimal choice
is consistent with and has implications for research examining reinforcement learning in Parkinson’s patients. Specifically, when off their medications in a DA depleted state, Parkinson’s patients have been observed to be better at learning to avoid negative outcomes than positive outcomes; however, when on their medications, primarily D2-like agonists, they did not learn as well from negative feedback (Frank et al., 2004; Cools et al., 2006; Cools et al., 2007; Voon et al., 2010). Importantly, fMRI studies reveal that DA agonists which disrupt learning from negative feedback in Parkinson’s patients correspond to smaller decreases in ventral striatal activity in response to losses (Voon et al., 2010). In combination with our results, these data strongly support the idea that performance in avoiding suboptimal choices is attenuated by D2-like agonists filling in the phasic dips in DA from reward omission (Frank et al., 2004).

In addition to binding to post-synaptic D2-like receptors, quinpirole also binds to pre-synaptic D2 autoreceptors. Binding of D2-like agonists to autoreceptors can decrease basal levels of DA (Kalivas and Duffy, 1991; Pierce et al., 1995; Koeltzow et al., 2003) and decrease stimulated phasic DA release in the dorsal striatum (Joseph et al., 2002; O'Connor and Lowry, 2012) as well as in the NAc core and shell (Maina and Mathews, 2010). In the present study, even though basal levels of DA may be altered due to quinpirole’s effects at autoreceptors, D2-like tone at post-synaptic receptors would be maintained. Indeed, the effective dose of quinpirole in attenuating the preference for the rewarded option is in the range of doses that are presumed to bind to post-synaptic D2-like receptors (Swanson et al., 1997; Boschen et al., 2011). Therefore, regardless of the amount of DA being released, the post-synaptic D2-like receptors would be expected not to functionally experience the reduced binding from decreased levels of DA since the
quinpirole would be bound to these receptors, and the results of this study support this interpretation.

Indeed, basal levels of DA are sufficient to inhibit D2-expressing indirect pathway neurons (Surmeier et al., 2011), and quinpirole inhibits such neurons (Hooper et al., 1997). Together, in combination with the quinpirole attenuation of behavioral response to reward omission, these data are consistent with the hypothesis that decreases in DA, which would preferentially affect high-affinity D2-like receptors (Kreitzer and Berke, 2011), are necessary for altering behavior away from a sub-optimal choice.

**Conclusion**

The present experiments demonstrate that the omission of an expected reward is a salient, aversive event prompting a robust preference for the rewarded option. The expression of this behavioral choice preference is dose-dependently attenuated by a D2-, but not D1-like, agonist in the NAc. These results support the hypothesis that phasic reductions in [DA], as would occur during the omission of an expected reward, preferentially affect D2-like receptors. Specifically, decreased occupancy of D2-like receptors in the NAc facilitates motivated behavior that drives animals away from a non-rewarded option.
Figure 5.1. Histological verification of injectors targeting the NAc core. A) Representative image of injector placement and corresponding cartoon image. B-F) Placements of injector tips in the NAc core where drug was infused prior to the first session of reward omission. Black circles represent control saline infusions (B). Color circles indicate where the D1-like agonist (C), D2-like agonist (D), D1-like antagonist (E), and D2-like antagonist (F) were infused into the NAc core. Orange circles indicate 1.0 µg of drug, and cyan circles represent 0.1 µg of drug.
Figure 5.2. Disrupting D2-, but not D1-like, receptor tone in the NAc core prevents the rapid development of behavioral preference for the rewarded option during unexpected reward omission. A-E) Similarly to controls (A), subjects receiving either dose of the D1 agonist (B) or the D1 or D2 antagonists (D and E, respectively) expressed a significant preference for the rewarded lever. However, the D2 agonist dose-dependently blocked...
the normally robust behavioral preference for the rewarded lever (C). **F** Interfering with D2-, but not D1-like, receptor tone resulted in rats choosing the non-reinforced lever more often than controls (white bar) during free choice trials. Inset demonstrates that the disruption of D2-like receptor tone via quinpirole affects choice preference throughout the session. **G** Only the higher dose of eticlopride reduced the number of correctly completed forced choice trials for the rewarded lever compared to controls. **H-L** During reward omission, subjects completed fewer forced choice trials for the non-reinforced lever than for the rewarded lever. Much like controls (H), subjects administered with either dose of the D1-like receptor agonist (I) displayed reduced performance on non-rewarded forced choice trials. The higher, but not lower, dose of the D2 agonist prevented the relative decrease in performance on non-reinforced compared to rewarded forced choice trials (J). Subjects receiving the D1-like (K) or D2-like (L) receptor antagonists completed fewer forced choice trials for the non-rewarded lever, similarly to controls. **M-Q** During reward omission, rats avoided the quadrant of the chamber containing the omitted-reward lever, spending more time in the quadrant containing the rewarded lever. Similarly to controls (M), subjects receiving the D1 agonist (N) or either the D1-like (P) or D2-like (Q) antagonist spent less time in front of the non-reinforced lever (green bars). However, the D2-like agonist (O) prevented subjects from spending significantly more time in front of the rewarded lever (gray bars). n.s. = not statistically significant, † p=0.06, *p < 0.05, **p < 0.01, ***p < 0.001. Error bars indicate mean ± SEM.
Figure 5.3. Behavioral preferences for the optimal option during the second, drug-free session of reward omission reveal that quinpirole did not block learning about the omitted reward. A) Choice preference from the first session is re-shown for comparison. B) During the second session of reward omission, rats (now drug-free) demonstrated a robust behavioral preference for the rewarded lever during free choice trials regardless of the drug they received the previous day. C-D) Drug received during the previous session did not significantly affect the percentage of free choice trials in which subjects chose the lever yielding no reward (C) or the number of times rats chose the omitted reward lever during the first 5 trials of the second switch day when subjects did not receive drug (D). n.s. = not statistically significant compared to saline controls, *$p < 0.05$, **$p < 0.01$, ***$p < 0.001$. Error bars indicate mean ± SEM.
Figure 5.4. The D2-like receptor agonist administered into the NAc core or shell prevented a behavioral choice preference during reward omission. A) Injector placements in the NAc. Black circles represent saline controls. Red circles indicate shell and blue circles indicate core placements. B) 1 µg quinpirole bilaterally infused into the NAc core or shell attenuated the development of a preference for the optimal choice. n.s. = not statistically significant. Error bars indicate mean ± SEM.
Figure 5.5. Locomotor effects of the utilized D1- and D2-like receptor agonists and antagonists. A-B) The D1-like receptor agonist increased while the D1- and D2-like receptor antagonists decreased locomotor activity compared to controls in separate, drug naive groups of rats as measured by total beam breaks (A) and crossovers (B) in a 1 hr session. The D2-like agonist did not affect locomotor behavior. C) The two measures of locomotor activity, beam breaks and crossovers, were highly correlated. D) Response latencies on free choice trials during reward omission reveal that only the higher dose of the D1-like antagonist affected performance on the task compared to controls (white bar). †p=0.06, *p < 0.05, **p < 0.01. Error bars indicate mean ± SEM.
CHAPTER 6:
GENERAL DISCUSSION

Foraging Behavior during Reductions in Reward Availability

In dynamic environments where resource availability frequently varies, animals must be able to identify changes in resource availability and employ adaptive foraging strategies. To model this behavior in the laboratory, in chapter 2, we modified an operant behavioral task (Day et al., 2010; Day et al., 2011; Sugam et al., 2013) to examine choice preferences in rats. On cued choice trials (also termed forced choice trials in the literature), subjects could earn a food reward by choosing the lever under the illuminated cue light. On free choice trials, the cue lights above both levers illuminated, and subjects could earn a reward by responding on either lever.

Once trained on this task, rats learned to discriminate between the cue lights with near perfect accuracy. Specifically, rats consistently learned to correctly complete the cue-choice trials, ensuring subjects were discriminating between the cue lights and responding on both levers. On free choice trials, when both levers were equally reinforced, we showed that rats sample equivalently from both levers (Porter-Stransky et al., 2013). On the test day, to model a rapid depletion, the reward following a correct response on one lever was omitted, while the other lever continued to be reinforced. During this first reward omission session, rats exhibited a strong behavioral preference for the rewarded option during free choice trials. Additionally, they decreased
responding on cued choice trials for the non-rewarded lever, while responding correctly on cued choice trials for the rewarded lever. This behavioral response to the reward omission manipulation remained consistent in both male and female rats and across all stages of the estrous cycle (Porter-Stransky et al., 2013).

In contrast to reward omission, some other negative manipulations of reward did not cause the same behavioral responses. If the reward following a correct response on one lever was reduced by 50% (instead of by 100%), rats did not show a choice preference for the optimal choice until the second reward reduction session (Porter-Stransky et al., 2013). These results are consistent with studies from other labs showing that the reduction of an expected reward causes a preference for the better option during the second session (Salinas et al., 1993; Salinas and White, 1998; Sastre and Reilly, 2006; Ramot and Akirav, 2012).

From an ecological perspective, if an animal is hungry and the food in one foraging patch has run out, it is imperative that the animal quickly adjust its foraging strategy, since successful foraging is paramount for fitness (Pyke, 1984). If, however, there still is food, albeit less food, there may not be the same sense of urgency in adapting foraging strategy. Optimal foraging theory would, however, predict that animals should adjust to the change in reward availability (Pyke, 1984), and, indeed, they do by the second session (Porter-Stransky et al., 2013).

Adaptive foraging behavior has been necessary for the survival of most species (Stephens and Krebs, 1986). In evolutionary history, foraging has been foremost critical in the direct acquisition of resources, such as food. However, the skills required for
adaptive foraging have likely paved the way for goal-directed cognition (Hills, 2006; Stout, 2010). Indeed, the processes that facilitate semantic memory (Hills et al., 2012), visual search (Wolfe, 2013), and human foraging (Hills et al., 2013) have ties to basic foraging behavior that predates the divergence between vertebrates and invertebrates (Hills, 2011).

**Dopamine Transmission in the Nucleus Accumbens Following Unexpected Reward Omission**

Being able to exhibit flexible, reward-seeking behavior is advantageous in the numerous aforementioned situations. Since the neurotransmitter dopamine (DA) has been heavily implicated in reward-seeking behaviors (Berridge and Robinson, 1998; Schultz, 2002; Wise, 2004; Berridge, 2012; Salamone and Correa, 2012), we conducted a series of experiments investigating DA transmission in NAc during decreased reward availability. After establishing the behavioral paradigm, as detailed in chapter 2, we sought to examine DA’s involvement in the development of behavioral preferences for the rewarded option during the extinction of one foraging option. We utilized rapid-sampling microdialysis to examine changes in levels of DA over minutes in chapter 3, fast-scan cyclic voltammetry to investigate sub-second changes in phasic DA signaling in chapter 4, and site-specific microinfusions of DA receptor agonists and antagonists in chapter 5 to elucidate which DA receptor subtype mediates the behavioral preference for the optimal choice.

**Changes in tonic [DA] captured by microdialysis**

Using one-minute sampling microdialysis coupled with high performance liquid chromatography-tandem mass spectrometry, we examined changes in extra-cellular
levels of DA in the nucleus accumbens (NAc) throughout the instrumental foraging task. During the baseline version of the task, DA concentration ([DA]) increased to ~150% of basal levels. Then, when the reward omission manipulation began, [DA] increased to ~200% basal levels. Interestingly, [DA] remained elevated during many of the rewarded as well as non-rewarded trials of the first two blocks. However, near the end of the second block, DA transmission reduced to comparable levels to the control group (Fig. 3.2A). During the third block, [DA] significantly increased only during the three minutes of non-rewarded trials, suggesting that tonic levels of DA can adjust rapidly to environmental events (Fig. 3.2A).

Previously, it had been suggested that DA may signal the hedonic value of rewards (Wise, 2004; Wise, 2008). This seemed plausible, because [DA] has been shown to increase to a number of outcomes that animals like, such as eating, mating, and taking drugs (Berridge and Robinson, 1998). Here, although [DA] increased during the microdialysis experiment, this increase in [DA] did not correlate to the number of rewards received (Fig. 3.2E), and [DA] did not track the hedonic value of the outcomes. Indeed, rats did not appear to ‘like’ when an anticipated reward was omitted; in fact, rats will lever press and jump hurdles to escape stimuli associated with reward omission (Adelman and Maatsch, 1956; Daly, 1969c, b, a, 1974) and exhibit a number of behaviors indicating that reward omission can be frustrating (Amsel, 1958, 1962; Daly, 1974) and even aversive (Papini and Dudley, 1997). Additionally, manipulations of DA transmission do not alter hedonic values measured by taste reactivity (Wyvell and Berridge, 2000; Smith et al., 2011). Together, these results refute the idea that tonic levels of [DA] in the NAc track the hedonic value of outcomes.
Additionally, [DA] in the NAc over minutes did not appear to signal reward prediction errors. While phasic decreases in [DA] are predicted to occur during the specific moment that an expected reward is omitted (Schultz, 1998), tonic levels of [DA] in the NAc actually increased, rather than decreased, during reward omission (Fig. 3.2A&F). The fact that decreases in [DA] during reward omission were not detected with microdialysis is not surprising for two reasons. First, even if basal levels of [DA] remained constant except for a few brief decreases in [DA], microdialysis would likely not be able to distinguish such a short-lasting event from noise (Schultz, 2007). Second, microdialysis is likely capturing a distinct DA signal that is different from the phasic changes (Grace, 1991; Niv et al., 2005; Niv, 2007; Niv et al., 2007).

Similarly, [DA] did not track the average rate of rewards (Niv et al., 2007) or rate of punishment (Daw et al., 2002); indeed, there was an initial increase in [DA] when subjects could work for rewards during the baseline version of the task, and then there was a further increase in [DA] when one lever was extinguished and subjects could not earn rewards (Fig. 3.2).

Consistent with theories of DA’s role in the vigor and effort of responding (Niv et al., 2005; Niv, 2007; Niv et al., 2007; Salamone et al., 2007), the increases in [DA] detected by microdialysis correlated to changes in the vigor of behavioral responding. Additionally, consistent with theories of DA in the balancing of behavioral exploration versus exploitation (Beeler et al., 2010; Beeler, 2012; Beeler et al., 2012; Humphries et al., 2012), the increases in [DA] during the reward omission session correlated with more time engaged in exploratory behaviors, measured by time rearing, time spent exploring the back half of the chamber away from the cues and reward port, and number of...
transitions from one behavioral focus to another. While the vigor and exploration/exploitation hypotheses are theoretically framed differently, these two measures may be often be related. During periods of reward omission, invigorated behavior could be adaptive to facilitate the exploration of the changing environment and motivate the animal to find alternative avenues of acquiring food.

These neurochemical and behavioral results are also consistent with an incentive motivation interpretation (Berridge and Robinson, 1998). Pharmacologically increasing DA transmission in the NAc by site-specifically administering amphetamine increases motivated behavior toward a reward predictive cue (Wyvell and Berridge, 2000) and increases how hard animals were willing to work for food (Zhang et al., 2003). The exploratory behaviors could alternatively be interpreted as increases in motivated behavior searching for and ‘wanting’ the missing reward. Alternatively, the increases in [DA] could signal an aversive motivational component of the reward omission (Amsel, 1958, 1962; Papini and Dudley, 1997; Faure et al., 2008; Richard and Berridge, 2011).

**Sub-second DA transmission measured with FSCV**

Phasic changes in DA release have been proposed to signal reward prediction errors. Specifically, when an outcome is better than anticipated, a subset of putative midbrain DA neurons reveal a phasic burst of firing; when an outcome is worse than expected, these neurons reveal a brief pause in tonic firing (Schultz et al., 1997; Roesch et al., 2007). Based upon these electrophysiology studies, phasic increases in DA release signaling positive prediction errors and phasic decreases in [DA] signaling negative prediction errors were hypothesized to occur in terminal regions (Schultz, 2002). While much research has focused on such phasic increases in DA release, fewer studies have
examined the effects of brief decreases in DA release, although decreases may be as important, behaviorally, as increases (Goto et al., 2007). Since electrophysiology cannot measure the amount of neurotransmitter release, rapid changes in [DA] needed to be measured at terminal regions in order to understand the resulting changes in neurotransmitter release from previously reported changes in the firing rate of DA neurons. Specifically, during the reward omission manipulation in the utilized behavioral paradigm, a brief decrease in [DA] was expected to occur; to test if this actually happens in the NAc, we utilized FSCV.

Consistent with the reward prediction hypothesis, a decrease in [DA] was detected during the omission of an expected reward during the first block of reward omission (Fig. 4.3Bi.). Once subjects learned about the extinguished lever and reduced responding on this lever (Fig. 4.3A), a significant decrease was no longer detected (block 2; Fig. 4.3Bii.). By the last block of the test session, subjects rarely pressed on the non-rewarded lever. On the few trials in which they did press the non-rewarded lever, a small decrease in [DA] was detected. These few trials could be due to mistakenly pressing the non-rewarded lever; alternatively, subjects could be testing if that lever was still non-rewarded or if the contingencies changed again. Additionally, as subjects gained experience with the non-rewarded lever, cue-evoked DA to the cue light signaling non-rewarded trials decreased, relative to cue-evoked DA for the rewarded option (Fig. 4.4).

*Alternative interpretations and challenges to the reward prediction theory of DA neurons*

While the theory that midbrain DA neurons signal reward prediction errors has gained strong momentum in the fields of behavioral and computational neuroscience, there is evidence that DA transmission may mediate the attribution of incentive salience
to cues rather than learning the predictive outcomes that the cues signal. Kent Berridge and Terry Robinson have pioneered the theory that DA signals the incentive salience, rather than the learned value or hedonic properties, of stimuli (Robinson and Berridge, 1993; Berridge and Robinson, 1998; Berridge et al., 2009). Indeed, there is evidence that DA is not critical for all forms of learning (Robinson et al., 2005); instead, DA is necessary for endowing reward predictive cues with incentive value and for exhibiting behaviors indicative of cues being incentive stimuli (Flagel et al., 2011; Saunders and Robinson, 2012).

Additionally, a study utilizing FSCV in subjects who differed in their propensity to attribute incentive salience to cues found different DA transmission dynamics in the NAc of these two groups (Flagel et al., 2011). Specifically, in subjects that tend to attribute incentive value to reward predictive cues (termed “sign trackers”), cue-evoked DA release to the conditioned stimulus developed over the course of sessions and became greater than DA release to the unconditioned stimulus. However, these changes did not emerge in rats for which reward predictive cues do not function as incentive stimuli (“goal trackers”). Importantly, it has been well documented that both sign trackers and goal trackers learn the associative relationship between the cue and reward (Yager and Robinson, 2013; Robinson et al., 2014), so difference in DA transmission between the two groups cannot be attributed to a deficit in learning. The DA transmission dynamics in the NAc core are consistent with the reward prediction error theory in sign trackers but not goal trackers. Because both groups learned the predictive nature of the cues and exhibited conditioned responses, if DA transmission in the NAc signals learning, then DA transmission should have been equivalent in both groups. Since DA release differed
between these two subpopulations of rats, this study suggests that DA transmission in the NAc core facilitates the attribution of incentive salience to reward predictive cues and not mere associative learning.

In light of this study, the changes in DA transmission detected in our experiments could represent changes in the incentive value of reward predictive cues. Robust cue-evoked DA was observed in the NAc of our subjects (Fig. 4.2, 4.4), similar to the sign trackers in the aforementioned study (Flagel et al., 2011). The observed decreases in [DA] during the omission of an expected reward could represent inconsistencies between the actual outcome and the expected outcome based upon the incentive stimulus. Additionally, the reduced cue-evoked DA to the non-rewarded cue could signal the loss of incentive value of the non-reinforced cue. Together, our results are consistent with the interpretation that DA is more of a motivational neurotransmitter that attributes incentive value to cues rather than a learning neurotransmitter.

A noteworthy point of divergence between our FSCV data and the classical electrophysiology studies is the time course in which the pause in neuronal firing and the decrease in [DA], respectively, occur. The pauses in firing detected by electrophysiology of midbrain DA neurons in primates have been seen to be temporally locked to the exact moment that the reward was omitted, often within ~100 ms (Schultz et al., 1997). The decrease in [DA] in the NAc that we detect with FSCV reveals a slower, longer-lasting change (Fig. 4.3B), which is consistent with another very recent FSCV study (Hart et al., 2014).
There are a few possible explanations to reconcile this difference in results between FSCV and electrophysiology studies. First, since the utilized behavioral paradigm normally delivers the reward 2 sec after the operant response is completed and the levers recess, the time-locked nature of the decrease in [DA] would be dependent on the rats’ abilities to accurately and consistently time exactly 2 sec with millisecond precision. On trials in which rats responded on the non-rewarded lever, no cues indicated precisely 2 sec after the completion of the operant response, other than the passage of time. Therefore, if their timing of 2 sec was even off by a few hundred milliseconds, the decrease in [DA] could occur at a different time. Indeed, based upon behavioral observations of subjects completing this task, we know that they generally approach the food port immediately after the lever recess, not waiting 2 sec until the reward is delivered. Second, a closer examination of the raster plots depicting the pauses in neuronal firing during the omission of an expected reward reveals that the decrease in firing does not always occur during the exact same time point during each trial; indeed, consistent with our FSCV results, the pause in neuronal firing can vary and last up to 0.5-0.75 seconds (Schultz, 2002; Roesch et al., 2007). Third, electrophysiology experiments recording from midbrain DA neurons cannot capture terminal modulation of DA release from other neurons. Therefore, it is possible that inputs from other areas are modulating DA release irrespective of the firing rate of midbrain DA neurons. Additionally, differing densities of the DA transporter can cause differences in extra-cellular [DA] (Wickens et al., 2007; Humphries and Prescott, 2010). Fourth, we now know that the classical studies revealing reward prediction errors through the firing patterns of DA neurons were only recording from a subset of DA neurons, and the midbrain population
of DA neurons is much more heterogeneous than was thought 10 years ago (Ungless et al., 2004; Margolis et al., 2006a; Lammel et al., 2008; Brischoux et al., 2009; Ungless and Grace, 2012). For example, an electrophysiology study examining reward prediction errors in the DA neurons of rats recorded from 258 neurons in the VTA and substantia nigra but only 36 of these neurons were classified as dopaminergic based upon traditional electrophysiological criteria of DA neurons (Roesch et al., 2007), although anatomical studies reveal that approximately 55% of VTA neurons and at least 88% of substantia nigra neurons are dopaminergic (Margolis et al., 2006a). Therefore, it is possible that some of the firing patterns affecting DA release in terminal regions have not been fully captured by electrophysiology.

Similarly, it has been suggested that the temporal precision of the phasic changes in DA neuronal firing occur too rapidly to actually signal reward prediction errors (Redgrave and Gurney, 2006; Redgrave et al., 2008). The phasic changes in putative midbrain DA neuronal firing can occur very rapidly, within ~100 ms (Schultz, 2002). For these changes to be signaling violations of expectation, the stimulus or outcome must be identified by the brain in order to compute whether a violation of expectation has occurred. Peter Redgrave has drawn attention to the fact that the identity of visual stimuli (which are primarily used in electrophysiology and reward prediction error experiments) may not be well discriminated by the brain until ~80-160 ms after stimuli onset (Schall, 2003; Redgrave et al., 2008). However, a direct projection from the superior colliculus to the VTA and substantia nigra pars compacta has been discovered, and this projection is functionally important for the ability of visual stimuli to evoked phasic increases in
putative DA neuronal firing (Comoli et al., 2003; Dommett et al., 2005; Overton et al., 2014).

Based upon these findings, it has been proposed that DA neurons may reinforce the discovery of unpredicted sensory events rather than signaling specific prediction errors (Redgrave et al., 2008). And, indeed, there is evidence that some DA neurons fire to salient sensory events, regardless of their valence or predictive value (Matsumoto and Hikosaka, 2009; Bromberg-Martin et al., 2010b). However, this does not necessarily preclude the possibility that some DA neurons may signal reward prediction errors based upon the variations in the timing of the responses explained in the previous paragraph. Indeed, recent experiments demonstrate that a subpopulation of DA neurons (primarily in the VTA and ventromedial substantia nigra pars compacta) appear to signal reward prediction errors while more dorsolateral DA neurons (primarily in the substantia nigra pars compacta) respond to salient stimuli necessary for completing a working memory task (Matsumoto and Takada, 2013).

Another growing problem for the reward prediction error hypothesis of DA neurons is that there is accumulating evidence that many DA neurons do not behave according to the classical reward prediction error theory proposed by Schultz. Indeed, some DA neurons increase firing to aversive events (Brischoux et al., 2009; Matsumoto and Hikosaka, 2009; Lammel et al., 2011) and, as stated above, some DA neurons fire to novel stimuli, regardless of the valence that these stimuli signal (Horvitz, 2000; Matsumoto and Hikosaka, 2009; Overton et al., 2014).
Converging evidence suggests that there are different subpopulations of DA neurons that function differently, signaling different things. Indeed, there is growing consensus that midbrain DA neurons are not homogenous, as was once thought (Lammel et al., 2008; Lammel et al., 2011). Therefore, Okihide Hikosaka and colleagues have suggested that there are at least three types of midbrain DA neurons: DA neurons that signal motivational salience, neurons that signal motivational value, and some that provide alerting signals (Bromberg-Martin et al., 2010b). Furthermore, there is evidence that the same neurons can mediate more than one of the aforementioned roles, such as signaling valence and salience (Bromberg-Martin et al., 2010a).

Given the diverse projections (Ikemoto, 2007; Lammel et al., 2011) and the varying electrophysiological characteristics of DA midbrain DA neurons (Margolis et al., 2006a; Lammel et al., 2008), it is plausible that DA neuronal responses to environmental events can be very diverse. Additionally, environmental factors (such as stress) can affect the proportions of the NAc in which glutamate transmission elicits appetitive versus aversive behaviors (Reynolds and Berridge, 2008), and these effects are dependent on DA transmission (Faure et al., 2008; Richard and Berridge, 2011).

Much debate has centered on the role of DA transmission in motivated behavior (Berridge and Robinson, 1998; Wise, 2004; Salamone and Correa, 2012). However, when taken together, the converging results from the numerous experiments trying to elucidate the role of DA suggest that DA does not do any one particular thing. Rather, DA neurons receiving various inputs and projecting to varying forebrain regions likely convey different signals depending upon the environment and motivational state of the animal.
Behavioral preferences prompted by the omission of an expected reward are mediated by D2-like receptors in the NAc

Electrophysiology studies of classical midbrain DA neurons have revealed that this subpopulation of neurons exhibit a phasic reduction in firing rate when an expected reward is omitted, and in chapter 4, we demonstrated that there is a decrease in [DA] during this event. Modeling data has shown that phasic decreases in [DA] reduce D1 and D2 receptor occupancy to 0% (Dreyer et al., 2010). However, because of the differing affinities of D1 and D2 receptors to DA (Richfield et al., 1989; Dreyer et al., 2010), decreases in [DA] have been hypothesized to preferentially affect D2 receptors (Frank et al., 2004; Frank, 2005; Bromberg-Martin et al., 2010b; Dreyer et al., 2010). Specifically, baseline occupancy of D1 receptors during regular tonic activity is estimated to be ~3.5%, whereas D2 occupancy is ~75%; therefore, a reduction in [DA] due to pauses in dopaminergic neuronal firing (as would happen during reward omission) would have greater effects at D2 receptors (Dreyer et al., 2010).

If reductions in [DA] to the omission of an expected reward are critical for altering behavior in response to the extinguished lever, and if these reductions in [DA] are signaled through reductions in binding at post-synaptic D2 receptors, then preventing the decrease in occupancy of DA at D2 receptors through administration of a D2-like agonist would be expected to attenuate the effects of reward omission. We tested this hypothesis by site-specifically administering D1-like and D2-like DA receptor agonists and antagonists prior to subjects experiencing reward omission. We found that only the

---

2 While the modeling data was primarily focused on DA receptors in the dorsal striatum, D1 and D2 receptors in the NAc core have similar affinities to DA as they do in the dorsal striatum (Richfield et al., 1989).
D2-like agonist dose dependently attenuated the behavioral preference for the rewarded option (Fig. 5.2). Furthermore, any general locomotor effects of the drug are not responsible for the lack of behavioral preference for the rewarded option (Fig. 5.5). These results support the hypothesis that phasic reductions in [DA] acting via D2-like receptors in the NAc are important for altering behavioral strategy following the omission of an expected reward.

Additionally, these data support the theory that striatal neurons containing D2 receptors, which are part of the indirect pathway, suppress actions and modify future behavior away from aversive outcomes (Bromberg-Martin et al., 2010b; Hikida et al., 2010; Kravitz and Kreitzer, 2012; Kravitz et al., 2012). The majority of neurons in the striatum (~95-97%) are medium spiny neurons (Kemp and Powell, 1971; Tepper and Bolam, 2004; Matamales et al., 2009), and these medium spiny neurons in the striatum primarily express either D1 or D2 receptors, although co-localization of both these receptor types is found on some neurons (Matamales et al., 2009). D1-expressing neurons are generally part of the direct pathway, whereas D2-expressing neurons are predominantly part of the indirect pathway (Humphries and Prescott, 2010; Gerfen and Surmeier, 2011). In the dorsal striatum, the direct pathway projects “directly” to the internal globus pallidus and substantia nigra pars reticulada, whereas the indirect pathway detours through the external globus pallidus and subthalamic nucleus before arriving in the substantia nigra (Berke and Hyman, 2000; Kravitz and Kreitzer, 2012).

While much research has focused on the direct and indirect pathways of the dorsal striatum due to its roles in movement and Parkinson’s disease, less has focused on the ventral striatum (Humphries and Prescott, 2010). The core subregion of the NAc is
anatomically similar to the dorsal striatum with projections to the dorsal portion of the substantia nigra pars reticulate (Deniau et al., 1994); however, a number of neurons in the NAc core project to the ventral pallidum (Maurice et al., 1997). Indeed, many D1-expressing neurons in the NAc core project directly to midbrain DA neurons (Deniau et al., 1994; Lu et al., 1997), while a proportion of D1-expressing neurons project to the ventral pallidum (Robertson and Jian, 1995; Zhou et al., 2003). D2-expressing neurons in the NAc core project to the ventral pallidum (Lu et al., 1997). Additionally, since DA transmission dynamics in the NAc core are similar to in the dorsal striatum (Brown et al., 2011), the indirect pathway from the NAc core may serve a similar role in directing motivated behavior away from a negative outcome, as the indirect pathway exiting the dorsal striatum does (Frank, 2005; Hikida et al., 2010; Kravitz and Kreitzer, 2012; Kravitz et al., 2012; Freeze et al., 2013). Supporting this idea, other recent studies have shown that decreased phasic DA transmission in the NAc core is correlated with aversive cues and freezing behavior (Badrinarayan et al., 2012; Oleson et al., 2012).

Reconciling simultaneous increase and decreases in [DA]

In chapter 3 we revealed that when an expected reward is omitted, a tonic increase in [DA] occurs in the NAc measured by microdialysis, while in chapter 4, we emphasize the importance of phasic decreases in DA transmission during reward omission detected with FSCV. Reporting increases and decreases in DA transmission during the same behavioral manipulation may initially appear contradictory, but this need not be the case. Indeed, DA transmission is complex acting on multiple timescales (Grace et al., 2007; Schultz, 2007). In Fig. 6.1, I propose a model synthesizing the FSCV and microdialysis
data in which increases and decreases in [DA] are both occurring and behaviorally relevant for distinct reasons.

Overall, there is an increase in tonic levels of [DA] in the NAc; however, embedded within this change in basal levels are phasic increases and decreases in DA release (Fig. 6.1A). The longer lasting changes in tonic levels of DA may signal important changes in the environmental state or motivational state of the animal. For example, when [DA] increases during reward omission, this tonic increase in [DA] could motivate and invigorate the animal to search for ways to obtain food. This is supported by the fact that these levels of DA correlate to motivational vigor and exploration (Figs. 3.2-3.3). In contrast, phasic, sub-second changes in [DA] often appear to signal temporally precise, behaviorally relevant events as opposed to longer lasting states. For example, phasic changes in [DA] occur to cues (cue-evoked DA) and adjust to the changing value of those cues (Figs. 4.4-4.5). Additionally, small phasic increases and decreases in [DA] occur to reward delivery or reward omission, respectively (Fig. 4.3).

Phasic increases and decreases in DA likely are signaled through different mechanisms and DA receptors on striatal medium spiny neurons. Much of the differences in signaling have to do with the different affinities that D1 and D2 receptors have for DA (Richfield et al., 1989). Models of D1 and D2 receptor occupancy in relation to tonic and phasic DA release events have been generated based upon experimental data (Dreyer et al., 2010). As stated earlier, low-affinity D1 receptors only are ~3.5% occupied, whereas high-affinity D2 receptors are ~75% occupied, during baseline, tonic levels of DA in the striatum (Dreyer et al., 2010). Phasic bursts of DA release (which can exceed 1 µM) briefly saturate the low-affinity D1 receptors (for a few
milliseconds) and then only continue to stimulate D1 receptors closer to the DA release sites (for ~60 milliseconds). Additionally, phasic bursts increase binding of DA at D2 receptors (to >95% occupancy), but since the binding of these receptors is already high (at least 75% occupancy), the relative change in binding at D2 receptors in not nearly as drastic as the changes occurring at D1 receptors. Therefore, phasic increases in DA release are thought to be signaled through increased stimulation of D1 receptors (Fig. 6.1B).

In contrast, brief decreases in [DA] (resulting from pauses in DA release) can reduce DA binding to ~0% at D1 and D2 receptors. Although there is a reduction in binding at both D1 and D2 receptors, since DA occupancy at D1 receptors is already quite low (~3.5%), the reduction would have more profound effects at D2 receptors; therefore, decreases in [DA] are hypothesized to be signaled through decreased occupancy of DA at D2 receptors (Fig. 6.1C). This theory is supported by the fact that phasic decreases in [DA] are detected during reward omission (Fig. 4.3) and holding D2 receptor occupancy high, via an agonist, prevents a reduction in responding on the non-rewarded lever (Fig. 5.2). Additionally, reducing [DA] by DA depletion (from reserpine) decreases spine density, dendritic length, and dendritic branching in striatopallidal neurons (predominantly D2-expressing neurons) but not striatonigral neurons (predominantly D1-expressing neurons), supporting the idea that reductions in DA are signaled preferentially through D2 receptors (Day et al., 2006; Surmeier et al., 2007).

So far we have shown that decreases in DA are likely signaled through a reduction in occupancy of DA at D2 receptors. Based upon the transmission dynamics of DA and the affinity of D2 receptors for DA, decreases in [DA] are likely detected by the
high affinity D2 receptors during normal, tonic levels of extracellular DA (Dreyer et al., 2010). However, in chapter 3 we saw that tonic levels of DA increase to about 200% of baseline levels (Fig. 3.2A). I hypothesize that given what we know about DA transmission and D2 receptors, having higher levels of tonic [DA] in the NAc may actually result in more effective signaling of the phasic decreases in DA release. Extracellular levels of [DA] in ventral striatum are generally low, and these low levels can be advantageous for contrasting certain tonic and phasic signals (Zhang et al., 2009). Indeed, a stimulus train mimicking phasic firing patterns causes greater DA release in the NAc core and shell, where tonic levels of [DA] are lower, compared to the dorsolateral striatum, where tonic levels of [DA] are higher (Keck et al., 2002; Fadda et al., 2005; Zhang et al., 2009). In other words, the contrast between low basal levels and high phasic release events can be beneficial in signaling behaviorally relevant events through phasic increases in DA release. However, if decreases in [DA] are signaled through reductions in activity at D2 receptors (Bromberg-Martin et al., 2010b; Porter-Stransky et al., 2013), then the effects of the reduction in DA at D2 receptors would be most pronounced when basal levels of DA are high.

Behaviorally, given the different hypothesized roles of tonic and phasic DA transmission in the NAc, higher tonic levels of DA may be particularly adaptive when phasic decreases related to negative events occur. As stated above, when environmental contingencies change, it can be adaptive to have higher levels of tonic [DA] to invigorate motivated behavior and bias behavior towards exploring the new environment and employing new behavioral strategies (Beeler et al., 2010; Beeler et al., 2012; Humphries et al., 2012; Baudonnat et al., 2013; Beeler et al., 2014). When testing new behavioral
responses and strategies in this invigorated state, undesirable outcomes may be signaled more clearly through decreases in DA transmission at D2 receptors when tonic levels of [DA] are high.

Furthermore, decreased binding of DA at D2 receptors, as would happen during the omission of an expected reward, has been shown to facilitate prefrontal cortical inputs into the nucleus accumbens (Goto and Grace, 2005). Additionally, stimulation of prefrontal cortical neurons can attenuate glutamatergic inputs from the hippocampus and thalamus into the ventral striatum, thus biasing the ventral striatum toward incoming information from the prefrontal cortex (Calhoon and O’Donnell, 2013), and the prefrontal cortex has been shown to be important for mediating certain forms of behavioral flexibility (Ragozzino et al., 2003; Ragozzino, 2007; Floresco, 2013). Together, reductions in D2 receptor activation could cause synaptic plasticity and thereby function as a neural mechanism for altering response strategy and mediating behavioral flexibility (Meck and Benson, 2002; Goto and Grace, 2005).

An important caveat not yet addressed is that while D2 receptors generally have a higher affinity for DA than D1 receptors, D2 receptors can switch between a high (D2\textsuperscript{High}) and low (D2\textsuperscript{Low}) affinity state (Richfield et al., 1989; Seeman, 2011; van Wieringen et al., 2013). When in the D2\textsuperscript{High} state, DA would more readily bind to the D2 receptors than when the receptors are in the D2\textsuperscript{Low} state; thus, the D2\textsuperscript{High} state is thought to be the functional state of the receptor (George et al., 1985). Therefore, the estimations provided in the above model (Dreyer et al., 2010) could be affected by changes in the affinity states of D2 receptors. While D2 receptors have previously been shown to primarily be in the D2\textsuperscript{High} state (Richfield et al., 1989), other studies have more recently shown the
percentage of $D_{2}^{\text{High}}$ receptors to be $\sim 20\%$ (Seeman et al., 2005; Seeman, 2009). Additionally, pharmacological manipulations can substantially alter the proportion of $D_{2}^{\text{Low}}$ versus $D_{2}^{\text{High}}$, suggesting that a number of D2 receptors are in the $D_{2}^{\text{Low}}$ state. For example, cocaine self-administration can cause a significant increase ($\sim 150\%$) in the proportion of $D_{2}^{\text{High}}$ state receptors without altering the overall number of D2 receptors (Briand et al., 2008). However, it is important to remember that most studies examining the affinity states of D2 receptors have been done in homogenized brain tissues; therefore, the proportion of $D_{2}^{\text{High}}$ versus $D_{2}^{\text{Low}}$ receptors in vivo during specific motivated behaviors has yet to be elucidated (Seeman, 2011).

Of particular relevance to the current experiments, individual variation has been observed in the exploratory behavior of rats. Interestingly, rats that are classified as high explores have higher extracellular levels of [DA] in the dorsal striatum (measured by microdialysis) and a higher proportion of $D_{2}^{\text{High}}$ state receptors than low explorer rats (Alttoa et al., 2009). Additionally, these high explorer rats also show greater increases in striatal [DA] to amphetamine than low explorer rats (Alttoa et al., 2009), demonstrating that while they may have higher baseline levels of striatal [DA], substantial increases in [DA] are still possible in these rats. While much is still unknown about changes in affinity states of D2 receptors in relation to behavioral events, and thus far the data are only correlational, these experiments raise the intriguing possibility that the increased exploration observed during reward omission, along with the corresponding increases in [DA] in the NAc, may relate to a shift in D2 receptors to the $D_{2}^{\text{High}}$ state. Having a greater percentage of D2 receptors in the $D_{2}^{\text{High}}$ state could potentially be a neural mechanism for signaling increased exploratory behaviors. Furthermore, the phasic
decreases in [DA] that would occur to non-reinforced actions could cause more substantial reductions in D2 receptor binding when a greater number of receptors are in this D2\textsuperscript{High} state. Currently, these ideas are still speculative, so future studies are needed to test these hypotheses.

**Conclusion**

In this dissertation, I have revealed multiple, distinct DA transmission patterns in the NAc core during the omission of an expected reward in an operant foraging task. Specifically, tonic levels of [DA] measured by microdialysis increase to ~200% of baseline levels and correspond to increases in motivational vigor and exploration of alternative strategies. Concurrently, sub-second, phasic changes in DA release are occurring to behaviorally relevant events. Specifically, when an expected reward is not received, a phasic decrease in [DA] occurs, which could be facilitating learning about the non-rewarded option or reducing the incentive value of that option. As subjects learn about the non-rewarded lever, cue-evoked DA to the non-rewarded option decreases, and, behaviorally, subjects develop a strong preference for the rewarded option and avoid the non-rewarded option. Finally, this alteration in behavioral preference is mediated by a reduction in occupancy of D2 receptors in the NAc core. Together, this series of experiments provides insight into the complex transmission dynamics of DA in the NAc in relation to flexible behavior during reductions in reward availability.

**Future Directions**

While techniques like microdialysis and FSCV provide insight into the neurotransmission dynamics of DA, they do not reveal causal roles of neurotransmission on behavior. The ability of a D2 agonist in the NAc to cause subjects to keep responding
on the non-rewarded lever suggests that decreases in [DA] are necessary for altering behavioral strategy; however, the D2 agonist is presumably acting continually on receptors throughout the session. To determine if the temporally precise phasic decrease during the omission of the expected reward is the key to modifying behavioral response, a technique that can alter DA transmission with sub-second precision is necessary.

Optogenetics is a technique utilizing light-sensitive proteins, often in combination with transgenic mice or rats, that can facilitate the manipulation of specific neurotransmitter systems with millisecond precision (Deisseroth, 2011; Fenno et al., 2011; Witten et al., 2011; Johansen et al., 2012). A recent study suggests that preventing phasic decreases in [DA] during Pavlovian extinction attenuates learning (Steinberg et al., 2013). To test whether the phasic decrease in [DA] that we observed with FSCV is necessary for altering behavioral strategy away from the non-rewarded option, in a follow up study, we are delivering a brief optical stimulation to dopaminergic neurons in the VTA to “fill in the dip” of [DA] (Frank, 2005) after subjects respond on the non-rewarded levers, causing [DA] on the non-rewarded trials to be similar to that on the rewarded trials (Fig. 4.3B). While the experiment is not yet complete, we have pilot data supporting this hypothesis. After subjects complete the operant response on the non-rewarded lever, blue light is delivered to the VTA. Optical stimulation of the VTA of TH-Cre+ rats expressing channelrhodopsin (Fig. 6.2A) can attenuate the behavioral preference for the rewarded option (Fig. 6.2B). And, high levels of optic stimulation actually appear to create a preference for the non-rewarded lever (Fig. 6.2B). While these data are preliminary, they suggest that the phasic decrease in [DA] is functionally necessary to alter reward seeking behavior away from the non-rewarded option.
Similarly, optogenetics may be useful to elucidate if the tonic increases in [DA] observed using microdialysis during reward omission mediate changes in response vigor and exploration. First, we would need to determine the appropriate parameters of optic stimulation that cause the same magnitude of an increase in [DA] measured using microdialysis. Then, tonic levels of [DA] could be altered optogenetically and changes in behavioral response vigor and exploration recorded.
Figure 6.1. Model of DA transmission in the NAc core during unexpected reward omission. **A)** Distinct phasic (purple) and tonic (violet) components of DA transmission can occur simultaneously. Examples of phasic increases and decreases (circled in gray, dotted lines), which often occur in relation to behaviorally relevant events, can ride on top of slower changing basal levels of extracellular [DA]. **B-C)** Increases and decreases in [DA] likely signaled via different DA receptors. Specifically, phasic increases in DA can activate low affinity D1 receptors (B), whereas decreases in [DA] are likely transmitted through a reduction in DA binding at high affinity D2 receptors.
Figure 6.2. Optogenetic activation of DA neurons during reward omission attenuates the behavioral preference for the rewarded option. A) A representative image taken from a TH-Cre+ rat injected with a Cre-dependent channelrhodopsin-containing viral vector. B) Behavioral responding on free choice trials. While low levels of stimulation in TH-Cre+ rats do not impair the behavioral preference for the rewarded option, medium levels attenuate the behavioral preference. Additionally, high levels of stimulation actually cause greater responding on the non-rewarded lever. These effects are not seen in wild-type littermates (TH-Cre-). \( N \sim 3-4 \) per group.
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