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ABSTRACT 

Organic photovoltaic (OPV) devices have the potential to supply a significant 

portion of global electricity demand within the next 50 years. Though they’re capable of 

rapid, inexpensive processing, current research-grade devices suffer from low efficiency 

and lifetime. The relationship between processing, microscopic structure the interface, and 

device properties is becoming well-defined to the point that suggestions for molecular 

structure and morphology at the interface may enable commercial viability of OPVs. 

Conventionally, bilayer OPV cells involve the deposition of the electron donor 

layer on top of a transparent anode, with the cathode deposited last. In this work, a 

comparison is made between conventional (SubPc/C60) and inverted (C60/SubPc) junctions. 

There is a significant trade-off between the open circuit voltage and short circuit 

photocurrent, attributed to the formation of a C60/ITO Schottky junction, and a change from 

exciton-quenching to exciton-blocking behavior of the SubPc:MoOX interface in inverted 

devices. The interfaces show significant impact deposition order can have on interfaces 

responsible for encouraging exciton diffusion to a heterojunction. 

To probe the influence of molecular dipole on the open circuit voltage (VOC) of 

molecular heterojunction organic solar cells, axially fluorinated boron subphthalocyanine 

(SubPc-F) is synthesized and paired with fullerene as an acceptor. The energy levels and 
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structure of the heteromolecular polaron pair are calculated, and a modified ideal organic 

diode model is presented, successfully reproducing the experimental SubPc-F device 

characteristics from the SubPc-Cl device fit. The reproducible difference in VOC is 

attributed to the permanent electric dipole on SubPc molecules effectively lowering the 

polaron pair binding energy, and thus influencing on polaron pair dynamics at the 

heterojunction. Importantly, this model has the ability to explain the low electric field 

dependence seen in some organic photovoltaics, as well as provide a more complete 

description polaron pair binding energy. 

This work suggests a path forward for molecular design, with consideration for 

molecular orientation within the polaron pair, and incorporation of a permanent electric 

dipole capable of assisting polaron pair dissociation. The assistance of a dipole during 

dissociation could be a means of overcoming the tradeoff between high voltage and high 

current organic photovoltaics.
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CHAPTER 1 

INTRODUCTION 

This chapter will reflect on the need for photovoltaic (PV) technology, particularly 

on organic photovoltaics as a long-term solution to some of the concerns of energy 

production, both in the present and in the future. As it is pertinent to this work, discussion 

begins with global power demands and possible solutions. Focus is maintained on 

renewable energy, considering the numerous, undesirable hidden costs of fossil fuels and 

nuclear power. After suggesting that organic photovoltaics (OPV) are possibly the most 

viable technology in the long term, the current challenges OPVs face before becoming 

viable in market are discussed. Concluding with the understanding that the efficiency must 

be increased, the study layout is presented – to understand the importance of molecular 

orientation and dipole strength at the dissociating interface, as it pertains to voltage and 

efficiency. 

1.1 The future of energy 

Worldwide power consumption in 2014 is approximately 18 TW, a number that has 

increased nearly 40% since the turn of the century. This growth is expected to continue, 
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mostly as a result of rapid industrialization in developing nations such as China, India, and 

many African countries. Global power consumption is predicted to reach 25 TW by 2035 

and 30 TW by 2050. As an interesting consideration of heavy energy usage, if everyone on 

Earth today had the same lifestyle and energy consumption of a citizen of the United States, 

at 90 MWh/yr [1], global power consumption would be an astounding 72 TW.  

Fossil fuels remain the most common source of energy, supplying 83% of global 

energy demand. However, fossil fuels have come under harsh criticism, with widespread 

recognition that they are responsible for climate change, biodiversity loss, pollution, and 

even an unnecessarily high cost of healthcare arising from chronic illness to acute 

poisoning and cancer [2]. Focusing on less problematic sources, 6% of global energy is 

supplied from nuclear reactors, while the remaining 11% is from renewable sources (i.e. 

hydroelectric, wind, geothermal, and solar) [3]. The path forward over the next century is 

to begin shifting energy production away from fossil fuels, supplanting them with an 

energy infrastructure fed by a diverse range of clean, carbon-neutral sources. 

Each renewable energy source has a fundamental upper limit to production. At ~0.5 

TW, hydroelectric power is the most utilized renewable energy resource. Limited by 

availability, the upper bound to hydroelectric production is estimated to be about 1 TW. 

This is unfortunate, since hydroelectric power is the only renewable source that is relatively 

constant, day and night – an essential trait of a base load power source. Wind, limited by 

geographical location and wind speed variability, represents a large potential of 6 TW, and 

has seen strong investments in recent years, with a 5 year growth of 21% to 320 GW [4]. 

Other sources are geothermal and biomass, though current estimates suggest they are 

limited to a maximum contribution of 1 TW [5] and ~0.2 TW [6], respectively. Thinking 



3 
 

broadly, most renewable sources arise indirectly from the Sun, due to heating and cooling 

of air or water, so gains can be made by harnessing the original source – the sun. With 

potential that dwarfs all previous mentioned power sources, the solar cell industry is 

growing rapidly, with demand for modules often outstripping supply. This represents the 

largest source of power available to the world, though it is severely underutilized. 

96,000 TW of sunlight is incident upon the Earth at any moment, though there are 

significant limitations to the amount that is able to be harnessed. Considering only land 

area, since ocean installations are likely to be particularly difficult, we are limited to 28,000 

TW. Assuming 2% of land is available for solar installations, we arrive at 560 TW. Solar 

insolation must be considered, so though 2% is an aggressive target, it will vary depending 

upon geography. Even with an installed module efficiency of merely 12%, which is 

considered low efficiency, we arrive at 67 TW of solar power, more than double the 

expected demand by 2050 [3]. This analysis of solar availability is illustrated in Figure 

1-1. 67 TW is almost enough to fulfill the 72 TW needed for all 7 billion people on the 

planet to enjoy lavish power consumption as if living in United States.  
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Figure 1-1 Available solar power for supplying energy to the world, assuming 12% 

efficient solar PV covers 2% of all land [7].  

Despite the great availability of solar power, we must consider how rapidly we can 

produce the area of PVs needed to achieve these goals; 2% of all land area on Earth 

amounts to nearly 3 million km2 or cumulative sum of all paved road area in the United 

States [8]. Estimates predict a continued growth averaging 22% year-over-year for the next 

5 years, placing total global PV at approximately 375 GW by 2018 [9]. Though this is not 

yet substantial, many countries are making concentrated efforts to increase both research 

and production of PV modules. The U.S. Department of Energy has an aggressive plan – 

the SunShot initiative, which intends to achieve solar installations costing $1/W by 2020. 

Under this program, solar alone could produce 14% of the total U.S. electricity demand by 

2030, and 27% by 2050 [10]. This is ambitious, considering less than 1% of all electricity 

in the U.S. was generated by solar, as of 2012. Such rapid growth requires consideration 

of the economics, largely in terms of subsidies driving solar adoption, as well as 
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manufacturing capacity, and material availability, with the goal to be encouraging 

investment in technologies having either short or long and term viability. 

Silicon panels dominate the market today, as either monocrystalline, 

polycrystalline, or amorphous cells. Unfortunately, production of silicon cells is costly, and 

additionally they are relatively heavy and fragile, keeping handling and installation costs 

higher than other technologies. Despite this, the maturity of the technology leads to 

efficiencies around 17%-21%, making them economically feasible. Other commercial 

technologies include thin film devices such as cadmium telluride (CdTe) and copper 

indium gallium diselenide (CIGS), both of which are considered second generation PV 

technology – high efficiency with lower costs than the first generation (i.e. silicon). 

However, there are concerns regarding scale-up that pertain to material scarcity, as well as 

toxicity regarding disposal of cadmium and selenium [7]. In particular, gallium, indium, 

and especially tellurium are unlikely to be available in necessary quantities for widespread 

use of these technologies [11]. Estimates of total production versus world reserves for 

critical PV elements are shown in Figure 1-2, with predictions that these materials will 

impose limits on the maximum contribution from second generation PV, totaling well 

below 10 TW [12]. Note that scarcity may indicate a limited supply in general, or limited 

economic ability to engage in large scale mining. Despite this, second generation 

technologies are essential to the SunShot initiative, which has three major objectives: 

increase efficiency, invest in technologies that lower production cost, and accelerate 

technology to the market. Success of the initiative will realize grid parity for much the U.S. 

by 2020 [10].  
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Figure 1-2 Total production of rare earth elements, as of 2004, versus estimated world 

reserves. The dashed line for germanium represents the best guess for world 

reserve. Reprinted from [12], with permission from Elsevier. 

As of 2014, one of the major barriers to the suitable financial incentive for the 

adoption of PV technology lies in expenses that do not directly arise from the hardware or 

module (e.g. installation labor, financing, customer acquisition). In 2012, the cost of 

hardware represented only 36.4% of the total cost of an installed module, with leading non-

hardware costs being that of supply chain and installation labor, at 11.7% and 10.5%, 

respectively [13]. The greatest opportunity for cost reduction is in new technologies that 

are manufactured rapidly, in a roll-to-roll process, as well as technologies that are less 

fragile, with low production costs – most likely processes that are solution based – which 

are also likely to reduce labor costs.  

Only two modern technologies are not limited by rare materials, and thus have the 

capability for rapid scale-up: silicon and organics. Silicon is likely to remain dominant in 
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the near future, considering its maturity, material availability, and production 

infrastructure. However, processing silicon is energy-intensive (i.e. expensive), and its 

mechanical properties lead to high soft costs, thus silicon is unlikely to remain dominant 

in the next 15 years. Though thin film technologies like CdTe and CIGS will replace silicon 

as the dominant technology, emerging technologies like OPVs appear to be the long-term 

solution to a PV-dominant energy infrastructure, thanks to their low material utilization of 

relatively abundant materials, compatibility with solution-based roll-to-roll manufacturing, 

ease of building-integration, and relative mechanical robustness.  

1.2 Organic photovoltaics 

Organic semiconductors have unique properties relative to inorganics that allow 

them to fill niche spaces which traditional inorganic solar cells cannot fill. Two of the 

greatest attributes of OPVs arise from their overall thickness of less than 200 nm: flexibility 

and low mass. These two advantages make OPVs excel in the area of small-scale, 

distributed solar devices. Potential applications include solar foils, fibers, fabrics, and 

lightweight coatings for energy harvesting, all of which represent new opportunities for 

installation and distribution that are likely to have significantly lower soft costs. These are 

especially important in areas where weight is important, such as wearable electronics and 

aerospace applications, where weight reduction is paramount.  

One particular advantage OPVs have is energy payback time (EPBT), or the time 

the PV module must operate to produce the amount of energy required to manufacture it. 

Logically, every PV installation must generate more energy than was consumed during its 

production [14, 15], but OPVs are predicted to achieve this relatively quickly, even at low 
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efficiency. A comparison of EPBT for OPVs versus other technologies is shown in Figure 

1-3. The embedded energy in OPV materials is low enough that the EBPT could be 

measured in weeks, rather than years, as is common for inorganic cells. 

 

Figure 1-3 Energy payback times for PVs based on crystalline silicon, polycrystalline, 

ribbon silicon, CdTe, and OPV technologies. Payback time for estimated 

current, mid-term, and long-term efficiencies are shown for each PV type. 

Reproduced from Ref. [3] with permission from The Royal Society of 

Chemistry. 

Of course, OPVs would be in widespread use today if there weren’t major 

technological challenges to be overcome. As seen in Figure 1-4, the best certified research 

cell efficiencies for OPVs are near 11%, whereas silicon is near 25%, and both CdTe and 

CIGS are near 21%. Unfortunately, module efficiencies for mature technologies are 

approximately 80% of the best lab cell efficiencies, in general, suggesting that the best 
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production OPV modules will be under 10% efficiency. Considering the industry 

expectation that 12% efficient modules are necessary for economic viability, the low 

efficiency of OPVs must be improved before widespread commercialization and adoption 

becomes a viable option, though there have been suggestions that a low-cost, reel-to-reel 

process operating at high production volume may need only 7% efficient cells to be cost 

effective [16]. Methods for improving efficiency will be discussed when exploring major 

energy loss mechanisms in OPVs in Chapter 2. Unfortunately, low efficiency is 

compounded by low operational lifetime, another significant barrier to OPV adoption.  

Short operational lifetime is largely a result of degradation mechanisms related to 

water and oxygen exposure. Ideally, the substrate would be a cheap film of polyethylene; 

however, oxygen and water permeability are high in polyethylene, which will reduce the 

lifetime of OPVs significantly [17, 18]. Effective transparent barrier technologies (e.g. 

glass “lid”) are not flexible or have poor impact resistance, requiring careful handling and 

installation, thus increasing costs. Alternatively, flexible, monolithically integrated barrier 

technologies do exist, but are expensive [19], so much research is focused on development 

of water-stable and air-stable materials for OPVs. Despite this, OPVs with lifetimes of 6 

years [20] and 21 years [21] have been reported, after accelerated aging tests. Much longer 

lifetimes have been seen when using inverted devices, discussed in Chapter 3, which place 

the low work function (i.e. more reactive) materials away from the air interface. However, 

this method of increasing lifetime requires the substrate to be a good barrier film, which 

makes it difficult to overcome issues associated with the use of polyethylene, and most 

plastic substrates. Clearly, there is a strong need for organic materials that are efficient as 
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well as resistant to degradation by oxygen and water, and these are the two areas of focused 

research in OPV companies. 

As is mirrored by goals of the SunShot initiative, high efficiency at low cost, with 

cheap deployment strategies (e.g. BIPV) are necessary for commercial efforts to succeed. 

With low efficiency and lifetime, OPVs will fill niche markets first. High efficiencies are 

needed to bring OPVs to commercial markets, where they can be used in devices with short 

lifetimes such as consumer electronics. Widespread installation and integration into 

buildings will require improvements in operational lifetime. Both of these require 

fundamental research into the mechanisms of operation that will allow chemists and 

engineers to design the next generation of materials. The work described in this dissertation 

was intended to understand one of those mechanisms and suggest design principles useful 

for increasing OPV efficiency, specifically for the purpose of helping to establish the future 

of clean energy. 
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Figure 1-4 Best research cell efficiencies from 1976 through 2014, as certified by the National Renewable Energy Laboratory. Organic 

devices are represented by filled red circles and filled red triangles for tandem cells. This plot is courtesy of the National 

Renewable Energy Laboratory, Golden, CO. 
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1.3 Plan of Study and thesis layout 

This thesis will explore the impacts of various interfaces on the performance of 

OPVs, with special interest on elucidating the relationship between both molecular dipole 

and orientation in a polaron pair on the open circuit voltage. As discussed in the previous 

sections, the efficiency of OPVs is not high enough to commercialize, except for niche 

applications. The work described below can help increase OPV efficiency through 

improvements to our fundamental understanding of energy transfer processes as they relate 

to molecular structure, orientation, and film morphology. Though many studies focus on 

improving the current, relatively few have investigated methods for controlling the voltage. 

Achieving high operating voltage is a significant challenge – energetic losses are incurred 

as a result of the low charge screening in OPVs, which causes coulombic binding energies 

to reduce voltage.  This thesis focuses on the processes affecting the donor/acceptor 

heterojunction, as it relates to the voltage and power conversion efficiency. 

A significant amount of time and effort went into development and implementation 

of the models necessary for the study. As such, Chapter 2 will discuss modeling, beginning 

with an overview of the energy transfer processes in an OPV, followed by an in-depth 

review of the models implemented for device design and analysis. Optical absorption 

modeling is followed by a brief discussion of exciton diffusion to complete external 

quantum efficiency (EQE) calculations necessary for an estimation of the JSC. This is 

necessary for OPV device design, particularly for proper control experiments when 

evaluating different device architectures. Following this, details of diode modeling for 
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OPVs, which uses polaron pair geometry to estimate the device operating properties, 

allows for fitting of voltage-current density (JV) curves. 

In Chapter 3, the discussion will first center on what molecular orientations may be 

present in a typical SubPc/C60 OPV. Starting with the naïve concept that polaron pair 

dynamics are affected by the interfacial morphology, which in turn may be altered with 

deposition order, a conventional device, in which the donor is deposited first, is prepared 

against an inverted device, in which the acceptor is deposited first. EQE models are first 

used to design the system for a similar exciton flux reaching the dissociating interface, and 

subsequently to confirm the operating characteristics of all films and interfaces, with 

surprising results that increase the iOPV current enough to make it more efficient than the 

cOPV. This modeling allows for isolation of the operating properties of the heterojunction. 

Molecular and donor-acceptor interfacial chemical modification of the donor 

allows for investigation of the proposed model. Synthesis of SubPc-F, where the axial 

halogen atom is fluorine rather than chlorine, is followed by optical and electrical 

characterization. A small difference in molecular structure is accompanied by a significant 

difference in dipole strength. With an intent on modeling identical architectures, cOPVs 

were fabricated with only a change in the donor material. The resulting differences are 

explored with JV modeling suggested by in silico estimates of likely polaron pair structure 

and dipole strength. 

Finally, future works are explored that could help refine the suggested model, and 

confirm the importance of permanent dipole moments, polaron pair geometry, and 

orientation. It may be possible to create highly optimized polaron pairs through molecular 

design or processing, thus leading to more efficient OPVs.   
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CHAPTER 2 

OPV DEVICE MODELING 

Numerical device modeling is an important method to elucidate more fundamental 

properties of materials from well-defined physics and experimental measurements. The 

studies herein focus on models used for organic optoelectronic devices, which are probed 

through, as the term suggests, optical and electrical measurements. The goal of these 

models is to map energy transport and conversion rates throughout the device, to elucidate 

material and device parameters from well-defined relations and macroscopic 

measurements. 

2.1 OPV Basics 

A fundamental OPV stack consists of only four films – anode, electron donor, 

electron acceptor, and cathode. The donor and acceptor often both absorb light. In a 

conventional device, the light source illuminates the active layers through a transparent 

anode, with a “second pass” afforded by a reflective cathode. This type of cell was first 

demonstrated in 1986 by C.W. Tang, and birthed the field of heterojunction OPVs, which 

are now by far the dominant organic solar cell architecture [1]. 
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A conventional OPV stack is shown inset in Figure 2-1. The donor and acceptor 

are together known as the active layers, responsible for collecting photons and generating 

free charges that are collected by the cathode and anode. The interface formed between the 

two active layers is the heterojunction, which is responsible for a majority of the diode 

behavior measured in a current density-voltage (JV) sweep. Often, there will also exist a 

buffer layer between any active layer and adjacent electrode, which is responsible for 

increasing efficiency through modifying the work function and controlling exciton 

diffusion, as discussed in section 2.2.2. 

For photovoltaics, the JV behavior is characterized by four parameters, as shown 

in Figure 2-1. The short circuit current density (JSC) is current density at a zero bias, or 

under no external load. Under operation, this will be the largest current density available. 

The open circuit voltage (VOC) is the bias required to reduce the total current to zero. It is 

the maximum voltage attainable during cell operation, corresponding to an infinite external 

load. The fill factor (FF) and power conversion efficiency (PCE) relate the maximum 

electrical power to the VOC and JSC according to Eq. (2-1), where Pinc is the power of 

incident light, 

 
𝑃𝐶𝐸 =

𝑉𝑂𝐶𝐽𝑆𝐶𝐹𝐹

𝑃𝑖𝑛𝑐
. (2-1) 

 The FF represents the “squareness” of the JV curve, and represents a metric for the 

ideality of a diode is. The PCE is simply the ratio of maximum electrical power done by 

the PV divided by the power of the incident light, or the ratio of electrical power out to 

optical power in. Additional characterization parameters that relate to materials properties 

(e.g. saturation current, JS, and ideality factor, n) are discussed in section 2.4.  
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Figure 2-1 Example JV curve showing VOC, JSC, Pmax, and FF. A basic, conventional OPV 

stack is shown in the upper center. 

There is a limit to the maximum efficiency attainable by a PV cell. Through a 

detailed balance of energy absorption and radiative recombination within inorganic PVs, 

Shockley and Queisser calculated the upper limit to efficiency in a single-junction 

photovoltaic, dependent upon the optical band gap (Eg). For Eg = 1.1 eV (i.e. silicon) this 

limit is 29%, whereas 33.7% is the highest efficiency possible, corresponding to a band 

gap of 1.34 eV [2]. Recently, Rau, Paetzold, and Kirchartz updated these thermodynamic 

calculations to consider light trapping, non-radiative recombination, and entropic losses 

associated with the VOC [3]. As seen in Figure 2-2, the losses are associated with (i) 

absorption of photons with an average energy lower than that of the full solar spectrum, as 
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limited by Eg, (ii) Carnot (i.e. reversible) entropy generation, (iii) thermalization of photons 

above Eg, (iv) étendue expansion – irreversible entropy generation due to an increase in 

directional disorder, and (v) non-radiative recombination (i.e. entropy generated from 

carrier recombination). This is particularly useful for predicting PV efficiency based on the 

light management scheme employed. The maximum cell efficiency is proportionally 

reduced with any reduction in VOC. Here, the focus is on non-radiative losses, which can 

affect both the JSC, due to recombination in the bulk of the film, and VOC, due to binding 

energy and recombination at the heterojunction. Both of which, along with FF, are essential 

to an efficient PV, thus the goal is to understand the fundamental processes underlying the 

origins of each. 

 

Figure 2-2 Diagram of thermodynamic losses before arriving at measured VOC, with Eg = 

1.38 eV. Reprinted by permission from Macmillan Publishers Ltd: Physical 

Review B [3], copyright (2014). 
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2.2 Quantum efficiency, and the origin of JSC 

There are four steps to energy transfer in an organic solar cell. The stages are shown 

in Figure 2-3, each with an associated efficiency. In organic semiconductors, we consider 

the highest occupied molecular orbital (HOMO), and lowest unoccupied molecular orbital 

(LUMO), analogous to the valence and conduction band in inorganic semiconductors. The 

first step is absorption of photons to generate electron-hole pairs. Due to their low dielectric 

constant (n ~ 3), the electron and hole form a tightly bound state know as an exciton. Such 

excitons in organics are typically Frenkel in nature, with an excited hole and electron 

residing in the HOMO and LUMO, respectively, of one molecule. Following absorption, 

excitons diffuse throughout the organic layers, preferably encountering a heterojunction, 

where dissociation of the excited state into a (trapped) hole and an electron can occur. 

A distinct characteristic of a donor material is that both the HOMO and LUMO 

must be closer to the vacuum energy than in the corresponding acceptor, though donors are 

often also additionally characterized as having a high hole mobility. This creates an energy 

level offset between the donor HOMO and acceptor LUMO, ΔEHL, which is necessary for 

exciton dissociation, or charge transfer (CT), where the difference in LUMO levels (or 

HOMO levels) causes the electron (hole) of an exciton to transfer to an adjacent acceptor 

(donor) molecule from the donor (acceptor). Being low permittivity materials, the charges 

will also impose a distortion on the molecular structure or crystal lattice [4]. We thus refer 

to polarons instead of charges. The charges remain Coulombically bound across the 

heterojunction as a polaron pair. In the event of both charge transfer of an exciton and 

dissociation of the polaron pair, free polarons (i.e. charge carriers) may be collected at the 

electrodes.  
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To summarize, the sequence of energy transfer events and their associated 

efficiency is as follows: (i) photon absorption, ηA, (ii) exciton diffusion, ηED, (iii) exciton 

dissociation, ηD, and (iv) charge collection ηCC. The product of these efficiencies is the 

external quantum efficiency (EQE), summarized in Eq. (2-2), 

 𝐸𝑄𝐸 =  ηA𝜂𝐸𝐷𝜂𝐷𝜂𝐶𝐶 . (2-2) 

 

Figure 2-3 Energy level diagram for a basic 4-layer OPV. The four energy transfer 

processes represented are photon absorption, ηA, exciton diffusion, ηED, 

exciton dissociation, ηD, and carrier collection, ηCC. 

Note that EQE is a wavelength-dependent function, as are ηA and ηED. Convolution of the 

EQE with the wavelength-dependent solar photon flux, ϕ(λ), according to Eq. (2-3), leads 

to a prediction of JSC under solar illumination, 

 𝐽𝑆𝐶 = 𝑞∫ 𝐸𝑄𝐸(𝜆)𝜙(𝜆)𝑑𝜆. (2-3) 
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Thus, calculation of the JSC requires a model for each efficiency, optical absorption, exciton 

diffusion, exciton dissociation, and carrier collection. 

2.2.1 Optics 

Optical modeling of thin film stacks, for the purpose of calculating ηA(λ), is one of 

the most important aspects of proper device design and analysis. Generally, every film 

comprising the stack, except the substrate, is on the order of 10 nm to 100 nm – much 

thinner than the wavelength of light. This requires any model to consider the effects of 

near-field interference, scattering, and depth-dependent absorption, including any parasitic 

absorption occurring in the substrate and electrodes. Importantly, these films are optically 

homogeneous, with well-defined interfaces between materials. This approach allows for 

simplifications including the assumption that light within the optical microcavity remains 

coherent.   

Modeling of the optics of thin film stacks is accomplished through the transfer 

matrix method, which can solve for the spatially-varying optical electric field for further 

calculation of depth-dependent absorption, including the effects of interference resulting 

from multiple reflections at each interface within the stack [5, 6]. Briefly, the transfer 

matrix method is a formalism for the calculation of absorption, refraction, and reflections 

in optical stacks comprised of layers with layers sub-wavelength thickness. This 

calculation requires knowledge of the thickness and complex refractive index for each 

layer, comprised of the index of refraction, n, and extinction coefficient, k, for calculation 

of the Fresnel reflection and transmission coefficients at each interface, and the intensity 

attenuation incurred during propagation through each layer. A more detailed explanation 

of this model is found in Section 2.3 and 2.4 of reference [7], and the associated MATLab 
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code is found in Appendix A. No modifications have been made to the basic method, 

though capabilities of the code have been expanded for rapid combinatorial calculation of 

varying thicknesses and materials within the stack. 

Having calculated the total transmission, T, and reflection, R, for the stack, 

conservation of energy provides Eq. (2-4) for calculation of absorption, A, 

 A + T + R = 1. (2-4) 

Total absorption for an example stack comprised of 150 nm ITO \ 5 nm MoOX \ 13 nm 

SubPc \ 36 nm C60 \ 10 nm BCP \ 100 nm Al is plotted as the thick black line in Figure 

2-4.  

 

Figure 2-4 Calculated absorption curves for the example stack, 150 nm ITO \ 5 nm MoOX 

\ 13 nm SubPc \ 36 nm C60 \ 10 nm BCP \ 100 nm Al, including absorption 

contribution from each individual layer. Absorption in MoOX and BCP is 

negligible. In this case, transmission is zero for all of the visible range, thus 

all that is not absorbed is reflected. Note that the sum of absorption for the 

SubPc and C60 layers is ηA. 
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This stack will be used for throughout the rest of Chapter 2. Considering that transmission 

is negligible, the white region above the absorption curve is the reflectivity of the stack. 

Absorption of each individual film is shown in the shaded regions. 

The presence of a metal electrode, which forces the optical electric field to reach 

zero in the reflective layer, combined with multiple reflections at other interfaces, forms a 

weak microcavity in which electric field confinement enhances absorption within the stack. 

Attenuation of the electric field is proportional to the imaginary term of the complex 

refractive index – the extinction coefficient, k. The solution for two wavelengths is plotted 

in Figure 2-5. 595 nm is the wavelength of peak absorption in SubPc, and 450 nm is 

strongly absorbed in C60. Note that each wavelength peaks in its film of strongest 

absorption – this is by design. 

 

Figure 2-5 Calculated optical electric field in the example device stack for 450 nm (blue) 

and 595 nm (green) wavelengths. Note that the electric field goes to zero 

within the reflective metal film. 
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Shown in Figure 2-6, the time-averaged absorbed power, Q, is directly proportional 

to |E|2 at any wavelength, through Eq. (2-5), 

 
𝑄𝑗(𝑧) =

4𝜋𝑘𝑗𝑛𝑗

𝜆𝑛0 cos(𝜃0)

𝑐𝜖0

2
|𝐸𝑗(𝑧)|

2
, (2-5) 

where kj and nj are the extinction coefficient and refractive index, respectively, of layer j, 

n0 is the refractive index of surrounding medium, λ is the wavelength, θ0 is the angle of 

incidence, c is the speed of light, and ε0 is the permittivity of free space. Note that nj and kj 

are wavelength dependent. As expected from the electric field and high extinction 

coefficient, SubPc and C60 absorb strongly at 595 nm and 450 nm, respectively. 

Importantly, there is non-arbitrary absorption seen in both the ITO layer and Al layer, both 

of which are largely indiscriminate to wavelength. 

 

Figure 2-6 Time-averaged absorbed power plotted throughout the depth of the example 

stack for photons with a wavelength of 450 nm (blue) and 595 nm (green).  
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2.2.2 Exciton density 

Rather than thinking solely in terms of absorbed power and energy, we can consider 

the exciton state, an electron and hole that are Coulombically bound, usually both on one 

molecule (i.e. Frenkel exciton), as opposed to being more delocalized (i.e. Wannier-Mott 

exciton) like those found in inorganic PVs. Calculation of exciton generation rate, Gj(z), 

where z is depth into the stack, is straightforward, having been calculated from the time-

absorbed power at any wavelength through Eq. (2-6), where h is Planck’s constant. The 

exciton generation rate normalized to the peak exciton generation rate is shown in Figure 

2-7. 

 
𝐺𝑗(𝑧) =

𝜆

ℎ𝑐
𝑄𝑗(𝑧), (2-6) 

 

Figure 2-7 Calculated exciton generation rate within the example stack’s SubPc and C60 

films. Peak absorption is at 595 nm for SubPc (green) and 450 nm for C60 

(blue). The results are normalized to the peak exciton generation rate. 
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After calculating the exciton generation rate, a one dimensional diffusion model is 

used to calculate the flux of excitons reaching the heterojunction. Excitons have no net 

charge, and will diffuse through a film via thermally activated “hopping” mechanism (i.e. 

Dexter transfer), as well as near-field resonant energy transmission (i.e. Förster transfer).   

 𝑑𝑝𝑒𝑥

𝑑𝑡
=

𝐿𝐷,𝑗
2

𝜏𝑗

𝛿2𝑝𝑒𝑥

𝛿𝑧2
−

𝑝𝑒𝑥

𝜏𝑗
+ 𝐺𝑗 = 0, (2-7) 

 

Where pex is the exciton concentration, LD,j and τj are the exciton diffusion length and 

lifetime, respectively, of film j, thus making pex/τj the rate of exciton relaxation. Note that 

LD
2/τ is the exciton diffusivity. As the diffusion time approaches the characteristic exciton 

lifetime for film j, τj (typically measured in nanoseconds), the probability of thermalization 

increases for excitons in the bulk of the film. However, excitons may also interact with 

adjacent films that have relatively different energy levels to either reflect, quench, or 

dissociate at the interface; (we here neglect the process of energy transfer by Dexter or 

Forster mechanisms into another film, as this is already accounted to some extent by the 

effective exciton lifetime and diffusivity, and to a large extent could be neglected in the 

material system in question). The exciton profile following diffusion is shown in Figure 

2-8. Note the significant loss in exciton density when the SubPc interface at -13 nm is 

quenching rather than reflecting, and the subsequent reduction in JX. 
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Figure 2-8 Example of one-dimensional steady-state exciton population profiles for the 

SubPc and C60 films in the example stack, normalized to the maximum exciton 

population. The interface to the left of SubPc either reflects (solid line) or 

quenches (dotted line) excitons. 

Ideally, every interface would be one that dissociates excitons, however, the nature 

of a metal contact does not allow this. Quenching is a parasitic recombination pathway 

usually associated with non-radiative recombination of excitons, typically at a metal 

contact where an exciton may transfer into the valence and conduction bands, followed by 

thermal recombination. Alternatively, excitons can be confined on a site with a smaller 

band gap, and quench rapidly, depending on the exciton lifetime of that trap. Quenching 

can be a significant loss mechanism in OPVs, thus attempts at mitigating quenching 

interfaces led to creation of exciton blocking layers (EBL) by Peumans et al. [8]. 

EBLs employ molecules that have a higher HOMO and lower LUMO than the 

adjacent active layer, effectively creating a wide band gap interface that prevents excitons 

from transferring into the EBL, thus reflecting excitons rather than allowing them to 

encounter a quenching interface. Transfer of charge carriers through the EBL occurs 
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through defect states induced by hot electrode deposition [9], however, alignment of the 

EBL LUMO to that of the active layer LUMO allows for unhindered electron extraction 

from the acceptor, which leads to an optimal FF [10].  

Having identified the possible boundary conditions at any interfaces, the steady-

state exciton population can be calculated using the Feng-Ghosh model [5]. It should be 

noted that any interface may have a combination of these three behaviors (e.g. partially 

reflecting and partially quenching), though these cases will not be considered further in 

this work. Calculation of the exciton flux reaching the interface at each wavelength is done 

via Eq. (2-8), 

 
𝐽𝑋,𝑗 = 𝑞

𝐿𝐷,𝑗
2

𝜏𝑗
|
𝛿𝑝𝑒𝑥

𝛿𝑧
|

𝑧=0
. (2-8) 

Finally, two assumptions allow calculation of the EQE: (i) at short-circuit conditions, the 

photocurrent is saturated, thus ηD ~ 1, an assumption that will become more clear in the 

following sections, and (ii) the short, non-tortuous path to the electrode, assisted by a strong 

build-in field, allows for the assumption that ηCC ~1. Calculation of the EQE for this type 

of stack is then straightforward. Additionally, internal quantum efficiency (IQE) is the ratio 

of collected charges to photo-generated excitons, which is the exciton diffusion efficiency 

in this case. The results are shown in Figure 2-9, including the individual contributions of 

each active layer to the total EQE. This is different from PCE in that it is the efficiency of 

photon to charge conversion - the aggregate efficiency of the four energy conversion steps, 

and thus independent of light intensity. The ability to look at individual contributions of 

each layer to the EQE makes this a powerful tool for stack optimization, especially because 

direct comparisons are experimentally extremely difficult, if possible at all. 
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i 

Figure 2-9 Calculate EQE (solid line) and IQE (dotted line) for the example stack. 

Convolution with the solar spectrum gives a current density of 4.21 mA/cm2. 

  

2.3 Origin of VOC 

The conditions necessary for VOC occur when the forward current, originating from 

carrier injection into the organics from the electrodes, exactly balances the reverse current, 

originating from dissociation of excitons. Under this condition, all generated charge 

carriers must recombine, which ideally occurs at the heterojunction, but can also occur in 

the bulk (i.e. Langevin recombination) or at electrode interfaces. A simple way of 

measuring this recombination is to perform a JV sweep when the device is not illuminated 

to measure the “dark current”. In an ideal device, all injected charge carriers will undergo 

bimolecular recombination at the heterojunction, thus making the dark current a measure 
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of recombination current at the interface. Intuitively, reducing the recombination rate of 

charge carriers will allow the charge carrier concentration to grow higher until 

recombination has matched that of generation. Thus, VOC has an inverse relationship to the 

recombination rate and dark current. On a microscopic level, the morphology of the 

interface, including molecular structure and orientation, which will be addressed in 2.4.1, 

will affect recombination, so understanding this relationship is essential to understanding 

VOC. 

The Shockley equation relates the current and voltage of an ideal diode through Eq. 

(2-9),  

 
𝐽 = 𝐽𝑆 [exp (

𝑞(𝑉 − 𝐽𝑅𝑆)

𝑛𝑘𝐵𝑇
) − 1] − 𝐽𝑝ℎ(𝑉), (2-9) 

where JS is the saturation current density, n is the diode ideality factor, RS is the series 

resistance, and Jph is the bias-dependent photocurrent density. By setting J = 0 for the open 

circuit condition, we arrive at Eq. (2-10) for the VOC. This requires two assumptions: first, 

that the exponential term in brackets is much larger than 1; and secondly, that the 

photocurrent is both constant and equal to JSC for all biases up to VOC. 

 
𝑞𝑉𝑂𝐶 =  𝑛𝑘𝐵𝑇ln (

𝐽𝑆𝐶

𝐽𝑆
) (2-10) 

This is effectively the difference in generation rate and recombination rate, and gives the 

important result of VOC changing logarithmically with JSC. Measurement of JS proceeds 

simply through fitting the model to the measured dark JV sweep.  
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2.3.1 Morphology considerations 

The relationship between JS and VOC in Eq. (2-10) has been established for OPVs 

by Perez et al. [11], who suggested that donors with high disorder and steric hindrance have 

a significantly lower JS, and thus higher VOC. Indeed, disorder at the heterojunction, 

induced by deposition or post-processing, has been shown to increase VOC over that of a 

more ordered heterojunction [12]. This has been attributed to the degree of overlap of 

electronic wave functions between the donor and acceptor. Less overlap provides less of 

an opportunity for an electron or hole to hop or tunnel to the other carrier, thus providing 

a low recombination rate. This leads to consideration of the polaron pair state’s role in 

mediating dissociation, recombination, and general JV characteristics in an OPV device. 

2.3.2 Polaron pairs 

Though we have previously referred to exciton dissociation as the step preceding 

carrier collection, it can be expanded into two steps: (i) charge transfer from one excited 

molecule to a polaron pair state, and (ii) dissociation or recombination of the polaron pair, 

followed by carrier collection, as shown in Figure 2-10. This being the case, dissociation 

efficiency is simply the product of charge transfer efficiency, ηCT, and polaron pair 

dissociation efficiency, ηPPd.  

At the electron donor-acceptor interface, polarons are generated by an exciton 

overcoming its binding energy and undergoing charge transfer at the heterojunction, where 

it’s energetically favorable for an electron (hole) to leave the donor LUMO (acceptor 

HOMO) for an adjacent acceptor’s LUMO (donor’s HOMO). This geminate polaron pair 

is Coulombically bound, and must undergo dissociation to free polaron pairs, or otherwise 



33 
 

recombine to the ground state. Considering that these are geminate polaron pairs, the 

process of bimolecular recombination does not apply, thus recombination occur through a 

first-order decay rate, with a recombination time that is independent of polaron pair 

concentration, typically on the order of 100 ns. In general, the recombination process will 

depend on the difference between the energy of the polaron pair state, and the ground state, 

as well as the overlap in corresponding wave functions, as mentioned previously. 

 

Figure 2-10 Diagram of theorized polaron pair recombination at organic heterojunctions. 

The top illustration represents physical space whereas the bottom represents 

energy space.  

The exciton dissociation time scale is much shorter than that of polaron pair 

recombination, ~1 ns when assisted by the high electric field, which is typically ~107 V/m. 
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This process has been well modeled macroscopically through the Onsager-Braun relation 

[13], for which the dissociation rate of pair of oppositely charged molecules is presented 

in Eq. (2-11),  

 
𝑘𝑓 =

〈𝜇〉𝑒

〈𝜖𝑟〉𝜖0

3

4𝜋𝑟𝑃𝑃
3 exp (−

𝐸𝑃𝑃

𝑘𝑏𝑇
) [1 + 𝑏 +

𝑏2

3
+

𝑏3

18
+ ⋯ ]. (2-11) 

This relies on the polaron pair separation distance, rPP, binding energy, EPP, and external 

electric field (i.e. the sum of the built-in field and external bias applied to the device), which 

is kept in Onsager’s term, 𝑏 = 𝑒2𝐹𝐼/8𝜋〈𝜖𝑟〉𝜖0𝑘𝑏
2𝑇2. The first term of Eq. (2-11) is derived 

from Langevin recombination; the second term is a Boltzmann term describing the 

efficiency of polaron pair separation in the absence of an electric field; and the third term 

is the Taylor expansion of a first order Bessel function, empirically derived by Onsager [4, 

14]. Generally, EPP is assumed to follow Coulomb’s law, 

 
𝐸𝑃𝑃 =

1

4𝜋〈𝜖𝑟〉𝜖0

𝑞2

𝑟𝑃𝑃
. (2-12) 

For a separation distance of 1 nm, and a typical relative dielectric constant between 3 and 

4, EPP = 0.36-0.48 eV, which will not be dissociated by thermal energy alone. Alternative 

formulations of the Onsager-Braun relation have been used for materials with high mobility 

[15]. 

2.4 OPV Diode Model 

Though the Shockley model presented in Eq. (2-9) works reasonably well, it does 

a poor job reproducing low-temperature behavior and the occasionally observed S-kink 

behavior in certain types of OPVs. An OPV-specific diode model was proposed by Giebink 
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et al., derived from a mole balance on excitons, polaron pairs, and charge carriers. This 

resulted in an equation similar to the Shockley equation, but with individual contributions 

from each active organic layer, as well as a form more explicitly linked to energy levels 

and structure. 

 
𝐽 = 𝐽𝑠𝐷 [exp (

𝑞𝑉

𝑛𝐷𝑘𝐵𝑇
) −

𝑘𝑃𝑃𝑑

𝑘𝑃𝑃𝑑,𝑒𝑞
] + 𝐽𝑠𝐴 [exp (

𝑞𝑉

𝑛𝐴𝑘𝐵𝑇
) −

𝑘𝑃𝑃𝑑

𝑘𝑃𝑃𝑑,𝑒𝑞
] − 𝑞𝜂𝑃𝑃𝑑𝐽𝑋 , (2-13) 

Here, JsD and JsA are now the trap-dependent saturation current densities in the donor and 

acceptor, respectively. Analogous to the Shockley equation, nD and nA are the ideality 

factors, mostly related to the trap distribution and depth, for the donor and acceptor, 

respectively. The saturation currents can be further explained as being directly proportional 

to the product of the Langevin recombination rate, krec, LUMO density of states, NLUMO, 

and trapped hole density in the donor, HD, as described in Eq. (2-14) and the analogous for 

JsA for the acceptor, Eq. (2-15). α is the effective energy offset, after accounting for losses 

from trapped charges and the steady-state charge profile in the organics; it is more 

explicitly defined in reference [16]. 

 
𝐽𝑠𝐷 =  𝑞𝑎0(1 − 𝜂𝑃𝑃𝑑)𝑘𝑟𝑒𝑐,𝑛𝑁𝐿𝑈𝑀𝑂𝐻𝐷 exp (−

𝛼𝐷

𝑘𝐵𝑇
) (2-14) 

 
𝐽𝑠𝐴 =  𝑞𝑎0(1 − 𝜂𝑃𝑃𝑑)𝑘𝑟𝑒𝑐,𝑝𝑁𝐻𝑂𝑀𝑂𝐻𝐴 exp (−

𝛼𝐴

𝑘𝐵𝑇
) (2-15) 

 The photocurrent is now expressed as the product of the polaron pair dissociation 

efficiency and exciton flux reaching the heterojunction. Occasionally, Jx is assumed 

equivalent to JSC, but it is more often used as a fitting parameter. However, ηPPd is now 

related to kPPd and kPPr through Eq.(2-16),  
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𝜂𝑃𝑃𝑑 =

𝑘𝑃𝑃𝑑

𝑘𝑃𝑃𝑑 + 𝑘𝑃𝑃𝑟
. (2-16) 

Here, kPPd is assumed to be the Onsager-Braun dissociation rate constant, kf, Eq. (2-12). 

This makes kPPd a function of the internal electric field at the heterojunction, FI, which is 

often assumed to be linear across the device stack because of the low charge carrier 

concentrations during operation, 

 
𝐹𝐼 =

𝑉𝑎 − 𝑉𝑏𝑖

𝑑
, (2-17) 

However, certain stacks with charge transport barriers, Fermi level pinning, surface 

dipoles, and non-Ohmic contacts may require solving the electrostatics of the system 

explicitly via the Poisson equation, a Ricatti equation, or using a discrete numerical solver.

  

2.4.1 Unique additions 

Unique to the model used in this work is that nearly all variables were either 

empirically measured or taken from literature. Additionally, the EQE model and JV model 

are linked, whereas the exciton flux reaching the interface is usually considered a fit 

parameter for the JV model. Thus, this model represents a step forward in creating a 

complete predictive device model, with the potential for determining material parameters 

ab initio, opening the potential for rapid combinatorial studies in silico. This includes the 

complex refractive index, exciton lifetime and diffusion length, dielectric constant, electron 

and hole mobility, electronic energy levels, film thicknesses, and photoconductivity. 

Polaron pair separation distances are not assumed, as done in previous works, but 

calculated in silico, thanks to collaborator, Hossein Hashemi. This does not preclude 
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assumptions inherent in the model, namely that the device performance is dominated by 

polaron dissociation and recombination. 

Note that we consider rPP a physical separation distance, whereas it is common to 

consider it a thermalization radius, a0, instead. Thus, we are using it as a physical attribute 

of the system, rather than a fit parameter in the model more directly related to the initial 

separation seen in a hot CT state, than the thermalized polaron pair. This is an important 

distinction between the model used in this thesis and more common formulations, and is a 

result of our assumption that the dissociation process proceeds via a reorganized polaron 

pair state, rather than a hot one, where the excess energy between the exciton and polaron 

pair is important for dissociation. An immediately obvious consequence of using rPP is that 

it is dependent on the orientation of the SubPc molecule with respect to C60, as visualized 

in Figure 2-11. 

 

Figure 2-11 Diagrams depicting two possible configurations when a polaron pair is formed 

between SubPc and C60. Note the separation distance of the charge centers is 

rPP, and the dipole changes direction with the molecule, potentially assisting 

or hindering charge transfer and polaron pair dissociation. 

Multiple authors have investigated the role of static and dynamic phenomena that 

lower the exciton binding energy, as this makes dissociation more probable and possibly 
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explains both the low temperature photocurrent and weak dependence of dissociation on 

the electric field. These have been explained by bulk exciton dissociation [17], permanent 

dipoles or quadrupoles [18, 19], entropy effects [20], relaxation in energetically disordered 

states [21], and rapid dissociation of the hot CT state before relaxation to a polaron pair 

[4]. The energy of each state is shown in Figure 2-12, along with an inset that shows the 

polaron pair binding energy versus separation, and the predicted lowering of this energy 

when including the aforementioned dipoles and disorder. 

 

Figure 2-12 Energy diagram versus separation distance of an exciton (red), polaron pair 

(black), and the ground state (blue). The inset shows the coulomb binding 

potential (red), and the expected change (black) as a result sum of interface 

multipoles, dark dipoles, and entropy effects (blue line). Adapted from [4], 

with permission from John Wiley and Sons 
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As the VOC is a function of balanced recombination and dissociation of polaron 

pairs, increasing the VOC is a matter of decreasing the dark current density through 

decreasing the wave function coupling between the two geminate polarons at the interface. 

Unfortunately, steric hindrance and larger separation distances will likely result in poor 

charge and exciton transport in the bulk of the film, thus causing a tradeoff between voltage 

and current. A possible way of overcoming this is to have a layer that’s highly ordered in 

the bulk of the film, but induce disorder at the interface, but this may result in transport gap 

broadening as a result of the disorder. Effectively, this will make excitons approaching the 

heterojunction more likely to reflect off the interface or back-diffuse, rather than increase 

in energy along with the broadened transport gap. 

2.5 Advantages and Limitations 

The more complexity that is introduced into a model, the more powerful it becomes, 

but also more likely that it is specialized, thus only being appropriate for a narrow range of 

conditions. In the case of this model, the advantages are profound, and arise from the fact 

that most of the parameters entered into the model are independently measurable material 

parameters, except for kPPr, kPPd, and rPP. Additionally, the trap density and depth require 

very careful processing and handling to remain constant between batches. With the most 

advanced ab initio calculations of microscopic structure (i.e. polaron pair structure), and 

additional calculation of the rate constants, it may be possible to successfully predict a JV 

curve entirely in silico.  

Utilizing the Onsager-Braun relation is useful in being able to reproduce the S-kink 

behavior seen in organic photovoltaics, since it allows the photocurrent density to approach 
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zero prior to the JV curve being dominated by recombination current density. However, 

Braun suggested that the binding energy is not always Coulombic, and fails for many 

organic ion pairs [13]. We use DFT to calculate contributions from both Coulombic and 

local molecular dipole contributions in Chapter 4, which allows us to better match the JV 

curve of the two organic devices without relying on additional fitting parameters. 

Additionally, the electric field in a dipole that assists dissociation is able to reduce the 

electric field dependence of the Onsager-Braun relation by significantly reducing the 

polaron pair binding energy. This alleviates the discrepancy between that has been noticed 

between Monte Carlo models and macroscopic, Onsager-Braun based models like the one 

used in this work [22]. 

Additionally, both the Onsager-Braun relation and bulk polaron recombination 

mechanisms are related to the Langevin bimolecular recombination rate, though Langevin 

recombination is a gross assumption for organic semiconductors, considering the low 

charge screening, local energy from environment distortion (i.e. polaron state), and 

hopping mechanism in organic semiconductors. All of these increase the difficulty of two 

oppositely charged polarons encountering one another. On top of this is the assumption of 

an averaged permittivity across polaron pairs, geminate or not, which may not be true, 

considering the local environment of a polaron pair is very different from that in the bulk 

of the film.  

Knowledge of the microscopic structure is paramount for the model used here, but 

mapping the distribution of polaron pairs at a heterojunction, or even measuring the 

geometry of some polaron pairs, has been very difficult and elusive. Without a known 

polaron pair distribution or geometry, we used DFT calculations to predict the structures, 
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though prediction of a distribution or generalized room temperature morphology is 

currently out of the realm of computational prowess. Possibly, advancements in atomic 

force microscopy and synchrotron X-ray diffraction analysis could lead to the ability to 

determine the polaron pair geometry, though the mechanism of polaron pair charge transfer 

and dissociation are still under debate. Disorder at the interface could be responsible for 

broad energy states that allow for entropy to drive the hopping mechanism away from the 

interface – with each jump ending at a lower energy in the distribution of states [23-25]. 

Similarly, and of particular interest at the moment, is the capability of a hot charge transfer 

state to dissociate, and even be collected at the electrode, prior to relaxing into a lower 

energy state after having dissipated the energy gained during charge transfer. 

Apart from the assumptions regarding recombination and dissociation mechanisms 

at the interface, the assumptions regarding charge transfer from an exciton to a polaron pair 

is assumed to have relatively low back-transfer (i.e. low reverse rate constant) or low 

polaron pair population. In most cases, this assumption is valid, and allows for decoupling 

the exciton flux calculation from the JV calculation. However, a sufficiently high polaron 

pair population or a very low LUMO-LUMO or HOMO-HOMO energy separation can 

cause significant generation of excitons from polaron pairs. This would then require a 

simultaneously solution of the exciton concentration in the active layers with the polaron 

pair and free carrier density, thus becoming much more complex. This is not important yet, 

but will become important when charge transfer rates are being engineered alongside 

polaron pair dissociation and recombination rates. 
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2.6 Towards complete characterization 

A combination of the modeling methods described above allows for independent 

calculation of losses from reflection, parasitic absorption, exciton relaxation, and polaron 

pair recombination, as is seen in Figure 2-13. Of interest is the red band associated with 

recombination in the JV model, which varies with applied bias. With no applied bias, this 

band will be negligibly thin; however, the band will increase with the applied bias, as a 

result of lowering kPPd and thus shifting polaron pairs towards recombination rather than 

dissociation.  

The utility of modeling is evident in the potency of such a visual aid. Upon a single 

glance, it become readily apparent where the greatest urgency resides for improving device 

current. The three greatest losses of power are from reflected photons, parasitic absorption 

in ITO, and excessive exciton thermalization. For more detailed discussion and methods 

for overcoming these losses, addition of a third (or more) active layer can absorb an 

additional section of the visible spectrum and form a second heterojunctions, creating a 

cascade structure [26]. This reduces the effective distance required for excitons to reach 

the heterojunction, thereby reducing much of the thermalization loss in the bulk. 

Finally, the complete characterization of a device with regards to absorption, 

exciton density, exciton flux at the heterojunction, and isolation of the diode behavior under 

illumination becomes possible. This will be discussed in the remaining chapters. 
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l 

Figure 2-13 Diagram of dominant loss mechanisms in the example SubPc/C60. This is at 

the maximum power point, whereas the red section would be nonexistent for 

JSC and encompass nearly the entire black section at VOC. 
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CHAPTER 3 

INVERTED OPVs 

Experimentally measuring the geometry of polaron pair orientations is difficult, 

especially considering that the heterojunction is a buried interface likely to be destroyed 

upon most probing attempts. In this chapter, inverted OPVs (iOPV) are made alongside 

conventional architectures (cOPV), with a goal of isolating the heterojunction behavior in 

each device. Large sections of this chapter are derived from the paper “High efficiency 

organic photovoltaic cells based on inverted SubPc/C60/ITO cascade junctions”, accepted 

for publication in Organic Electronics (2014), DOIL 10.1016/j.orgel.2014.08.046. 

3.1 Inverted OPVs 

Conventional organic solar cells rely on glass or plastic substrates pre-coated with 

indium tin oxide (ITO) or similar high work function transparent conductors, in part due to 

the combination of greater stability of high work function surfaces against oxidation, and 

in part due to the wide commercial availability of such substrates. In these structures, ITO 

(or analogous material) functions as an anode, where holes are extracted from the adjacent 

electron donor layer. Nevertheless, numerous publications show interest in inverted 
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organic solar cell structures [1-3], in which the organic layer deposition sequence is 

switched to allow electron injection into the substrate. These structures offer advantages in 

some applications, including greater latitude in optical design [4-6], tandem cell integration 

[1, 6-9], and simplified deposition methods [10]. 

Previous work using inverted photovoltaic devices has yielded a variety of results. 

Placement of the low work function cathode away from ambient oxygen, and removal of 

bathocuproine (BCP), increases device lifetime dramatically [11, 12]. However, small 

molecular OPV cells typically exhibit a decrease in the open circuit voltage (VOC), as well 

as short circuit current density (JSC), lowering the power conversion efficiency relative to 

conventional (non-inverted) OPVs [2, 5, 13]. This is often explained through inverted 

devices offering a smaller offset between the work functions of the anode and cathode, thus 

providing a smaller built-in potential for polaron pair dissociation. Some work has 

expanded the limited number of materials available for electron and hole extraction that 

can maintain the high built-in potential necessary to achieve performance comparable to 

conventional architectures [4, 7, 11, 14-17]. Here we fully characterize both a cOPV and 

iOPV for the purpose of isolating the electrical behavior of the heterojunction. Ultimately, 

this results in the demonstration of an inverted device with an efficiency surpassing its 

conventional architecture counterpart. 

3.2 OPV design for matched exciton flux 

Device structures used in this study comprise organic absorber layers sandwiched 

between the ITO and 100 nm thick aluminum electrodes, with buffer layers inserted 
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between the absorbers and electrodes to modify the electrode work function and prevent 

parasitic exciton quenching. cOPV devices, shown in Figure 3-1a, have the donor buffer 

layer and donor organic deposited first, followed by the acceptor organic and acceptor 

buffer layer prior to capping. iOPV devices, shown in Figure 3-1b, are defined as devices 

where the deposition order has been inverted, with the acceptor buffer and organic 

deposited prior to the donor organic and buffer. Molybdenum oxide (MoOX) is used as an 

anodic buffer layer for its high work function and ability to reduce dark current [18] in both 

conventional and inverted devices. The cathode work function is determined by the 

deposited metal, thus cathode buffer layers are typically exciton-blocking layers (EBL) 

used to prevent quenching at the organic/metal interface and adjust the optical cavity. 

Bathocuproine (BCP) was used as an EBL in the conventional device, whereas ITO was 

used as a buffer layer for inverted devices.  

As will be discussed below, the cOPV and iOPV structures in this comparison were 

at the outset designed to have identical exciton fluxes at the donor-acceptor (SubPc/C60) 

interface, which should produce identical JSC in each device. Nevertheless, we observe a 

clear trade-off between the current density and voltage, whose origins reveal surprising 

conclusions regarding excitonic processes at the organic-inorganic interfaces within the 

structure, as discussed below.  
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Figure 3-1 Deposition stack and energy level diagram for (a) cOPV and (b) iOPV. Dotted 

lines in BCP represent defect states for electron transport. 

To understand the physical origins of the differences, we first recognize that EQE 

in OPVs can be expressed as the product of efficiencies corresponding to photon 

absorption, ηA, exciton diffusion, ηED, exciton dissociation, ηD, and carrier collection, ηCC, 

as expressed in chapter 2:  

 𝐸𝑄𝐸 = 𝜂𝐴𝜂𝐸𝐷𝜂𝐷𝜂𝐶𝐶 . (2-2) 

Absorption, diffusion, and carrier collection are bulk properties of films, whereas 

charge transfer and interfacial polaron pair dissociation, combined to form ηD [19], are 

properties of the molecules comprising the heterojunction and its local morphology. Using 

homogeneous, amorphous films in thin bilayer stacks allows us to assume that ηCC ~ 1. The 

high electric field within the organic layers, moderate illumination intensity (1 Sun at 

maximum), steady-state operation, and short, non-tortuous path from the heterojunction 

allow us to neglect bulk recombination of charge carriers.  
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To optimize and better understand the behavior of the cOPV and iOPV structures, 

the EQE spectra were calculated for each layer structure according to Section 2.2. Based 

on photocurrent optimizations, the donor layer and acceptor film thicknesses were held at 

13 nm and 36 nm, respectively, while the buffer layer thickness was adjusted until the 

exciton flux at the donor-acceptor interface was identical between the two stacks. This 

method of optimizing for a matched exciton flux is in contrast to the typical method of 

using simulations to optimize JSC for high PCE; it does not necessarily maximize PCE, but 

allows for a direct probing of the relative influences of interfacial and bulk processes. (As 

a basis for comparison, conventional devices for optimized JSC yielded PCE = 3% ± 0.2%, 

with an average JSC = 4.6 ± 0.3 mA/cm2.) Subsequently, the optical and exciton transport 

models were used to calculate and match experimentally measured EQE spectra by 

adjusting the exciton diffusion lengths and exciton interaction (quenching, dissociating, or 

blocking) through defined boundary conditions at critical interfaces within the devices [20, 

21]. 

3.3 Materials and Methods 

 Purified organic materials (SubPc, C60, and BCP) were purchased from Lumtec, 

Inc. and stored in a nitrogen environment prior to deposition. ITO-coated glass substrates 

were purchased from Delta Technologies and cleaned in a process described elsewhere 

[20]. ITO substrates for inverted devices (i.e. the cathode) were used immediately after the 

cleaning process, whereas substrates for conventional devices were intended as the anode, 

thus placed in an ultraviolet ozone chamber for 10 minutes to maximize the work function 

[22]. All layers prior to the (reflective) top electrode were deposited sequentially in a six-
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source “A-mod” vacuum thermal evaporation system from Angstrom Engineering. High 

vacuum of 10-7 Torr was interrupted once, for the placement of shadow masks, to create 

the 1 mm diameter top contacts. SubPc was deposited at 0.5 Å/s, C60 at 1 Å/s, and BCP at 

0.6 Å/s. Devices were immediately electrically characterized in air with a Hewlett Packard 

HP 4156B semiconductor parameter analyzer while under AM 1.5G illumination at one 

sun, provided by an Oriel 94166 solar simulator. EQE measurements were taken with a 

lock-in amplifier under illumination from monochromated halogen source. Absorption 

measurements were taken in a UV-vis mode Perkin-Elmer Lambda 750 spectrometer, and 

used to calculate the internal quantum efficiency. 

As a standard practice, our thin film deposition apparatus and process are calibrated 

using very precise spectroscopic ellipsometry, and subsequently perform optical modeling 

of our device structure. This model accounts for interference and electrode absorption, but 

eschews scattering effects, because they occur at a wavelength range (i.e. 610-700 nm) 

where absorption in the organic layers is minimal, with minimal contributions to EQE. The 

good fit of absorption modeling to measurement shown in Figure 3-2 indicates that the 

stack thicknesses are accurate. 
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Figure 3-2 Reflectance-mode absorption spectra of cOPV (black) and iOPV (red) devices 

with a 26 nm SubPc layer. Scattering effects are not included in the optical 

model, leading to the deviation between the model and measurement at longer 

wavelengths. 

3.4 Voltage-current tradeoff 

Although previous work has demonstrated a reduction in JSC for inverted devices 

[2], our results show that JSC can increase upon deposition order inversion. Figure 3-3 plots 

the current density versus voltage characteristics for cOPV and iOPV devices, in which JSC 

switches from 4.15 mA/cm2 in cOPV to 5.23 mA/cm2 in iOPV cells. Despite the associated 

reduction in VOC, from 1.11 V to 1.02 V, the inverted device efficiency is greater than the 

conventional device, resulting in a maximum recorded power conversion efficiency of 

3.50%. A full summary of device performance parameters is listed in Table 3-1. 
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Figure 3-3 Current density-voltage curves comparing conventional and inverted devices. 

There is a clear tradeoff between a high VOC in the conventional device 

(black), and high JSC in the inverted device (red) for a devices with a 26 nm 

SubPc film. Shaded areas represent a 95% confidence interval. 

Table 3-1: JV parameters of cOPV and iOPV. 

 JSC (mA/cm2) VOC (V) FF (%) PCE (%) 

cOPV 4.15 ± 0.19 1.11 ± 0.026 54.6 ± 1.0 2.50 ± 0.56 

iOPV 5.23 ± 0.36 1.02 ± 0.005 61.8 ± 0.5 3.31 ± 0.22 

 

We note, however, that modeling predicted an exciton flux of 2.38 × 1016 cm-2 s-1 

in the iOPV device, equivalent to JSC = 3.81 mA/cm2. One intuitively obvious source of 

the discrepancy might be variations in film thickness between the two devices, but 

extensive sampling and similarity in the deposition methods significantly reduce that as a 

possibility, necessitating a different hypothesis. Although the (conventional) SubPc/MoOX 

and BCP/C60 interfaces are well established to be, respectively, exciton-quenching [20, 21] 
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and exciton-reflecting [23], the behavior has not been established for inverted devices. To 

elucidate the boundary conditions for excitons at the interface between a buffer layer and 

an active layer, the SubPc film thickness was varied. The VOC, JSC, FF, and PCE of these 

devices are seen in Figure 3-4. For all values of SubPc thickness, the VOC of iOPV devices 

is lower than that of cOPV devices, while the JSC is larger. The fill factor is lower for iOPV 

devices for 13 nm thick SubPc, but higher for thicker films. The peak PCE for iOPV 

devices exceeds that for cOPV cells and occurs at 26 nm of SubPc. In general, increasing 

the thickness of an active layer in an optimized stack will reduce the JSC and PCE. Increases 

in the JSC with thickness especially suggest that the exciton diffusion length and boundary 

conditions assumed from literature must be re-evaluated for the iOPV devices. 

 

Figure 3-4 (a) VOC, (b) JSC, (c) FF, and (d) PCE of iOPV (red circles) and cOPV (black 

squares) devices versus thickness of SubPc while all other film thicknesses 

are unchanged.  

A wide range of values for the exciton diffusion length of C60, LD-C60, has been 

reported, ranging from 7 nm to 40 nm, but is most commonly accepted to be ~15 nm.[24-

27] Exciton diffusion in SubPc has been reported to be dominated by Förster transfer [28]. 

With a value of LD-SubPc = 7.7 nm when corrected for Förster transfer to the acceptor [29], 
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and ~8 nm when uncorrected and adjacent to C60 [30-32]. Photoluminescence quenching 

studies have not been performed for C60, which exhibits rapid intersystem crossing to a 

dark triplet state that is believed to be responsible for its long exciton diffusion length [26]. 

Fitting both EQE spectra with a SubPc thickness of 26 nm is shown in Figure 3-6. Note 

that the predicted EQE peak at 595 nm is below that of the measured peak for the cOPV. 

This is often seen in OPVs with a MoOX\SubPc junction, which is assumed to be perfectly 

quenching, though it’s likely to be partially reflecting, hence the higher EQE in the 

measured curve. 

3.5 Interface characterization 

The exciton handling nature of the interfaces (i.e. reflecting, quenching, or 

dissociating) changes upon inversion. Fitting the EQE of all inverted devices 

simultaneously requires that the C60/ITO interface is dissociating, revealing that it 

contributes approximately 0.77 mA/cm2 to the JSC of the inverted devices. This accounts 

for 55% of the difference between measured and calculated current in inverted devices. 

The exciton-dissociating nature of the C60/ITO interface is confirmed experimentally, with 

the JV curve plotted in Figure 3-5. At 1 sun illumination, the C60/ITO interface is 

contributing the correct order of magnitude, ~ 0.5 mA/cm2, to the JSC of the iOPV.  
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Figure 3-5 Current density vs. bias plot of a Schottky diode formed by C60 and ITO. 

Although the VOC is 0.24 V in this device, the junction will dissociate excitons 

up to VOC. 

 

Perhaps more unexpected is that the remaining 45% of the difference between 

measured and calculated JSC can be accounted for by allowing the MoOX/SubPc interface 

to reflect excitons. It has recently been established that this interface in conventional 

devices is largely a quenching interface [33], and our data supports this conclusion when 

fitting cOPV devices. However, the very same interface in iOPV devices is responsible for 

exciton reflection, allowing for the same exciton flux from SubPc despite the lower 

absorption, resulting in a higher EQE at 600 nm, where SubPc absorbs strongly.  

The change in exciton behavior at the SubPc/MoOx interface is plausible, if the 

oxide undergoes a chemical transformation. The junction between aluminum and MoOX is 

likely to be reactive, oxidizing aluminum and reducing molybdenum(VI) to 
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molybdenum(IV), thus forming a tertiary mixture [36]. Oxygen deficiencies and 

molybdenum reduction have been shown to shift the valence and conduction bands, as well 

as modify the d-band filling, which transitions the material behavior between that of an n-

type semiconductor and metal [37]. The electronic levels of the tertiary compound may be 

less amenable to exciton quenching from SubPc, explaining the exciton reflecting 

boundary condition necessary to fit EQE data to physically plausible exciton diffusion 

lengths. Indeed, a report by Sykes, et al., observed that EQE spectra in metal-organic-metal 

plasmonic cavity PV devices could be better explained if the model assumed a similar 

change from exciton-quenching to exciton-reflecting behavior by the SubPc/MoO3 

interface [38]. 

3.5.1 Diffusion length 

The exciton diffusion lengths for the cOPV and iOPV sets are fit independently of 

each other to find that they are similar, regardless of deposition order. As seen in Table 

3-2, LD-C60 remains approximately 16 nm for all SubPc thicknesses, despite the optical 

fields varying with SubPc thickness.  

Table 3-2: Diffusion lengths fit for various SubPc thickness 

SubPc thickness 

(nm) 

LD-SubPc  

(nm) 

LD-C60 

 (nm) 

13 8.5 16.1 

26 15.5 16.1 

39 19.0 16.2 

 

Varying the optical fields will shift the depth of peak exciton generation, which will cause 

LD-C60 to vary if the boundary conditions are incorrect or the diffusion length varies with 

thickness. However, LD-SubPc does vary with SubPc thickness, indicating that morphological 
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changes occur as thicker films are deposited, or the MoOX\SubPc interface is partially 

dissociating. Though it has been suggested that the MoOX\SubPc interface forms a 

Schottky junction that contributes to the high VOC of SubPc\C60 devices, this is only 

observed at cryogenic temperatures [33]. Indeed, 15.5 nm for a SubPc thickness of 26 nm, 

although higher than in some other reports, corroborates a previously reported increase in 

LD-SubPc with SubPc film thickness even without MoOX [34, 35]. 

 

Figure 3-6 External quantum efficiency spectra for the iOPV (red) and cOPV (black), 

with calculated (solid) and measured (open circles) values. Note that the 

cOPV EQE peak near 600 nm originates from current collected from the 

SubPc film, where the MoOX interface is assumed to be perfectly quenching 

in the simulation; the experimental peak, however, is slightly higher, 

suggesting quenching efficiency is high, but not unity. 

We found that the exciton diffusion lengths remain constant regardless of 

deposition order, but molecular templating (or lack thereof) could conceivably occur, 

potentially increasing the exciton diffusion length in any active layer, thus affecting JSC. 
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Previous templating studies have improved film crystallinity, which has created anisotropy 

in the exciton diffusion length, resulting in higher current density when the diffusion length 

was increased perpendicular to the heterojunction [39]. While improved crystallinity could 

increase exciton diffusion length, it would also lead to greater wave function overlap at the 

donor-acceptor interface, increasing parasitic polaron pair recombination [40]. Though this 

templating-based explanation is a possibility, X-ray diffraction studies of the multi-layers 

used here show completely amorphous active layers. Amorphous results were found 

regardless of deposition of C60 on SubPc or SubPc on C60, even for multiple thickness, as 

shown in Figure 3-7. However, the use of grazing incidence X-ray diffraction may offer 

additional morphology information [41]. 
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Figure 3-7 X-ray diffraction data for a sweep of 19 to 27 degrees of active layers 

deposited on a silicon substrate. Completely amorphous morphology is shown 

for all stacks, including a) 36 nm C60 on 13 nm SubPc, b) 13 nm SubPc on 36 

nm C60, c) 26 nm SubPc on 36 nm C60, and d) 39 nm SubPc on 36 nm C60. 

Although templating of SubPc on MoOX and C60 on ITO was not explored, they are 

unlikely due to the highly disordered nature of the oxides, whereas the JSC difference is 

well explained by exciton boundary conditions at buffer layer interfaces. Additionally, as 

previously discussed, the diffusion lengths align well with previously reported values, 

suggesting that morphology is similar as well. In light of this, we discount templating with 

regard to SubPc on MoOX, or C60 on ITO, from having a significant effect on diffusion 

lengths or JSC. However, short range ordering has been seen in SubPc-C60 mixtures [42], 

which suggests that an interface between the two (i.e. occurring only at the heterojunction) 

may exhibit similar nanocrystalline morphologies. Thus, SubPc-on-C60 versus C60-on-
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SubPc layer deposition sequences could show differences in short range ordering that will 

affect the dark current and VOC.  

Both inverted and conventional SubPc/C60 OPVs have been reported in literature 

with VOC values that match those reported in this work: 1.10 V for conventional devices, 

and 1.00 V for inverted devices [2]. Despite greatly increasing the built-in potential (Vbi), 

Tong et al. saw the iOPV VOC saturate at 1.0 V, rather than 1.10 V as with the cOPV, 

suggesting fundamentally different diode properties. This potentially can be attributed to a 

difference in morphology at the interface, with the average polaron pair separation distance 

or local electric field affecting charge transfer and separation, per Onsager-Braun theory 

[43]. Alternatively, the VOC may drop as a result of greater recombination due to increased 

surface roughness or differences in interfacial mixing as a result of the greater potential 

energy of C60 over SubPc during deposition. Lastly, the VOC is directly related to the offset 

between the LUMO energy of the acceptor and the HOMO energy of the donor, which may 

be shifted from their measured values as a result of Fermi level pinning and band bending 

[44].  

3.6 Conclusions 

In conclusion, we explore the tradeoff between JSC and VOC exhibited between 

cOPV and iOPV architectures, with the iOPV reaching a power conversion efficiency of 

3.50%. In depth analysis reveals the ability of MoOX to reflect excitons when adjacent to 

SubPc, as well as a Schottky junction between the acceptor and cathode, resulting in a 

cascade device despite using fewer processing steps and films than the conventional device 

alone. This demonstrates the unrealized potential in processing existing materials, which 
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may result in pushing OPVs to greater efficiencies, especially when used in conjunction 

with anode-based cascade junctions. Though the nearly 100 mV difference in VOC between 

the iOPV and cOPV not yet explained, future work is intended to explore the possibility of 

variations in the polaron pair orientation in silico to address the contribution of 

heterojunction morphology to this difference. 
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CHAPTER 4 

CHEMICALLY MODIFIED POLARON PAIRS 

The VOC in OPVs is considerably lower than the minimum absorbed photon energy, 

reducing the practical efficiency of OPV cells relative to their thermodynamic limit [1]. 

While losses due to exciton binding energy are understood, other factors are currently 

debated. Previously demonstrated links between dark current and VOC have suggested that 

charge recombination at the heterojunction is partially responsible [2], influenced by both 

molecular structure and ordering [3]. This chapter examines the influence of the permanent 

electric dipole moment of the donor molecule on VOC.  

4.1 Theory 

As discussed in Chapter 2, Giebink et al. introduced an Onsager-Braun kinetics-

based model for ideal organic photovoltaic heterojunctions, successfully fitting current-

voltage characteristics of OPV devices across a wide range of environmental conditions 

[4]. In the Onsager-Braun model, the probability of dissociating a Coulombically bound 

polaron pair at the heterojunction depends on the charge separation distance and the local 

electric field. This probability is less than unity, and has the effect of reducing the VOC, 
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relative to the maximum allowed by the energy level difference ΔEHL, minus the polaron 

pair binding energy EPP according to Eq. (4-1):  

 

𝑞𝑉𝑂𝐶 = ∆𝐸𝐻𝐿 − 𝐸𝑃𝑃 − 𝑘𝑇𝑙𝑛 (
𝑘𝑟𝑁𝐻𝑁𝐿

𝜍𝐽𝑋

𝑟𝑃𝑃

), (4-1) 

where kr is the polaron pair recombination rate, NH and NL are the HOMO and LUMO tail 

densities, respectively, ς is the maximum polaron pair density, JX is the exciton flux 

reaching the heterojunction, and rPP is the polaron pair separation distance. The polaron 

pair binding energy is usually calculated from the charge separation distance, as a 

Coulombically bound pair. 

 
𝐸𝑃𝑃 =

1

4𝜋〈𝜖𝑟〉𝜖

𝑞2

𝑟𝑃𝑃
. (2-12) 

Clearly, intermolecular distance and the spatial distribution of occupied and 

unoccupied molecular orbitals affect rPP, which in turn affects EPP and VOC. Additionally, 

the polaron pair dissociation rate, kPPd, has a dependence on the local dipoles’ strength and 

orientation, as they contribute to electric field at the interface, although their significance 

is not fully understood [5-8]. 

4.2 Previous work 

Some previous work used a contact transfer technique to study how the strength 

and orientation of an interfacial dipole affects VOC [8]. The dipole shifts the ionization 

potential at the interface, thus increasing or decreasing EHL and the VOC. Similarly, there 
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is also a shift in the LUMO-LUMO and HOMO-HOMO offset, which may weaken the 

driving force for charge transfer, resulting in a lower dissociation efficiency.  

One widely used donor of interest is boron subphthalocyanine chloride (SubPc-Cl). 

Its permanent molecular dipole and asymmetry suggests that polaron pair recombination 

could be orientation dependent, as molecular orientation with respect to the acceptor will 

affect both rPP and the local electric field during charge transfer and separation. In addition 

to becoming one of the archetypal materials used in small molecular OPVs, the SubPc-

Cl/C60 junction is one of the first material sets to have its field-dependent recombination 

rate constant measured [9]. 

SubPc-Cl coupled with C60, shown in Figure 4-1a, produces a large EHL, resulting 

in one of the highest reported VOC’s for bilayer OPVs [10, 11]. Its short exciton lifetime 

limits exciton diffusion [12, 13], but at 585 nm the solid state absorption of SubPc-Cl 

exhibits a strong Q-band typical of porphyrins [14], arising from π-π* transitions in the 

conjugated macrocyclic ring [15, 16]. This strong absorption is in the yellow-orange range 

of the visible spectrum, where both solar photon flux and energy flux are relatively high. 

The high extinction coefficient [14] allows for thinner layers, which mitigates the short 

exciton diffusion length bottleneck. The high current density, when coupled with a high 

VOC, enables efficiencies for single planar heterojunction devices upwards of 3% [11, 17]. 

Nevertheless, the observed VOC for SubPc-Cl/C60 junctions is 0.8 volts below EHL, 

presumably due to polaron pair binding and the strength of the interfacial dipole vis-à-vis 

Eq. (4-1). 
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Figure 4-1 Energy levels are shifted by the dipole at the heterojunction, resulting in a 

decrease in ΔEHL, as shown in (a). Potential orientations of SubPc include the 

(b) “bed” configuration and (c) “umbrella” configuration. 

 

Halogenation of a donor is a common means of shifting the HOMO and LUMO as 

a means of engineering ΔEHL, and thus significantly affecting the VOC according to the first 

right-hand term of Eq. (4-1). Sullivan et al. have done this for SubPc, showing that it is 

capable of being used as an acceptor, despite its low electron mobility [18]. Although 

contradictory to expectations, they show VOC to increase with a decrease in ΔEHL, as shown 

in Figure 4-2. This can be attributed to poor dissociation due, again, to a low HOMO-

HOMO or LUMO-LUMO offset. This type of substitution is undesirable, as it will 

significantly change the donor optical and electronic properties. 
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Figure 4-2 Effect of chemical modification on energy levels of donor molecules based on 

SubPc-Cl in which hydrogen on the macrocycle has been substituted for 

halogen atoms [18]. 

Substituting the axial chlorine atom for fluorine (creating SubPc-F) is expected to 

shorten then boron-halogen bond length, reducing the electric dipole of the donor molecule, 

thereby affecting the local polaron pair kinetics and presenting an opportunity to isolate the 

effects of molecular dipole strength. As previously mentioned, the macrocycle is largely 

responsible for the absorption, so substitution of the axial halogen is not expected to 

significantly affect absorption or exciton diffusion. Thus, it is possible to study the effect 

of nearly isolating the effect of dipole strength on device performance. 

Below, we calculate the expected polaron pair geometry and dipole, followed by 

synthesis and characterization of both donor.  We then compare performance 

characteristics of SubPc-Cl and SubPc-F donor layers in a heterojunction OPV cell with 

C60 as the acceptor material, highlighting important differences and interpreting them in 

terms of the molecular-scale mechanisms that may be responsible. 
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4.3 Polaron pairs in silico 

Electronic structure determination for SubPc-F and SubPc-Cl were carried out 

through density functional theory (DFT) calculations in Gaussian 09, using the B3LYP 

functional and 6-31G(d) basis set for all atoms [19-21]. The molecular orbital basis set 

used was the 6-31G(d), as followed by Petersson et al [22].  The structures have been 

optimized using the above-mentioned basis set without any symmetry (allowing for a 

maximum of degrees of freedom). The UV absorption peaks were estimated considering 

the vertical excitations from the ground state applying time-dependent density functional 

linear response theory [23, 24]. 

Calculation of the polaron pair binding energy requires three contributions: the 

energy from Coulombic interaction, 𝐸𝑐 , between the dimer electron (LUMO) and hole 

(HOMO), the interface polarization energy (𝐸𝑝), and the Coulombic interaction between 

the induced charges at the interface and the polarons. Our calculations suggested that the 

latter contribution is negligible.   

In order to calculate the Ec, molecules were first relaxed into their optimal isolated 

geometries, which were used to calculate the ionization energies of SubPc-Cl and SubPc-

F, and electron affinity of C60. Several configurations were calculated, notably a “bed” 

configuration, with the dipole facing SubPc, as seen in Figure 1b, and a ball-in-cup 

“umbrella” configuration, with a dipole facing C60, as seen in Figure 1c. To compute the 

interaction, the empty HOMO was treated as a positively charged cloud, and, likewise, the 

LUMO was treated as a negatively charged cloud. This energy was computed from the 

wave function data projected onto a regular 3D grid as follows, 
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𝐸𝑐 =  

−𝑞𝑒
2

2𝜋(𝜖𝐶60 + 𝜖𝑆𝑢𝑏𝑃𝑐)
∬

|𝜓𝐻(𝑟𝐻)|2|𝜓𝐿(𝑟𝐿)|2

|𝑟𝐻 − 𝑟𝐿|
𝑑3𝑟𝐻𝑑3𝑟𝐿 , (4-2) 

where 𝑞𝑒 is the charge of an electron, 𝜖𝐶60 is the dielectric constant of C60, 𝜖𝑆𝑢𝑏𝑃𝑐 is the 

dielectric constant of SubPc, 𝜓𝐻is the dimer HOMO, 𝜓𝐿 is the dimer LUMO (See Figure 

4-1), 𝑟𝐻 is a position in the SubPc HOMO, and 𝑟𝐿 is a position in the C60 LUMO. 

Areas of the heterojunction where SubPc is regularly aligned with C60 have a net 

polarization at the interface. This system can be treated as a polarized monolayer at the 

interface of the two materials, similar to a polarizing interface texture effect. However, 

there is no dependence on the distance to the interface, thus the energy for transfer of a 

charge carrier across the interface is, 

 
𝐸𝑝 =

𝜎𝑑𝑝〈𝑝𝑧〉

2
[

1

𝜖𝑆𝑢𝑏𝑃𝑐
+

1

𝜖𝐶60
]. (4-3) 

The interface polarization energy is 𝐸〈𝑝𝑧〉, 𝜎𝑑𝑝 is the dipole interface density, and 

〈𝑝𝑧〉 is the average individual dipole perpendicular to the interface. As mentioned above, 

we need to add 𝐸𝑐 and  𝐸〈𝑝𝑧〉 in order to calculate the binding energy. Therefore, the polaron 

pair binding energy is calculated through Eq. (4-4), 

 𝐸𝑃𝑃 = 𝐸𝑐 +  𝐸𝑝. (4-4) 

Based on ab initio calculations, the electron affinity of the fluorine atom changes the 

partial charges on the two molecules of the polaron pair, as well as causing structural 

differences in the donor, relative to SubPc-Cl. Specifically, the axial bond length of SubPc-

F (1.39 Å) is shorter than SubPc-Cl (1.88 Å). Similarly, the calculated rPP is 6.7 Å and 5.9 

Å for SubPc-F and SubPc-Cl, respectively. The dipole of the donor results in an energetic 

hindrance to dissociation of the polaron pair into individual charge carriers, which has been 



76 
 

calculated as an energy penalty equal to 0.17 eV and 0.24 eV for SubPc-F and SubPc-Cl, 

respectively. The calculated rPP for the “bed” configuration is 9.3 Å and 9.1 Å for SubPc-

F and SubPc-Cl, respectively. In this case, the dipole of the donor results in an energetic 

hindrance to dissociation of the polaron pair into individual charge carriers, which has been 

calculated as an energy penalty equal to 0.21 eV and 0.15 eV for SubPc-F and SubPc-Cl, 

respectively. Note that the larger separation distance for SubPc-F already provides a 

slightly lower binding energy, via Eq. (2). Subtraction of energetic assistance from the 

polaron pair binding energy has a direct influence on VOC, as understood from Eq. (1).  

4.4 SubPc-F synthesis and donor characterization 

Subphthalocyanine fluoride (SubPc-F) was synthesized from SubPc-Cl, using a 

previously reported method [25], with the reaction shown in Figure 4-3. Following 

synthesis and evaporation of the solvent, products were rinsed with methanol and hexane 

(purchased from VWR and used as received) before subsequent purification by thermal 

gradient sublimation twice. The absence of SubPc-Cl and presence of SubPc-F was 

confirmed using atmospheric pressure chemical ionization mass spectroscopy, from which 

the purity was estimated to be greater than 92% SubPc-F by mass.  

 

Figure 4-3 Reaction of SubPc-Cl with BF3 to synthesize SubPc-F. 
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HOMO levels were measured by cyclic voltammetry on samples drop-cast onto a 

glassy carbon working electrode. Redox currents were recorded while ramping voltage at 

0.1 V/s relative to an Ag/AgNO3 reference electrode and Pt counter electrode in 0.1 M 

tetrabutylammonium hexaflourophosphate in acetonitrile. Ferrocene was used to calibrate 

the oxidation potential. LUMO levels were inferred by adding the optical absorption 

“bandgap” to the HOMO levels determined by cyclic voltammetry.  

 

Figure 4-4 CV data performed on samples of SubPc-F and SubPc-Cl. 

SubPc-Cl and -F complex refractive indices were fitted to measurements of 30 nm 

thick films on a silicon substrate. The refractive index and extinction coefficient for solid 

films are shown in Figure 4-5. As a result of the absorption being largely due to resonance 

within the macrocycle, the optical constants remain mostly unchanged upon halogen 

substitution. The characteristic absorption spectrum of the subphthalocyanine molecule 
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peaks near 580 nm, and two higher energy shoulders at 570 nm and 540 nm are present. 

The intense peak in the Q region is blue-shifted 3 nm upon halogen substitution, from 585 

nm to 582 nm. In agreement with experimental results, the TDDFT calculated UV 

absorptions suggest a 5 nm blue-shift.  

 

Figure 4-5 Imaginary (solid lines) and real (dotted lines) refractive indexes as function of 

wavelength for SubPc-Cl (black) and SubPc-F (red). 

To ensure that mixing, crystallinity, and morphology were not difference between 

the SubPc-Cl and SubPc-F device, the topography of each donor was mapped with atomic 

force microscopy in tapping mode. The root-mean-square (RMS) roughness is 0.2 nm for 

MoOX on ITO, shown in Figure 4-6, whereas the RMS roughness in SubPc-Cl and SubPc-

F is 2.4 nm for each. To further ensure that the device performance would not be affected 

by differences in structure, X-ray diffraction way carried out on both films deposited on 

<100> Si. These results showed the donor films to be completely amorphous. 
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Figure 4-6 Images of the surface of (a) SubPc-Cl, and (b) SubPc-F. The root-mean-square 

roughness is 2.4 nm. 

4.5 OPV devices 

Organic and inorganic thin films were thermally evaporated under a pressure of 10-

7 Torr while thickness was monitored in situ by a calibrated quartz crystal microbalance. 

Substrates consisted of 15 Ω/☐ ITO-coated glass slides purchased from Delta 

Technologies, LLC, and were cleaned in 250 mL each of dish soap in de-ionized water, 

pure de-ionized water, acetone, trichloroethylene twice, acetone twice, and 2-propanol 

twice before being boiled in a third beaker of 2-propanol for 10 minutes. After cleaning, 

substrates were immediately dried in nitrogen and treated using UV-generated ozone for 

10 minutes. Film thicknesses used for devices were as follows: 5 nm MoO3 \ 13 nm SubPc-

X \ 36 nm C60 \ 10 nm BCP \ 100 nm Al, with the top cathode defined by depositing through 

a shadow-mask having approximately 1 mm diameter circular apertures; X = Cl or F. Film 

thicknesses were calibrated with spectroscopic ellipsometry. Photovoltaic cells were 

electrically characterized in an inert atmosphere under AM1.5D conditions for current 
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density-voltage (JV) sweeps, and in air at 5 nm increments of monochromated light from 

a halogen lamp source for EQE measurements. 

 

Figure 4-7 Diagram of (a) OPV stack and energy levels of active layers the device 

containing (b) SubPc-Cl as a donor, and (c) SubPc-F as a donor. 

Following the work of Pettersson et al., data from donor film characterization are 

used in a Feng-Ghosh model [26] to predict EQE spectra and ensure that the exciton flux 

reaching the heterojunction is similar between the two donors, thus allowing for a direct 

comparison of the VOC among otherwise identically performing devices. Though stacks 

optimized for maximum efficiency upwards of 3% achieve this through increased 

absorption, thus increasing JX, these changes have a minimal effect on the VOC. 

The experimentally measured EQE plotted in Figure 4-8 shows that the absorption, 

exciton diffusion, exciton dissociation, and carrier collection at zero bias are largely the 

same between the two devices, resulting in similar EQE. It’s understood from the complex 

refractive index shown in Figure 4-5 that absorption efficiency in a PV cell incorporating 

either material should remain nearly identical. Assuming the post-dissociation carrier 

collection efficiency for thin bilayer OPVs to be unity, exciton diffusion lengths fitted to 



81 
 

the EQE suggest exciton dissociation efficiency to be comparable between the devices (LD 

= 10.2 nm for SubPc-Cl, and 10.3 nm for SubPc-F). The interface between MoO3 and 

SubPc has been recognized as not fully quenching, as understood from previously reported 

EQE fits [27], thus leading to overestimation of the exciton diffusion length in these 

samples [11, 13, 14]. 

 

Figure 4-8 External quantum efficiency of devices made using SubPc-Cl (black) and 

SubPc-F (red) as the donor. Experimental measurements (X’s) are overlaid on 

calculated EQE curves (solid lines). 

The point wise product of the EQE and AM1.5D spectra results in similar short-

circuit current density (JSC) between the two devices. Though this is somewhat lower than 

the JSC measured at zero bias under AM1.5D illumination, the loss is most likely due to 

degradation in air. Indeed, we see in Table 4-1 that the JSC is statistically the same between 

the two device sets. The largest difference between the performance of SubPc-Cl and 



82 
 

SubPc-F as OPV donors is clearly observed in the device current-voltage characteristics, 

as shown in Figure 4-9. The shaded areas show a 95% confidence interval on the 

measurement, further illustrating that the difference in current measurements near JSC is 

not statistically significant. In contrast, the difference between the VOC values is indeed 

significant. Despite being lower in absolute value, the VOC of SubPc-F is substantially 

closer to the thermodynamic limit than that of SubPc-Cl, as discussed below.  

 

Figure 4-9 JV curves for ITO \ 5 nm MoO3 \ 13 nm SubPc \ 36 nm C60 \ 10 nm BCP \ 

100 nm Al, where SubPc refers to either SubPc-F (red) or SubPc-Cl (black). 

Dark lines represent the mean values averaged over 9 devices, whereas shaded 

regions represent a 95% confidence interval at that bias.  
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Table 4-1: JV parameters of SubPc-Cl, SubPc-F, and the modeled SubPc-F 

  
SubPc-Cl 

(Exp.) 

SubPc-F 

(Exp.) 

SubPc-F 

(Calc.) 

JSC mA/cm2 4.0 ±0.26 3.9 ±0.23 3.85 

VOC V 1.06 ±0.002 1.00 ±0.019 0.98 

FF % 67.0 ±1.0 62.8 ±2.1 63.9 

PCE % 2.85 ±0.16 2.44 ±0.22 2.40 

 

4.6 Modeled dipole effects 

One source of the absolute VOC difference between SubPc-Cl and SubPc-F can be 

attributed to the shift in the HOMO and LUMO levels upon halogen substitution. The inset 

of Figure 4-9 shows the electronic levels of the active organic layers. The measured SubPc-

F HOMO and LUMO energy levels are uniformly shifted 150 meV towards vacuum level 

relative to SubPc-Cl. This shift brings the HOMO of the donor closer to the LUMO of the 

acceptor, reducing EHL, the first term of Eq. (4-1). Namely, EHL–SubPc-Cl/C60 = 1.84 eV, 

while VOC–SubPc-Cl/C60 = 1.06 V, implying that the last two terms of Eq. (4-1) add up to 0.78 

eV, a 42.4% loss due to polaron pair binding and Onsager-Braun dynamics. In comparison, 

EHL–SubPc-F/C60 = 1.69 eV, while VOC–SubPc-F/C60 measures 1.00 V, implying that the last two 

terms of Eq. (4-1) add up to 0.69 eV, a 40.8% loss due to polaron pair binding and Onsager-

Braun recombination dynamics.  
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Figure 4-10 Fitted device JV curves using dipole model. The SubPc-F model is based 

solely on the SubPc-Cl fitting parameters except for HOMO energy, rPP and 

X. 

JV curves calculated using the model proposed by Giebink et al. are shown as dotted 

lines in Figure 4-9. The curve for the device using SubPc-Cl was fit to experimental data 

and used to generate the curve overlaid on the SubPc-F data, with only the HOMO level, 

LUMO level, polaron pair separation distance, and binding energy used from DFT 

calculations. The exciton flux from EQE modeling was fed into the model. Note that the 

modeled JSC values are nearly identical to those that were measured. The JSC of SubPc-F is 

lower than that of SubPc-Cl, despite less of an energetic barrier; however, this region of 

the JV curve is likely dominated by photoconductivity in the organics, rather than the 

junction dissociation efficiency [28]. As such, the lower JSC for SubPc-F may simply be a 

result of lower exciton flux reaching the interface; however, a greater population of exciton 

quenching sites found in the (lower purity) SubPc-F may also lower JSC. Additionally, the 
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difference in fill factors is both an artifact of the lower VOC, as well as potential trap states 

from impurities in SubPc-F, resulting in a higher ideality factor. This is especially prevalent 

in the comparison of modeled FF being so high, 68.4%. Importantly, much of the remaining 

difference between the modeled SubPc-F curve and measured SubPc-F curve is a result of 

the higher ideality factor. Most importantly, the VOC is 0.97 V, which is particularly close 

to the measured value of 1.00 V, especially when considering the measurement is 

associated with a standard deviation of 19 mV. Creation of the SubPc molecule without a 

dipole will theoretically yield a device with a VOC of approximately 0.90V. 

Considering the possibility that the higher-than-expected VOC is due to the polaron 

pair binding energy being lowered, we note the importance of dipole orientation. Brumbach 

et al. reported a VOC for a titanyl phthalocyanine (TiOPc) donor achieving less of its 

potential maximum, as compared to copper phthalocyanine, which has no dipole. This 

could possibly be a result of TiOPc having a stronger dipole, but in a less favorable 

direction for polaron pair dissociation. Additional examples can be found in literature, 

where the use of the oblong-shaped C70 in place of spherical C60, when paired with SubPc-

Cl, affects the polaron pair orientations attainable without modification of the dipole.  The 

maximum VOC attainable is then 1.05 V for C70 [29, 30] versus 1.10 V for C60 [11], further 

supporting the link between polaron pair orientation and VOC.  

4.7 Summary 

In summary, a new small molecular donor material has been synthesized and 

applied in the study of fundamental processes governing the performance of OPV cells, 

isolating the role of permanent electric dipole with other structural features of the molecule 
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remaining identical. While axial substitution of fluorine for chlorine resulted in a smaller 

HOMO-LUMO gap at the heterojunction, detailed modeling of the heterojunction 

permitted the comparison of observed VOC to its thermodynamic maximum value. While 

the VOC of SubPc-F devices fall short of its thermodynamic limit, it is 90 mV higher than 

what is attained by SubPc-Cl relative to its thermodynamic limit. We attribute this net 

effect to the smaller dipole moment and the donor-acceptor interfacial structure that favor 

polaron pair dissociation. Furthermore, we have presented a framework for calculation of 

the JV curve for any polaron pair with a chemically modified dipole, assisted by ab initio 

calculations of the molecule structure and energetics. 
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CHAPTER 5 

CONCLUSIONS AND FUTURE WORK 

5.1 Conclusions 

OPVs are a promising technology for supplying a significant portion of the world’s 

energy demands as it continues to grow. Rapid, inexpensive roll-to-roll production not 

limited by material cost or scarcity provides incredible potential for not only supplying 

power to portable devices, but also for large area installations, all with relative ease – 

potentially as simple as unrolling a solar foil on a roof. With low efficiency and short 

lifetime being the major limiting factors to commercial adoption, this work provides 

concepts to increase the VOC and JSC of OPVs, based on stack design and processing, to 

minimize exciton losses and engineer molecules for polaron pairs to include dissociation-

assisting dipoles. 

Chapter 2 discusses the major loss mechanisms, being absorption and exciton 

relaxation in JSC, and non-radiative polaron pair recombination in the VOC. A modified 

model is proposed that accounts for the physical separation distance between charge 

centers in a polaron pair. It suggests the use of two design elements for consideration when 

engineering molecules that form the polaron pair: (i) an optimal charge center separation 
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distance, and (ii) a properly oriented dipole. Both of these can lower the polaron pair 

binding energy, thus increasing polaron dissociation relative to recombination, which will 

increase the VOC closer to the thermodynamic limit suggested by Rau et al. 

In Chapter 3, exploration into the feasibility of asymmetric donor orientation, 

especially one containing a dipole (i.e. SubPc-Cl) is attempted through the simple 

processing step of inverting the deposition order. Despite optimizing the inverted OPV 

stack for a lower JSC than possible, a very high efficiency is observed for a SubPc-Cl/C60 

device, despite using one fewer film, and fewer processing steps. A tradeoff is observed 

between high VOC and high JSC, with the former appearing in the conventional OPV and 

the latter in an inverted OPV. The high JSC can be explained by the inverted process 

modifying the behavior of excitons with two interfaces adjacent to the heterojunction, those 

between the active layer and buffer layers. Rather than quenching excitons at on the donor 

side, and reflecting them on the acceptor side, as in the cOPV, the iOPV interfaces reflect 

and dissociate excitons at the donor and acceptor buffer interfaces, respectively. The iOPV 

is thus a cascade device, and significantly reduces losses from exciton relaxation.  

In Chapter 4, the possibility of engineering the donor dipole is explored though 

chemical modification of SubPc-Cl. The axial chlorine atom in SubPc-Cl is for Fluorine, 

significantly increasing decreasing the dipole strength, from 4.83 Debye to 3.54 Debye, as 

calculated by DFT. After synthesis and characterization of SubPc-F, to have similar 

absorption to SubPc-Cl, but a lower HOMO energy of 5.39 eV versus 5.54 eV for SubPc-

Cl, as measured by cyclic voltammetry, an approximately 8% lower VOC in the device with 

SubPc-F as a donor, though the JSC is statistically unchanged. DFT simulation of two likely 

polaron pairs for each donor suggest that the dipole of either SubPc molecule can increase 
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or decrease the polaron pair binding energy. The energy change associated with the dipole 

of each polaron pair is calculated and used in the model suggested in Chapter 2 to predict 

the SubPc-F JV curve from the fitted diode properties originating from SubPc-Cl. The 

model comes close to reproducing the SubPc-F JV characteristics, though a perfect fit 

requires consideration of a higher ideality factor in the SubPc-F device, most likely as a 

result of the SubPc-F purity being lesser than that of SubPc-Cl. This suggests that the dipole 

can have a significant impact on reducing losses associated with the polaron pair binding 

energy, and should be considered, along with molecular orientation and separation 

distance, when designing a donor and acceptor for their polaron pair properties. 

5.2 Future work 

5.2.1 Additional axially modified molecules 

Additional modified SubPc molecules should be created, namely SubPc-Br and 

SubPc-Ph, to verify that the dipole model is accurate. SubPc-Br has been calculated to have 

a dipole of 4.96 Debye, and, as such, should give a VOC similar to SubPc-Cl in the absence 

of shifted energy levels. SubPc-Ph (i.e. boron subphthalocyanine phenol) should have a 

very weak dipole, but a much larger polaron pair separation, allowing for a trend with 

respect to dipole strength, though there is a greater potential for significant differences in 

molecular ordering. This being the case, grazing-incidence X-ray diffraction should be 

performed on all films, as this is more sensitive measurement technique for determining 

molecular ordering that standard XRD. 
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5.2.2 Consideration of charge transfer 

One of the shortcomings in the model suggested in Chapter 2 is that the calculation 

of JX is assumed to be completely independent of charge transfer and polaron pair 

dissociation. That is to say that the possibility of an exciton forming from a polaron pair is 

not considered, the rate forward rate for charge transfer is assumed to be much larger than 

the backward rate, thus the assumption of pure 100% charge transfer efficiency at the 

heterojunction is valid, and the two models may be calculated separately. 

Considering that the HOMO-HOMO and LUMO-LUMO energy offset, ΔEHH and 

ΔELL, respectively, is most efficient devices to date is large (i.e. >0.3 eV), these 

assumptions are expected. However, with the introduction of multi-layer cascade devices 

with some ΔEHH ≈ 0.1 eV, and possibly less, this assumption must be called into question. 

More importantly, engineering polaron pairs to increase rPP, and thus kPPd, will likely 

decrease charge transfer rates. Both of these effects are important for pushing efficiency of 

OPV devices higher, but will potentially cause the assumption of a zero population 

boundary condition for excitons at the heterojunction to be incorrect. 

These two models, JSC and JV calculations, should be bridged by charge transfer 

rates for the ability to better account for exciton population at the heterojunction, and 

intermediate polaron pair population, thus creating a more complete model of JV 

performance. The polaron pair separation distance can then be optimized for a balance 

between charge transfer and polaron pair dissociation. 

Importantly, shifting the HOMO and LUMO levels of the donor relative to the 

acceptor, or vice versa, will affect ΔEHL in opposition to ΔEHH and ΔELL. Specifically, for 

a donor with a constant band gap, increasing ΔEHL, which will increase VOC, will decrease 
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ΔEHH and ΔELL, thus decreasing charge transfer and lowering JSC. This will demonstrate 

the suspected tradeoff between VOC and JSC that often discussed, and allow for optimization 

of the PCE. 

5.2.3 Polaron pair dyad molecules 

Designs of donor-acceptor dyads and triads have been demonstrated in single-layer 

OPVs with limited success, typically having a PCE under 2% [1, 2]. This is likely a result 

of high recombination and poor charge transport [3]. However, such molecules allow for 

precise design of polaron pair geometry, including breadth of rPP distribution. Rather than 

using processing methods to attempt molecular alignment or surface roughening to control 

the VOC, a monolayer of donor-acceptor dyad molecules could be placed at the interface of 

the donor and acceptor for more precise control of charge transfer and polaron pair 

dissociation. Donor and acceptor processing conditions can then be for high ordering, and 

thus high absorption with strong exciton and charge transport, whereas VOC is controlled 

by the monolayer for polaron pair engineering. 

  



96 
 

5.3 References 

[1]  J. Roncali, Single Material Solar Cells: the Next Frontier for Organic 

Photovoltaics?, Advanced Energy Materials, 1 (2011) 147-160. 

 

[2]  Y. Lin, Y. Li, X. Zhan, Small molecule semiconductors for high-efficiency organic 

photovoltaics, Chemical Society reviews, 41 (2012) 4245-4272. 

 

[3]  X. Zhan, D. Zhu, Conjugated polymers for high-efficiency organic photovoltaics, 

Polymer Chemistry, 1 (2010) 409-419. 

 



97 
 

APPENDIX A 

EQE MODEL CODE 

Code to make EQE plot 
clear all 
clc 

  
LineThickness = 4; 
AxesThickness = 1; 
BorderThickness = 2; 
MarkerSize = 12; 
FontSize = 18; 
Transp = 0.25; 

 
%% Figure 2 & S2 - EQE, IQE, Absorption 
load('materials.mat','tauc60','tausubpc') 
Ldc60 = 16E-9;                    % diffusion length of C60 (m) 
Dc60 = Ldc60^2/tauc60;            % diffusivity of C60 (m^2/s) 
Ldsubpccl =10E-9;               % diffusion length of subpc (m) 
Dsubpccl = Ldsubpccl^2/tausubpc;    % diffusivity of subpc (m^2/s) 
Ldsubpcf = 10E-9;                % diffusion length of subpc (m) 
Dsubpcf = Ldsubpcf^2/tausubpc;     % diffusivity of subpc (m^2/s) 
save('materials.mat','-append','Ldc60','Dc60','Ldsubpccl','Dsubpccl', 

'Ldsubpcf','Dsubpcf') 

  
[out] = OPV_Back_v3beta('standard subpc.txt', [153,5,13,33,10], {}, 0, 

'TE', ''); 
subpccl.EQEcalc = out.EQE(10:100)'; 
subpccl.IQEcalc = out.IQE_tot(10:100)'; 
subpccl.Jcalc = out.J 
subpccl.Abscalc = out.A_tot(10:100)'; 
% 
[out] = OPV_Back_v3beta('standard subpcf.txt', [153,1,13,42,10], {}, 0, 

'TE', ''); 
subpcf.EQEcalc = out.EQE(10:100)'; 
subpcf.IQEcalc = out.IQE_tot(10:100)'; 
subpcf.Jcalc = out.J 
subpcf.Abscalc = out.A_tot(10:100)'; 

  
devsens = 1; 
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refsens = 1; 
eqefile = '130620\EQE\130620BC'; 
Aeqe = pi()*(0.0503)^2; % cm^2 
subpcf.EQE1 = EQE_dataExt(eqefile, Aeqe, devsens, refsens); 
eqefile = '130620\EQE\130620BE'; 
Aeqe = pi()*(0.0501)^2; % cm^2 
subpcf.EQE2 = EQE_dataExt(eqefile, Aeqe, devsens, refsens); 
eqefile = '130620\EQE\130620BF'; 
Aeqe = pi()*(0.0509)^2; % cm^2 
subpcf.EQE3 = EQE_dataExt(eqefile, Aeqe, devsens, refsens); 
subpcf.EQE = mean([subpcf.EQE1,subpcf.EQE2,subpcf.EQE3],2); 

  
devsens = 2; 
refsens = 5; 
eqefile = '130625\EQE\130625BE'; 
Aeqe = pi()*(0.0497)^2; % cm^2 
subpccl.EQE1 = EQE_dataExt(eqefile, Aeqe, devsens, refsens); 
eqefile = '130625\EQE\130625BF'; 
Aeqe = pi()*(0.0496)^2; % cm^2 
subpccl.EQE2 = EQE_dataExt(eqefile, Aeqe, devsens, refsens); 
eqefile = '130625\EQE\130625BH'; 
Aeqe = pi()*(0.0498)^2; % cm^2 
subpccl.EQE3 = EQE_dataExt(eqefile, Aeqe, devsens, refsens); 
subpccl.EQE = mean([subpccl.EQE1,subpccl.EQE2,subpccl.EQE3],2); 

  
wl = 350:5:800; 

  
figure(2); clf; 
box 
hold all 
axis([400 700 0 0.5]); 
set(gca, 'FontSize', FontSize,'linewidth',BorderThickness) 
ylabel('EQE'); 
xlabel('Wavelength (nm)'); 
plot(wl, subpccl.EQE, 'blackx', 'linewidth', LineThickness/2, 

'markersize', MarkerSize); 
plot(wl-5, subpccl.EQEcalc, 'black', 'linewidth', LineThickness); 
plot(wl, subpcf.EQE, 'redx', 'linewidth', LineThickness/2, 

'markersize', MarkerSize); 
plot(wl-5, subpcf.EQEcalc, 'red', 'linewidth', LineThickness); 
saveas(gcf, 'figure3.ai') 
saveas(gcf, 'figure3.fig') 
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Example input file ‘130505A.TXT’ 

air  1 env 

glass  7E5 subs 

ito  150 anode,tvar1 

moo3  5 ebl,tvar2 

subpccl 13 activeqd,tvar3 

c60  36 activedr,tvar4 

bcp  10 ebl,tvar5 

al  100 cathode 

air  1 env 
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‘OPV_Back_v3beta.m’ 
function [output] = OPV_Back_v3(stack, tvar, mvar, phi0, polarization, 

LibSave) 
% layers should be an array of strings containing the material names in 
% lowercase letters, and t should be an array of corresponding 

% thicknesses. Original source code: Brendan O'Connor; SE Morris and AJ 

% Barito rewrote for advanced functions. 
% This method follows that developed in Peumans JAP 2003, Pettersson 

% JAP 1999, Heavens, Leckner, smiglie. Two corrections needed in 

% Petterson: reflectivity term and equation 4, from Snells law; and 

% modified by Kwang Hyup An 2009. For p-polarized and s-polarized light 
% Everything put in SI units of m 
% % % % 
libpath = 'Library'; 
%libpath = 'E:\Steve Morris\Device Modeling\Library'; 
format long 
output = struct; 
%% build stack file %% 
% read stack file only once 
fid = fopen(char(stack),'r'); 
scan = textscan(fid, '%s %f %s'); 
fclose(fid); 
% build stack file inputs 
[t, film, ref, D, tau] = StackBuild(scan, tvar, mvar); 
input.t = t*1E9; 
input.film = film; 
input.ref = ref; 
input.D = D; 
input.tau = tau; 
input.phi0 = phi0; 
input.polarization = polarization; 
%% check the library for that stack 
for N = 1:1 
    if strfind(LibSave,'load') == 1 
        output = LibraryLoad(t, film, ref, D, tau, phi0, polarization, 

libpath); 
    end 
    if isfield(output,'EQE')==0 
        output = OPV_EQE(input); 
        LibrarySave(output,LibSave,libpath); 
    end 
end 
end 

  
%% Calculate the Abs, E-field, Ex gen, IQE, EQE, Jx %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [output] = OPV_EQE(input) 
t = input.t*1E-9; 
t_top_substrate = t(2); %Used in TMM calculation for power transmitted 

through glass substrate 
t(2) = 0;   %Resets substrate thickness to zero to eliminate time 

needed to calculate field in substrate 
film = input.film; 
ref = input.ref; 
D = input.D; 
tau = input.tau; 
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phi0 = input.phi0; 
polarization = input.polarization; 
%% Constants 
global c eta0 h qe 
c = 3*10^8;      % speed of light m/s 
h = 6.626E-34;   % plank constant joule-s 
qe = 1.602E-19; % electron charge C/electron 
eta0 = 8.854E-12; % free permativity (C^2)/(N m^2)= F/m = As/Vm 
dz = .1*1E-9;     % mesh size for field distribution and Finite 

% Difference Method (meters) 

 
%% Wavelength Loop 
s = size(t, 1)-2;    % total number of films in the stack 

  
%spectrum data 
lambda0 = 305;          % initial wavelength (nm) 
dlambda = 5;            % wavelength stepping size (nm) 
lambdaf = 800;          % final wavelength 
lambda_s = lambda0:dlambda:lambdaf; % nm 
M = size(lambda_s, 2);  % number of steps or data points of wavelength 
% n in materials.mat only goes up to 900 nm, so this limits M 
% except subpc only goes up to 800 nm 
lambda_sm = (lambda_s)*10^-9;  % meters 

  
%% 
%pre-allocate variables 
T = zeros(1,M); 
R = zeros(1,M); 
IglassITOp = zeros(1,M); 
A_tot = zeros(1,M); 
zend = round(sum(t(1:end-1))/1E-10); 
EEp = zeros(zend, M); 
Gp = zeros(zend, M); 
EQESp = zeros(s+1,M);  % EQE per layer per wavelength 
EQE_G_Sp = zeros(s+1,M); 
EQE = zeros(1,M); 
EQE_G = zeros(1,M); 
flux = zeros(s+1, M); 
flux_pop = zeros(s+1,M); 
G_pop = zeros(s+1,M); 
pp = zeros(zend,M); 
%% 
% bb:   counter for wavelength until endpoint M 
for bb = 1:M 
    clear lambda n q xi x y z Ep Hp Ne Nph 
    tt = zeros(1,zend); 
    active = 0; % used later to determine heterjunction position 

     
    % lambda is wavelength over which you are currently calculating (m) 
    lambda = lambda_sm(bb); 
    n = ref(:, bb);         % refractive index vector for stack at 

lambda 
    q = (n.^2 - n(1)^2*sin(phi0*pi/180)).^0.5; 
    xi = q.*(2*pi/lambda); 
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    %% Transfer Matrix Model Calculation (Function located at bottom) 

%% 
    

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

     
    % inputs 
    % n:        refractive index for given wavelength, lambda 
    % q:        propagation factor (angle dependent) 
    % xi:      phase change wave experiences as it traverses the film 
    % t:        thickness of each film 
    % lambda:   wavelength currently under investigation, numerically 
    % returns 
    % tpp:      forward propagating transmission coefficient (p-

polarized) 
    % tmp:      reverse propagating transmission coefficient (p-

polarized) 
    [tpp,tmp,T(bb),R(bb),IglassITOp(bb),A_tot(bb)] = TMM(n, q, xi, t, 

t_top_substrate, lambda, polarization); %IglassITOp(bb) 

     

     
    %% Calculate EE (electric field), Q (time avg'd abs.), and G (exc. 

gen. rate) for each layer%% 
    

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%% 

     
    for x = 2:s+1         % stack layer index 
        dend = round(t(x)/dz); % total number of points in film 
        for y = 1:dend     % layer segment index 
            z = round(sum(t(1:x-1))/dz+y);       % mesh point within 

entire stack 
            tt(z) = sum(t(1:x-1))+y*dz;    % depth within device stack 

(including glass) 

             
            Ep = (tpp(x)*exp(1i*xi(x)*y*dz) + tmp(x)*exp(-

1i*xi(x)*y*dz))*(q(x)/n(x)); 
            EEp(z, bb) = IglassITOp(bb)*abs(Ep)^2; 

             
            % time averaged absorbed power versus mesh point in stack 
            Qp = 

((4*pi*c*eta0*imag(n(x))*real(n(x)))/(2*lambda))*EEp(z, bb); 
            Gp(z, bb) = (lambda/(h*c))*Qp;  %exciton generation rate 
        end 

         
        %% FD-ODE calculations %% 
        %%%%%%%%%%%%%%%%%%%%%%%%% 
        ext = char(film{x, 2}); % read the layer identifier tag 
        if isempty(strfind(ext, 'active')) == 0 

             
            d = dz*(1:dend);        % generate depth vector in meters 

             
            % define vectors for exc gen, lifetime, and diff length 
            Gv = Gp(round(sum(t(1:x-1))/dz+1):round(sum(t(1:x))/dz), 

bb); 
            clear tauv; tauv=ones(dend,1)*tau(x); 
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            bc = strrep(ext, 'active',''); 
            bc = strtok(bc,','); %remove extraneous info s.a. 'tvar1' 

or 'mvar' 
            switch bc 
                case 'rd' %Reflect Left, Dissociate Right 
                    [p, flux(x, bb), flux_pop(x, bb), G_pop(x, bb)] = 

DriftDiffusion(D(x), tauv, Gv, 0, d, 01); 
                case 'dr' %Dissociate Left, Reflect Right 
                    [p, flux(x, bb), flux_pop(x, bb), G_pop(x, bb)] = 

DriftDiffusion(D(x), tauv, Gv, 0, d, 10); 
                case 'dd' %Dissociate Left & Right 
                    [p, flux(x, bb), flux_pop(x, bb), G_pop(x, bb)] = 

DriftDiffusion(D(x), tauv, Gv, 0, d, 11); 
                case 'qd' %Quench Left, Dissociate Right 
                    [p, flux(x, bb), flux_pop(x, bb), G_pop(x, bb)] = 

DriftDiffusion(D(x), tauv, Gv, 0, d, 21); 
                case 'dq' %Dissociate Left, Quench Right 
                    [p, flux(x, bb), flux_pop(x, bb), G_pop(x, bb)] = 

DriftDiffusion(D(x), tauv, Gv, 0, d, 12); 
            end 

             

             
            pp(round(sum(t(1:x-1))/dz)+(1:dend), bb) = p; % exc 

population versus position 
        end 

         
        %% EQE Calculation For Each Wavelength %% 
        %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

         
        Nph = 0.5*c*eta0/(h*c/lambda);  % photons/(m^2 s) 

         
        if active < 2 
            Ne = abs(flux(x, bb));   % electrons/(m^2 s) 
            Ne_G = abs(G_pop(x,bb)); 
        else 
            Ne = abs(flux(x, bb)); 
            Ne_G = abs(G_pop(x,bb)); 
        end 
        EQESp(x, bb) = Ne/Nph;  % EQE per layer per wavelength 
        EQE_G_Sp(x,bb) = Ne_G/Nph; 

         

         
    end 

     
    EQE(bb) = sum(EQESp(:,bb)); 
    EQE_G(bb) = sum(EQE_G_Sp(:,bb)); 

     
end 
HJ = 1; 
J_HJ = 0; 
for x = 1:s 
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    J_layer(x) = sum(qe*photonDens(lambda0:lambdaf).*interp1(lambda_s, 

EQESp(x,:), lambda0:lambdaf)/10); % mA/(cm^2) 
    J_HJ(HJ) = J_HJ(HJ)+J_layer(x); 
    if strfind(film{x,2},'rz')==1 
        HJ = HJ+1; 
        J_HJ(HJ) = 0; 
    end 
end 

     

  
%% Device Property Outputs %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
IQE_tot = EQE./A_tot;%IglassITOp.*IQE_tot; %Account for thick substrate 
A_active = EQE_G; 
IQE_active = EQE./A_active; %IglassITOp.*IQE_active; 

  

  
% divide the current by the number of heterojunctions (series 

operation) 
J = min(J_HJ); 

  
output.dz = dz; 
output.t = t; 
output.tt = tt; 
output.pp = pp; 
output.J = J; 
output.J_layer = J_layer; 
output.J_HJ = J_HJ; 
output.EEp = EEp; 
output.EQE = EQE; 
output.IQE_tot = IQE_tot; 
output.IQE_active = IQE_active; 
output.A_active = A_active; 
output.Qp = Qp; 
output.Gp = Gp; 
output.R = R; 
output.T = T; 
output.A_tot = A_tot; 
output.IglassITOp = IglassITOp; 
% save inputs as well 
t(2) = t_top_substrate; 
output.input.t = t*1E9; 
output.input.film = film; 
output.input.ref = ref; 
output.input.D = D; 
output.input.tau = tau; 
output.input.phi0 = phi0; 
output.input.polarization = polarization; 
end 

  
%% Look in the library for the device %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [output] = LibraryLoad(t, film, ref, D, tau, phi0, 

polarization, libpath) 
    folder = film{1,1}; 
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    file = num2str(t(1)*1E9); 
    for x = 2:size(t,1) 
        folder = strcat(folder,'_',film{x,1}); 
        file = strcat(file,'_',num2str(t(x)*1E9)); 
        if strfind(film{x,2},'active')==1 
            ext_token = strrep(film{x,2}, 'active',''); 
            ext_token = strtok(ext_token,','); 
            folder = strcat(folder,'.',ext_token); 
        elseif strfind(film{x,2},'DDR')==1 
            folder = strcat(folder,'DDR'); 
        end 
    end 
    file = strcat(file,'.mat'); 
    filepath = strcat(libpath,'/',folder,'/',file); 
    A = dir(filepath); 
    if size(A,1)>0 
        load(filepath, 'output') 
        % check if ref, D, tau, phi0, polarization exist 
        check_exist = prod(1*isfield(output.input,{'D' 'tau' 'ref' 

'phi0' 'polarization'})); 
        if check_exist == 1 
            % now you must check if ref, D, tau, phi0, polarization are 

the same 
            check_values(1) = prod(1*(output.input.D==D)); 
            check_values(2) = prod(1*(output.input.tau==tau)); 
            check_values(3) = prod(1*prod(1*(output.input.ref==ref))); 
            check_values(4) = 1*(output.input.phi0==phi0); 
            check_values(5) = 

strcmp(output.input.polarization,polarization); 
            if prod(check_values) == 1 
                disp('loaded library file') 
                return; 
            end 
            if check_values(1) == 0 
                disp('D values do not match') 
            end 
            if check_values(2) == 0 
                disp('tau values do not match') 
            end 
            if check_values(3) == 0 
                disp('ref values do not match') 
            end 
            if check_values(4) == 0 
                disp('phi0 values do not match') 
            end 
            if check_values(5) == 0 
                disp('polarization values do not match') 
            end 
        else 
            disp('missing a field! continuing with calculation'); 
        end 
    end 
    output = struct; 
end 
%% Save the device output to the library %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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function [] = LibrarySave(output,LibSave, libpath) 
% warning!! EEp, Qp, and Gp are 2100 kB each! 
% use rmfield(output.input, 'Gp') to remove them 
    folder = output.input.film{1,1}; 
    file = num2str(output.input.t(1)); 
    for x = 2:size(output.input.t,1) 
        folder = strcat(folder,'_',output.input.film{x,1}); 
        file = strcat(file,'_',num2str(output.input.t(x))); 
        if strfind(output.input.film{x,2},'active')==1 
            ext_token = strrep(output.input.film{x,2}, 'active',''); 
            ext_token = strtok(ext_token,','); 
            folder = strcat(folder,'.',ext_token); 
        elseif strfind(output.input.film{x,2},'DDR')==1 
            folder = strcat(folder,'DDR'); 
        end 
    end 
    file = strcat(file,'.mat'); 
    filepath = strcat(libpath,'/',folder,'/',file); 
if strfind(LibSave,'save') > 0 
    if isdir(libpath)~= 1 
        disp('library path not found!') 
        return; 
    end 
    if isdir(strcat(libpath,'/',folder))~=1 
        mkdir(libpath,folder); 
    end 
    if strfind(LibSave,'lite') > 0 
        output = rmfield(output, {'Qp' 'EEp' 'Gp' 'pp' 'tt'}); 
    end 
    save(filepath, 'output'); 
    disp('saved to library') 
else 
    disp('stack not saved, check LibSave tag'); 
end 
end 
%% Build a stack of material properties %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [t, film, ref, D, tau] = StackBuild(scan, tvar, mvar) 
% build the thickness vector and refractive index array via internal 
% function, StackBuild 

  
% inputs % 
% stack:        name of text file containing stack information 
% tvar:         array containing new thickness for film with tvar tag 

in file 
% mvar:         array containing new material for film with mvar tag in 

file 

  
% returns % 
% t:            array containing thickness of each layer 
% t_top_substrate:  thickness of second layer in stack (should be 

either substrate or air) 
% film:         array containing name of each film 
% dev:          number of devices (defined by recombination zones [for 

tandems]) 
% ref:          matrix of refractive index vs wavelength for each film 
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% Ld:           array containing exciton diffusion length for each film 
% tau:          array containing exciton lifetime for each film 
t = scan{2}*1E-9; 
s = size(t,1); 
% 
ref = zeros(s,120); 
D = zeros(1,s); 
Ld = zeros(1,s); 
tau = zeros(1,s); 
film = cell(s,2); 
% buld refractive index matrix of stack from materials database 
for x = 1:s 
    mat = char(scan{1}(x)); 
    ext = char(scan{3}(x)); 
    if isfinite(strfind(ext,'var')) == 1 
        N = str2double(ext(strfind(ext, 'var')+3:size(ext,2))); 
        switch ext(strfind(ext, 'var')-1) 
            case 't' 
                t(x) = tvar(N)*1E-9; 
                disp([mat,' is now ',num2str(tvar(N)),' nm']); 
            case 'm' 
                mat = mvar{N}; 
                disp(['layer ',num2str(x),' is now ',mat]); 
        end 
    end 
    % Load values from materials.mat (e.g. Ldsubpc, not Ld.subpc) 
    vars = {['n',mat], ['D',mat], ['Ld',mat], ['tau',mat]}; 
    g = load('materials.mat', vars{:}); 
    ref(x,:) = g.(vars{1}); 
    D(x) = g.(vars{2}); 
    Ld(x) = g.(vars{3}); 
    tau(x) = g.(vars{4}); 
    film{x, 1} = mat; 
    film{x, 2} = ext; 

     
    clear(mat, 'g'); 
end 
end 
%% Transfer Matrix Method %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [tpp, tmp, Ti, Ri, IglassITOp, Ai] = TMM(n, ~, xi, d, 

d_substrate, lambda, ~) 
incov = @(S)[abs(S(1,1))^2 -abs(S(1,2))^2; abs(S(2,1))^2 

(abs(det(S))^2-abs(S(1,2)*S(2,1))^2)/abs(S(1,1))^2]; 
% transposes are not necessary when the variable is properly initiated 
d = transpose(d); 
xi = transpose(xi); 
layers = size(d, 2); 
phi = zeros(1,layers); 
d(2) = d_substrate; 

  
x = 1; 
kz(x) = 2*pi*n(x)/lambda*cos(phi(x)); 
beta(x) = d(x)*kz(x); 
L(:,:,x) = [exp(-1i*beta(x)) 0; 0 exp(1i*beta(x))]; 
rp = zeros(1,layers-1); 



108 
 

tp = zeros(1,layers-1); 
Ip = zeros(2,2,layers); 
for x = 2:layers 
    kz(x) = 2*pi*n(x)/lambda*cos(phi(x)); 
    beta(x) = d(x)*kz(x); 
    L(:,:,x) = [exp(-1i*beta(x)) 0; 0 exp(1i*beta(x))]; 
    rp(x-1) = -(n(x)*cos(phi(x-1))-n(x-1)*cos(phi(x)))/(n(x)*cos(phi(x-

1))+n(x-1)*cos(phi(x))); % doesn't match paper convention, but is 

correct 
    %     rs(x-1) = (n(x)*cos(phi(x))-n(x-1)*cos(phi(x-

1)))/(n(x)*cos(phi(x))+n(x-1)*cos(phi(x-1))); % doesn't match paper 

convention, but is correct 
    tp(x-1) = 2*n(x-1)*cos(phi(x-1))/(n(x)*cos(phi(x-1))+n(x-

1)*cos(phi(x))); 
    %     ts(x-1) = 2*n(x-1)*cos(phi(x-1))/(n(x)*cos(phi(x))+n(x-

1)*cos(phi(x-1))); 
    Ip(:,:,x-1) = 1/tp(x-1)*[1 rp(x-1); rp(x-1) 1]; 
    %     Is(:,:,x-1) = 1/ts(x-1)*[1 rs(x-1); rs(x-1) 1]; 
end 

  
% deteremine location of coherent stack (in a later release) 
% xcheck = d > 1000E-9; 
% currently this only applies to devices on glass/ito 
x0 = 3;             % first layer of coherent stack 
xend = layers-1;    % last layer of coherent stack 
xb = xend; 
% p-polarized section 
Sp_left = Ip(:,:,x0-1); 
Sp_right = Ip(:,:,xend); 
rp_left(x0)  = Sp_left(2,1)/Sp_left(1,1); 
rp_left_(x0) = -Sp_left(1,2)/Sp_left(1,1); 
tp_left(x0)  = 1/Sp_left(1,1); 
rp_right(xb) = Sp_right(2,1)/Sp_right(1,1); 
tp_right(xb) = 1/Sp_right(1,1); 
% % s-polarized section 
% Ss_left = Is(:,:,x0-1); 
% Ss_right = Is(:,:,xend); 
% rs_left(x0)  = Ss_left(2,1)/Ss_left(1,1); 
% rs_left_(x0) = -Ss_left(1,2)/Ss_left(1,1); 
% ts_left(x0)  = 1/Ss_left(1,1); 
% rs_right(xb) = Ss_right(2,1)/Ss_right(1,1); 
% ts_right(xb) = 1/Ss_right(1,1); 
for x = x0:xend 
    xb = xb-1; 
    % p-polarized 
    Sp_left = Sp_left*L(:,:,x)*Ip(:,:,x); 
    Sp_right = Ip(:,:,xb)*L(:,:,xb+1)*Sp_right; 
    rp_left(x+1)  = Sp_left(2,1)/Sp_left(1,1); 
    rp_left_(x+1) = -Sp_left(1,2)/Sp_left(1,1); 
    tp_left(x+1)  = 1/Sp_left(1,1); 
    rp_right(xb) = Sp_right(2,1)/Sp_right(1,1); 
    tp_right(xb) = 1/Sp_right(1,1); 
    %     % s-polarized 
    %     Ss_left = Ss_left*L(:,:,x)*Is(:,:,x); 
    %     Ss_right = Is(:,:,xb)*L(:,:,xb+1)*Ss_right; 
    %     rs_left(x+1)  = Ss_left(2,1)/Ss_left(1,1); 
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    %     rs_left_(x+1) = -Ss_left(1,2)/Ss_left(1,1); 
    %     ts_left(x+1)  = 1/Ss_left(1,1); 
    %     rs_right(xb) = Ss_right(2,1)/Ss_right(1,1); 
    %     ts_right(xb) = 1/Ss_right(1,1); 
end 
Ib23p = incov(Sp_left); 
% Ib23s = incov(Ss_left); 

  
tpp = tp_left(1:xend)./(1-

rp_left_(1:xend).*rp_right.*exp(1i.*2.*xi(1:xend).*d(1:xend))); 
tmp = tpp.*rp_right.*exp(1i.*2.*xi(1:xend).*d(1:xend)); 
% tps = ts_left(1:xend)./(1-

rs_left_(1:xend).*rs_right.*exp(1i.*2.*xi(1:xend).*d(1:xend))); 
% tms = tps.*rs_right.*exp(1i.*2.*xi(1:xend).*d(1:xend)); 
% 
% r = Sp_left(2,1)/Sp_left(1,1); 
% t = 1/Sp_left(1,1); 
% Rc = abs(r)^2; 
% % it is unclear how to handle the complex conjugate in Tc_p 
% Tc_p = 

abs(t)^2*real(conj(n(end)*cos(phi(end))))/real(n(1)*cos(phi(1))); 
% Tc_s = abs(t)^2*real(n(end)*cos(phi(end)))/real(n(1)*cos(phi(1))); 
% Ac = 1-Rc-Tc_p; 

  
% incoherent section 
Ib(:,:,1) = incov(Ip(:,:,1)); 
Lb(:,:,2) = abs(L(:,:,2)).^2; 

  
Sb = Ib(:,:,1)*Lb(:,:,2)*Ib23p; 
IglassITOp = [1,0]*Ib23p*[1/Sb(1,1);0]; 

  
Rbf = Sb(2,1)/Sb(1,1);  % reflectance at the front interface 
Tbf = 1/Sb(1,1);        % transmittance at the front interface 
% Rbr = -Sb(1,2)/Sb(1,1); % reflectance at the back interface 
% Tbr = det(Sb)/Sb(1,1);  % transmittance at the back interface 

  
Ri = Rbf; 
Ti = Tbf*real(n(end))/n(1); 
Ai = 1-Ri-Ti; 
end 
%% Diffusion Calculations %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
function [pf, flux, flux_pop, G_pop] = DriftDiffusion(D, tau, G, R, d, 

type) 
% drift-diffusion solution - finite difference ODE45 method 
% experimental code, ddtau and ddLd vary with layer position 
% (c) 2012 Steven Morris, Adam Barito, University of Michigan LNECD 

  
% ddLd^2/ddtau*d^2(p)/(dz)^2 - ddR + ddG = dp/dt 

  
% ddLd is the diffusion length in meters 
% ddtau is the exciton lifetime in seconds 
% ddG is the generation rate in excitons/m^3/s 
% ddR is the recombination rate in excitons/m^3/s 
% p is the exciton population density, excitons/m^3 
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% d is the FD vector of thickness in m 

  
% variables that must reach the BC functions 
%global ddD ddtau ddG ddR dddz ddn 

  
ddD = D; 
ddtau = tau'; 
%ddLd = (ddD.*ddtau).^.5; 
ddG = G; 
ddR = R; 

  
dddz = d(2) - d(1); 
ddn = size(d, 2); 
p0 = zeros(ddn, 1);   % presize the population density vector 

  
switch type 
    %% Reflect Left, Dissociate Right 
    case 01 

         
        ddG = flipud(ddG); 

         
        M = zeros(ddn); %Initialize matrix with governing equation for 

each mesh point 
        M(1,1) = 1; %Zero value at left 

         
        M(ddn,ddn) = -(2+(dddz^2/ddD/ddtau(ddn))); %Last row zero flux 
        M(ddn,ddn-1) = 2; 
        for i = 2:ddn-1 
            for j = 1:ddn 
                if i==j 
                    M(i,j) = -(2+(dddz^2/ddD/ddtau(i))); 
                elseif i == j+1 
                    M(i,j) = 1; 
                elseif i == j-1 
                    M(i,j) = 1; 
                end 
            end 
        end 

         

         
        A = zeros(ddn,1); %Initialize right-hand-side vector 
        for i = 2:ddn 
            A(i) = -dddz^2/ddD*ddG(i); 
        end 
        pf = p0; 
        pf = M\A; 
        flux = ddD*abs(pf(1)-pf(2))/(1*dddz); 
        pf = flipud(pf); 

         
        flux_pop = 0; 
        G_pop = 0; 
        for i = 2:ddn 
            flux_pop_i = dddz*(G(i) - pf(i)/tau(i)); 
            flux_pop = flux_pop + flux_pop_i; 
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            G_pop = G_pop + (G(i))*dddz; 
        end 
        %% Dissociate Left, Reflect Right 
    case 10 

         
        M = zeros(ddn); %Initialize matrix with governing equation for 

each mesh point 
        M(1,1) = 1; %Zero value at left 
        M(ddn,ddn) = -(2+(dddz^2/ddD/ddtau(ddn))); %Last row zero flux 
        M(ddn,ddn-1) = 2; 
        for i = 2:ddn-1 
            for j = 1:ddn 
                if i==j 
                    M(i,j) = -(2+(dddz^2/ddD/ddtau(i))); 
                elseif i == j+1 
                    M(i,j) = 1; 
                elseif i == j-1 
                    M(i,j) = 1; 
                end 
            end 
        end 

         
        A = zeros(ddn,1); %Initialize right-hand-side vector 
        for i = 2:ddn 
            A(i) = -dddz^2/ddD*ddG(i); 
        end 
        pf = p0; 
        pf = M\A; 
        flux = ddD*abs(pf(1)-pf(2))/(1*dddz); 

         
        G_pop = 0; 
        flux_pop = 0; 
        for i = 2:ddn 
            flux_pop_i = dddz*(G(i) - pf(i)/tau(i)); 
            flux_pop = flux_pop + flux_pop_i; 
            G_pop = G_pop + (G(i))*dddz; 
        end 
        %% Dissociate Left & Right 
    case 11 

         
        ddG = flipud(ddG); 

         
        M = zeros(ddn); %Initialize matrix with governing equation for 

each mesh point 
        M(1,1) = 1; %Zero value at left 

         
        M(ddn,ddn) = 1; 
        for i = 2:ddn-1 
            for j = 1:ddn 
                if i==j 
                    M(i,j) = -(2+(dddz^2/ddD/ddtau(i))); 
                elseif i == j+1 
                    M(i,j) = 1; 
                elseif i == j-1 
                    M(i,j) = 1; 
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                end 
            end 
        end 

         

         
        A = zeros(ddn,1); %Initialize right-hand-side vector 
        for i = 2:ddn -1 
            A(i) = -dddz^2/ddD*ddG(i); 
        end 

         
        pf = p0; 
        pf = M\A; 
        flux = ddD*(abs(pf(1)-pf(2))/(1*dddz) + abs(pf(ddn)-pf(ddn-

1))/dddz); %Cascade 

         
        pf = flipud(pf); 
        flux_pop = 0; 
        G_pop = 0; 
        for i = 2:ddn 
            flux_pop_i = dddz*(G(i) - pf(i)/tau(i)); 
            flux_pop = flux_pop + flux_pop_i; 
            G_pop = G_pop + (G(i))*dddz; 
        end 
        %% Quench Left, Dissociate Right 
    case 21 
        ddG = flipud(ddG); 

         
        M = zeros(ddn); %Initialize matrix with governing equation for 

each mesh point 
        M(1,1) = 1; %Zero value at left 

         
        M(ddn,ddn) = 1; 
        for i = 2:ddn-1 
            for j = 1:ddn 
                if i==j 
                    M(i,j) = -(2+(dddz^2/ddD/ddtau(i))); 
                elseif i == j+1 
                    M(i,j) = 1; 
                elseif i == j-1 
                    M(i,j) = 1; 
                end 
            end 
        end 

         

         
        A = zeros(ddn,1); %Initialize right-hand-side vector 
        for i = 2:ddn -1 
            A(i) = -dddz^2/ddD*ddG(i); 
        end 

         
        pf = p0; 
        pf = M\A; 
        flux = ddD*(abs(pf(1)-pf(2))/(1*dddz)); %Quenching 
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        pf = flipud(pf); 

         
        flux_pop = 0; 
        G_pop = 0; 
        for i = 2:ddn 
            flux_pop_i = dddz*(G(i) - pf(i)/tau(i)); 
            flux_pop = flux_pop + flux_pop_i; 
            G_pop = G_pop + (G(i))*dddz; 
        end 
        %% Dissociate Left, Quench Right 
    case 12 % 
        M = zeros(ddn); %Initialize matrix with governing equation for 

each mesh point 
        M(1,1) = 1; %Zero value at left 

         
        M(ddn,ddn) = 1; 
        for i = 2:ddn-1 
            for j = 1:ddn 
                if i==j 
                    M(i,j) = -(2+(dddz^2/ddD/ddtau(i))); 
                elseif i == j+1 
                    M(i,j) = 1; 
                elseif i == j-1 
                    M(i,j) = 1; 
                end 
            end 
        end 

         

         
        A = zeros(ddn,1); %Initialize right-hand-side vector 
        for i = 2:ddn -1 
            A(i) = -dddz^2/ddD*ddG(i); 
        end 

         
        pf = p0; 
        pf = M\A; 
        flux = ddD*(abs(pf(1)-pf(2))/(1*dddz)); %Quenching 

         
        pf = flipud(pf); 

         
        flux_pop = 0; 
        G_pop = 0; 
        for i = 2:ddn 
            flux_pop_i = dddz*(G(i) - pf(i)/tau(i)); 
            flux_pop = flux_pop + flux_pop_i; 
            G_pop = G_pop + (G(i))*dddz; 
        end 

         
    case 2 

         
        ddG = flipud(ddG); 
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        M = zeros(ddn); %Initialize matrix with governing equation for 

each mesh point 
        M(1,1) = 1; %Zero value at left 

         
        M(ddn,ddn) = 1; 
        for i = 2:ddn-1 
            for j = 1:ddn 
                if i==j 
                    M(i,j) = -(2+(dddz^2/ddD/ddtau(i))); 
                elseif i == j+1 
                    M(i,j) = 1; 
                elseif i == j-1 
                    M(i,j) = 1; 
                end 
            end 
        end 

         
        A = zeros(ddn,1); %Initialize right-hand-side vector 
        for i = 2:ddn -1 
            A(i) = -dddz^2/ddD*ddG(i); 
        end 

         
        pf = p0; 
        pf = M\A; 
        flux = ddD*(abs(pf(1)-pf(2))/(1*dddz)); %Quenching 
        %flux = ddD*(abs(pf(1)-pf(2))/(1*dddz)); %SubPc/C60 
        %flux = ddD*(abs(pf(ddn)-pf(ddn-1))/(1*dddz)); %NPD/SubPc 

         
        pf = flipud(pf); 

         
        flux_pop = 0; 
        G_pop = 0; 
        for i = 2:ddn 
            flux_pop_i = dddz*(G(i) - pf(i)/tau(i)); 
            flux_pop = flux_pop + flux_pop_i; 
            G_pop = G_pop + (G(i))*dddz; 
        end 

         
end 

  
clear ddLd ddtau ddG ddR dddz ddn 
end 

end of OPV_Back_v3beta.m 
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EQE_dataExt 
% This program is for reading data from the EQE measurement, and 
% analyzing the data to calculate EQE-Lambda 
% Developed by Kwang Hyup An, 2008 
% Copyright @ Max Shtein, Kevin Pipe, Kwang Hyup An 

% Modified by Steven Morris 

  
function [EQE, WL] = EQE_dataExt(filename,ADEV,sens, refsens) 
fn_dev        = strcat(filename,'.txt');  

% Current data file from the device  
fn_ref        = strcat(filename,'_ref.txt');  

% Reference light power from the Si-Detector 

  
LOCK_SEN_DEV  = sens;      

%in mV, Lock-in amplifier SENSITIVITY for device measurement 
LOCK_SEN_PIN  = refsens;    

%in mV Lock-in amplifier SENSITIVITY for Si-detector measurement 
PMETER_RNG    = 6.113; %in uW ; Si-Detector power meter setting (Range) 
AMP           = 1E6; %V/A ;  
AHOLE         = pi*0.25*(0.001)^2;  

% Hole area in the thick metal mask placed on the Si-Detector 
ADEV          = ADEV/10000;  

% Actual measured device area 

  
% START WAVELENGTH SHOULD BE 350 nm; 
% FINAL WAVELENGTH SHOULD BE 900 nm; 
% WAVELENGTH INTERVAL SHOULD BE 5 nm; 

  
% RESPONSITIVITY DATA COMES FROM THE Si-detector calibration data 
Responsivity=[0.227262482   ,0.258918244    ,0.289142175    

,0.317995721    ,0.345538574    ,0.371828694    ,0.396922336    

,0.420874074    ,0.443736825    ,0.465561873    ,0.486398897    

,0.506295993    ,0.5252997  ,0.543455021    ,0.560805456    

,0.577393019    ,0.593258263    ,0.608440312    ,0.622976878    

,0.636904288    ,0.650257511    ,0.66307018 ,0.675374618    

,0.687201864    ,0.698581692    ,0.709542646    ,0.720112053    

,0.730316057    ,0.740179639    ,0.749726642    ,0.7589798  

,0.767960755    ,0.776690088    ,0.785187343    ,0.793471049    

,0.801558746    ,0.809467012    ,0.817211484    ,0.824806885    

,0.832267048    ,0.839604941    ,0.846832693    ,0.853961616    

,0.86100223 ,0.867964292    ,0.874856815    ,0.881688098    

,0.888465744    ,0.895196692    ,0.901887239    ,0.908543061    

,0.915169245    ,0.921770307    ,0.92835022 ,0.934912438    

,0.941459923    ,0.947995165    ,0.95452021 ,0.961036686    

,0.967545824    ,0.974048484    ,0.980545183    ,0.987036115    

,0.993521179    ,1  ,1.00647196 ,1.012936216    ,1.019391729    

,1.025837287    ,1.032271532    ,1.038692981    ,1.045100051    

,1.051491091    ,1.057864394    ,1.064218235    ,1.070550887    

,1.076860647    ,1.083145865    ,1.089404962    ,1.095636463    

,1.101839015    ,1.108011413    ,1.114152626    ,1.120261824    

,1.126338398    ,1.132381986    ,1.138392501    ,1.144370152    

,1.150315471    ,1.156229336    ,1.162112996    ,1.167968099    

,1.17379671 ,1.179601343    ,1.185384982    ,1.191151106    

,1.196903712    ,1.202647345    ,1.208387117    ,1.214128735    
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,1.21987852,1.21987852,1.21987852,1.21987852,1.21987852,1.21987852,1.21

987852,1.21987852,1.21987852,1.21987852,1.21987852]; 
Responsivity=Responsivity'; 
%#################################### 

  
H = 6.626E-34; 
C = 299792000; 
Q = 6.242E18; 

  
fid = fopen(fn_dev,'r'); 
[rawdata, count] = fscanf(fid, '%g %g', [2 inf]); 
fclose(fid); 
rawdata = rawdata'; 
WL = rawdata(:,1); 
fcurrent = rawdata(:,2); 
praw = importdata(fn_ref); 
pin = interp1(round(praw(:,1))',praw(:,2)',round(WL)); 
Resp = interp1([350:5:900],Responsivity,WL); 
clear rawdata; 

  
% calculating input power and number of photon 
LOCK_SEN_PIN  = LOCK_SEN_PIN/10;  
pin           = (LOCK_SEN_PIN*sqrt(2)*0.001*PMETER_RNG)*pin; 
intensity     = (1.E-6/AHOLE)*pin./Resp; 
NPH           = (ADEV*1.E-9/H/C)*intensity.*WL; 

  
% calculating generated h+ and e- pairs 
LOCK_SEN_DEV  = LOCK_SEN_DEV/10;  
current       = (LOCK_SEN_DEV*sqrt(2)*0.001/AMP)*fcurrent; 
NCH           = Q*current; 

  
% EXTERNAL QUANTUM EFFICIENCY DATA 
EQE           = NCH./NPH; 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
end 

End of ‘EQE_dataExt.m’ 
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APPENDIX B 

JV MODEL 

Script to plot JV curves 
%% Figure 3 - JV curve 
clear dev 
 

% load JV data for substrate 130625 
load('130625\130625JV.mat')  
mexclude_cl = [10]; % ignore bad device 
m0_cl = size(dev,2); 
mexsize_cl = size(mexclude_cl,2); 
n0 = size(dev(1).j,2); 
JVmatrix = zeros(n0,m0_cl-mexsize_cl); 
for n = 1:n0 
    p=0; 
    for m = 1:m0_cl 
        if any(m==mexclude_cl)==0 
            p = p+1; 
            JVmatrix(n,p) = dev(m).j(n); 
        end 
    end 
end 
J_cl = mean(JVmatrix,2); 
Jsd_cl = std(JVmatrix,0,2); 
t_star_cl = tinv(0.95, m0_cl-mexsize_cl-1); 
V_cl = dev(1).v; 
dev.v = V_cl; 

 
%%% BEGIN GIEBINK %%% 
r_pp = 0.922E-7;  
dev.X = -0.15; 

dev.HOMO_D = 5.60; 

  
JxD = 1.0; 
JxA = 1.0/110; 
load('Giebink Model/devfit130625AB.mat') 
dev.nD = devfit.nD; 
dev.nA = devfit.nA; 
dev.JsD = JxD*devfit.JsD; 
dev.JsA = JxA*devfit.JsA; 
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dev.Rs = devfit.Rs/20;  % device series resistance (Ohms/cm^2) 
dev.Rsh = devfit.Rsh*1E20;    % device shunt resistance (Ohms/cm^2) 
dev.Spc = 0.0000; 
% 
dev.T = 300; % materials temperature (K) 
dev.Jx0 = 0; % exciton photocurrent reaching HJ (mA/cm^2) 
dev.a0 = r_pp; % PP separation distance (cm) 
dev.taur =120E-9; % PP lifetime (s) 
% layer thicknesses 
dev.d = 64E-7; % device thickness (cm) 
dev.tD = 13E-7; % donor thickness (cm) 
dev.tA = 36E-7; % acceptor thickness (cm) 
% energy levels 
dev.wf_An = 6.02; % anode work function (eV) 
dev.wf_Ca = 4.0;  % cathode work function (eV) 
%dev.HOMO_D = 5.45; % HOMO level of donor (eV) 
dev.LUMO_A = 3.7; % LUMO level of acceptor (eV) 
% organic properties 
dev.epsr = 4.1;  % relative permittivity 
dev.mun_0 = 5.2E-10; % zero field electron mobility (cm^2/V/s) 
dev.gamman = 1.2E-3; % Poole-Frankel electron mobility coefficient  

% [(m/V)^(1/2)] 
dev.mup_0 = 2.8E-5; % zero field hole mobility (cm^2/V/s) 
dev.gammap = 7.6E-4; % Poole-Frankel hole mobility coefficient  
% 
kb = 8.617E-5; 
T = 300; 
EHL = dev.HOMO_D-dev.LUMO_A+dev.X; 
dev.JsD =   JxD*devfit.JsD*exp(-(EHL-1.9)/devfit.nD/kb/T); 
dev.JsA =  JxA*devfit.JsA*exp(-(EHL-1.9)/devfit.nA/kb/T); 
dev.Jx0 = 4.2 % exciton photocurrent reaching HJ (mA/cm^2) 
dev.a0 = r_pp; % PP separation distance (cm) 
dev.cl = GRfun(dev); 

  
figure(3); clf; 
hold all 
box 
axis([-0.5 1.2 -5 2]) 
set(gca, 'FontSize', FontSize,'linewidth',BorderThickness) 
xlabel('Bias(V)', 'fontsize', FontSize); 
ylabel('Current Density (mA/cm^2)', 'fontsize', FontSize); 
line([-1 5],[0 0], 'Color', 'black', 'LineWidth', AxesThickness); 
line([0 0],[-10 10], 'Color', 'black', 'LineWidth', AxesThickness); 
plot(V_cl,J_cl,'black', 'LineWidth', LineThickness) 
jbfill(V_cl, transpose(J_cl+t_star_cl*Jsd_cl/sqrt(m0_cl-mexsize_cl)), 

transpose(J_cl-t_star_cl*Jsd_cl/sqrt(m0_cl-mexsize_cl)), 'blue', 

'blue',0,Transp) 

end of Giebink script 
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‘GRfun.m’  - iterative calculation of JV points 
function Dev = GRfun(Dev) 

% GiebinkRenshaw Fitting is for fitting bilayer organic photovoltaics. 
Devices will be read in from experimental data using ReadDevileFile, 

and both log-linear (fig 2) and linear-linear (fig 2) plots will be 
generated where it's best to use the light curve for fitting taur and 

the dark curve for fitting nD, nA, JsD0, and JsA0. The final plot will 

be a superposition of two diode curves, where Js controls the "height" 

and n controls the slope of each curve on fig 1. curve. Seeing as it is 

a superposition, it is possible that the dark curve will show one layer 

dominate at low bias and the other dominate at higher bias. In the 

example below, first the donor will dominate (0 to 1.2V), then the 

acceptor (1.2 to 1.5V), then the series resistance (>1.5V). Consider 

this when attempting to fit the dark current. 
%% Example Values 
% nD   = 18;        % ideality factor in donor 
% nA   = 1.9;       % ideality factor in acceptor 
% JsD0 = 50E9;      % (dark saturation current)/a/krecp (A/cm^3) in 

donor 
% JsA0 = 9E5;       % (dark saturation current)/a/krecn (A/cm^3) in 

acceptor 
% taur = 1E-9;      % PP recombination time(s) 
% a0   = 3E-7;      % initial PP separation distance (cm) 
% Rs = 50;          % series resistance (Ohm-cm^2) 
% Jx0 = 0;          % HJ exciton flux (mA/cm^2) 
% Spc = 0;          % photoconductance (mA/V-cm^2) 
% T = 300;          % device temperature (K) 
% Vbi = 2.4;        % built-in potential 
% E_HL = 1.8;       % heterojunction energy level offset (eV) 
% phi_Ac = 0.4;     % cathode injection barrier (eV) 
% phi_Do = -1;      % anode injection barrier (eV) 
% mun_0 = 5.2E-10;  % zero field electron mobility (cm^2/V/s) 
% gamman = 1.2E-3;  % Poole-Frankel electron mobility coefficient 

[(m/V)^(1/2)] 
% mup_0 = 2.8E-5;   % zero field hole mobility (cm^2/V/s) 
% gammap = 7.6E-4;  % Poole-Frankel hole mobility coefficient 

[(m/V)^(1/2)] 
% d = 44E-7;        % total organic thickness (cm) 
% tA = 27E-7;       % acceptor thickness (cm) 
% tD = 7E-7;        % donor thickness (cm) 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% volage sweep 
Vstart = Dev.v(1);        % starting bias 
dV = Dev.v(2)-Dev.v(1);     % bias increment 
Vend = Dev.v(end);        % ending bias 

 
kr   = 1/(Dev.taur);    % PP recombination rate (1/s)                                          
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Va = Vstart; 
% according to the Giebink model, Jph = -q*Jx*(kppd/(kppd+kppr)), and 

Jsc = Jph when Va = 0. We can approximate the electric field in the 

device as Vbi/thickness intead of solving the poisson equation. 

  
% Environmental properties 
q = 1.6E-19;        % charge on carrier (C/electron) 
kb = 1.38065E-23;   % boltzmann constant (J/K) 



120 
 

eps0 = 8.854E-14;   % vacuum permittivity (F/cm) 
beta = q/kb/Dev.T;  % "voltage" of environment (V) 
eps = Dev.epsr*eps0;% permittivity of medium (F/cm) 

  
Vbi     = Dev.wf_An-Dev.wf_Ca; % built-in potential (V) 
E_HL    = Dev.HOMO_D-Dev.LUMO_A; % interfacial gap (eV) 

  
% electric field calculations (assuming linear profile, SCLC) 
delA = Dev.tA/Dev.d; % fraction of potential dropped across acceptor 
delD = Dev.tD/Dev.d; % fraction of potential dropped across donor 
FI = (Va-Vbi)/Dev.d;    % field at interface assuming linear profile 
Jx = Dev.Jx0/1000/q;    % exciton flux (A/cm^2)/q 

  
% zero applied field electron mobility in acceptor 
mun = @(FI)Dev.mun_0*exp(Dev.gamman*abs(FI)^.5); 
mup = @(FI)Dev.mup_0*exp(Dev.gammap*abs(FI)^.5); 

  
% langevin coefficients 
krecn = q*mun(Vbi/Dev.d)/eps; % bimolecular recombination constant  
krecp = q*mup(Vbi/Dev.d)/eps; % bimolecular recombination constant 
krec = (krecp + krecn);  % total constant 

  
% PP separations (a), and distribution at each separation (X) 
a = Dev.a0; 
X = 0; 

  
% zero applied field forward (dissociation) rate constant 
Epp =  q./(4.*pi().*eps.*a)+Dev.X;    % distribution of PP energies 
b = -q^3*(-Vbi/Dev.d)/(8*pi()*eps*kb^2*Dev.T^2); 
Y = 1; 
for m = 1:20 
    Y = Y + b^m*(-1)^m*(-2)^m/factorial(m)/gamma(m+2); 
end 
kf00 = (3./4./pi()./a.^3).*krec.*exp(-Epp.*q./kb./Dev.T)*Y 
kf0(1:size(a,2)) = kf00;%trapz(a, X.*kf00); 
kr(1:size(a,2)) = kr; 
Spc = Dev.Spc;       % photoconductance (mA/V-cm^2) 

  
% trap dominant regime (low intensity, nt,pt>>n,p) 
% recombination primarily occurs at trap states (i.e. a free electron, 

n_I, in the donor recombines with a trapped hole, p_It, in the donor 

and vice versa) 

  
Va = 0.0; 
FI = (Va-Vbi)/Dev.d; 
krecn = q*mun(FI)/eps;   % bimolecular recombination constant  
krecp = q*mup(FI)/eps;   % bimolecular recombination constant  
krec = krecn + krecp; 
%%%%%%%%%%%%%%%%%%%%%% CALCULATE KF AN ETA %%%%%%%%%%%%%%%%%%%%%%%%%%% 
if Va < Vbi 
    b = -q^3*FI/(8*pi()*eps*kb^2*Dev.T^2); 
    F = 1;      % field induced dissociation factor 
    for y = 1:100 
        F = F + b^y*(-1)^y*(-2)^y/factorial(y)/gamma(y+2); 
    end 
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    kf = (3./4./pi()./a.^3).*krec.*exp(-Epp.*q./kb./Dev.T).*F; 
else 
    rc = q^2/(4*pi()*eps*kb*Dev.T); % onsager exciton radius 
    dE = FI*rc; 
    kf = (3./4./pi()./a.^3).*krec.*exp(-(Epp+dE).*q./kb./Dev.T); 
end 
eta = kf./(kf+kr); 
JsD = a.*(1-eta).*krecp; 
JsA = a.*(1-eta).*krecn; 

  
if isfield(Dev, 'JsD') == 1 
    Dev.JsD0 = Dev.JsD/trapz(a, X.*JsD); 
end 
if isfield(Dev, 'JsA') == 1 
    Dev.JsA0 = Dev.JsA/trapz(a, X.*JsA); 
end 

  
% find at V=0 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
Va = 0; 
x0 = interp1(Dev.v,1:max(size(Dev.v)),0); 
x = x0; 
FI = (Va-Vbi)/Dev.d; 
krecn = q*mun(FI)/eps;   % bimolecular recombination constant 
krecp = q*mup(FI)/eps;   % bimolecular recombination constant 
Jguess = Jx*q; 
[J(x) JsD(x) JsA(x)] = GRcalc(Va, Jguess, Vbi, Jx, Spc, kr, kf00, 

krecn, krecp, Dev, q, eps, kb, a, X, Epp); 

  
% solve for V>0, starting at V = 0 
parfor x = (x0+1):floor((Vend-Vstart)/dV+2) 
    Va = Vstart+(x-1)*dV; 
    FI = (Va-Vbi)/Dev.d; 
    krecn = q*mun(FI)/eps;   % bimolecular recombination constant 
    krecp = q*mup(FI)/eps;   % bimolecular recombination constant 
    Jguess = 0; 
    [J(x) JsD(x) JsA(x)] = GRcalc(Va, Jguess, Vbi, Jx, Spc, kr, kf00, 

krecn, krecp, Dev, q, eps, kb, a, X, Epp); 
end 

  
parfor x = 1:(x0-1) 
    Va = Vstart+(x-1)*dV; 
    FI = (Va-Vbi)/Dev.d; 
    krecn = q*mun(FI)/eps;   % bimolecular recombination constant 
    krecp = q*mup(FI)/eps;   % bimolecular recombination constant 
    Jguess = 0;%J(x+1); 
    [J(x) JsD(x) JsA(x)] = GRcalc(Va, Jguess, Vbi, Jx, Spc, kr, kf00, 

krecn, krecp, Dev, q, eps, kb, a, X, Epp); 
end 

  
Dev.Jgr = J; 
Dev.JsD = JsD; 
Dev.JsA = JsA; 
end 
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function [J JsD JsA] = GRcalc(Va, Jguess, Vbi, Jx, Spc, kr, kf00, 

krecn, krecp, Dev, q, eps, kb, a, X, Epp) 
FI = (Va-Vbi)/Dev.d; 

  
krec = krecn + krecp; 
%%%%%%%%%%%%%%%%%%%%%% CALCULATE KF AN ETA %%%%%%%%%%%%%%%%%%%%%%%%%%% 
if Va < Vbi 
    b = -q^3*FI/(8*pi()*eps*kb^2*Dev.T^2); 
    F = 1;      % field induced dissociation factor 
    for y = 1:100 
        F = F + b^y*(-1)^y*(-2)^y/factorial(y)/gamma(y+2); 
    end 
    kf = (3./4./pi()./a.^3).*krec.*exp(-Epp.*q./kb./Dev.T).*F; 
else 
    rc = q^2/(4*pi()*eps*kb*Dev.T); % onsager exciton radius 
    %dE = q*FI*(sqrt(rc^2-a(z)^2*sin(theta)^2)-a(z)*cos(theta)); 
    dE = FI*rc; 
    kf = (3./4./pi()./a.^3).*krec.*exp(-(Epp+dE).*q./kb./Dev.T); 
end 
eta = kf./(kf+kr); 
JsA = a.*(1-eta).*krecn.*Dev.JsA0; 
JsD = a.*(1-eta).*krecp.*Dev.JsD0; 

  
for z = 1:size(a,2) 
    % function for calculating current density, Jfun = 0 for implicit 
    % solution of J at each PP separation distance 
    Jfun = @(J)(Dev.Rsh/(Dev.Rs+Dev.Rsh))*JsD(z).*(exp(q.*(Va-

J.*Dev.Rs)./Dev.nD./kb./Dev.T)-kf(z)./kf00(z))... 
        +(Dev.Rsh/(Dev.Rs+Dev.Rsh))*JsA(z).*(exp(q.*(Va-

J.*Dev.Rs)./Dev.nA./kb./Dev.T)-kf(z)./kf00(z))... 
        +Va/(Dev.Rs+Dev.Rsh)... 
        -q.*eta(z).*Jx... 
        +Spc.*(Va-J.*Dev.Rs-Vbi)... 
        -J; 
    J0(z) = fzero(Jfun, -Jguess); % find root of Jfun for implicit soln 

(A/cm^2) 
end 
J = trapz(a, X.*J0); % array for current density (A/cm^2) 
JsD = trapz(a, X.*JsD); 
JsA = trapz(a, X.*JsA); 
%%%%%%%%%%%%%%%%%%%%%%%%%% DONE %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
end 

end of ‘GRfun.m’ 

 


