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Abstract Geomagnetic storms start with activity on the Sun that causes propagation of magnetized
plasma structures in the solar wind. The type of solar activity is used to classify the plasma structures as
being either interplanetary coronal mass ejection (ICME) or corotating interaction region (CIR) driven. The
ICME-driven events are further classified as either magnetic cloud (MC) driven or sheath (SH) driven by
the geoeffective structure responsible for the peak of the storm. The geoeffective solar wind flow then
interacts with the magnetosphere producing a disturbance in near-Earth space. It is commonly believed that
a SH-driven event behaves more like a CIR-driven event than a MC-driven event; however, in our analysis
this is not the case. In this study, geomagnetic storms are investigated statistically with respect to the solar
wind driver and the intensity of the events. We use the Hot Electron and Ion Drift Integrator (HEIDI) model
to simulate the inner magnetospheric hot ion population during all of the storms classified as intense
(Dstmin ≤�100 nT) within solar cycle 23 (1996–2005). HEIDI is configured four different ways using either the
Volland-Stern or self-consistent electric field and either event-based Los Alamos National Laboratory (LANL)
magnetospheric plasma analyzer (MPA) data or a reanalyzed lower resolution version of the data that
provides spatial resolution. Presenting the simulation results, geomagnetic data, and solar wind data along a
normalized epoch timeline shows the average behavior throughout a typical storm of each classification.
The error along the epoch timeline for each HEIDI configuration is used to rate the model’s performance.
We also subgrouped the storms based on the magnitude of the minimum Dst. We found that typically the
LANL MPA data provide the best outer boundary condition. Additionally, the self-consistent electric field
better reproduces SH- and MC-driven events throughout most of the storm timeline, but the Volland-Stern
electric field better reproduces CIR-driven events. Contrary to what we expect, examination of the HEIDI
model results and solar wind data shows that SH-driven events behave more like MC-driven events than
CIR-driven storms.

1. Introduction

A geomagnetic storm is a disturbance in near-Earth space caused by the geoeffective solar wind
flow that results from activity on the Sun. The two most geoeffective solar wind structures can be
categorized as either a corotating interaction region (CIR) or an interplanetary coronal mass ejection
(ICME) depending upon the solar source. A CIR is affiliated with high-speed solar wind originating
from solar coronal holes. This geoeffective structure forms where the leading edge of the high-speed
stream interacts with the preceding slower solar wind. In this interaction region, the plasma is heated
and compressed. An ICME is affiliated with compressed sheath fields, ejecta from the corona, or
some combination of these two structures. A detailed description of the combination of solar wind
structures is given in Yue and Zong [2011]. In the sheath (SH) region solar wind plasma can be described
like a CIR. The plasma is heated and compressed. The storms containing sheath regions (like CIRs)
are typically associated with rapidly varying magnetic field direction and high dynamic pressure.
Therefore, SH-driven geomagnetic storms should have a main phase similar to a CIR-driven main phase.
Of the two types of ICME structures, some events may also contain magnetic clouds (MC). The storms
containing MC are a subset of ICME storms, which are associated with a strong magnetic field that is
rotated through a large angle [e.g., Klein and Burlaga, 1982; Lepping et al., 1990; Mulligan et al., 1998; Lynch
et al., 2003].
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The geospace response to ICME and CIR forcing has been shown to be very different. Tsurutani and
Gonzalez [1997] reviewed these differences in a comprehensive assessment of these two types of events.
Kataoka and Miyoshi [2006] showed that the solar wind properties of the shock downstream and stream
interface are very different, and Miyoshi and Kataoka [2005] showed that the responses of the inner
magnetosphere are also very different. Additionally, Borovsky and Denton [2006] provided a comparison
of the magnetospheric response to each of the drivers. Inner magnetospheric simulations have been
used to show drift physics models better reproduce ICME-driven events than CIR-driven events
[e.g., Jordanova, 2006; Jordanova et al., 2009].

Liemohn et al. [2010] presented simulation results for all 90 intense geomagnetic events of solar cycle 23
using the Hot Electron and Ion Drift Integrator (HEIDI) model, employing different outer boundary conditions
and electric field descriptions. Their study examined the effect of different solar wind drivers on the inner
magnetospheric hot ion population. They examined the peak of the storms and found HEIDI consistently
underpredicted the peak Dst* for CIR-driven events while matching the dayside plasma observations
relatively well. This implies there are other currents contributing to the low-latitude magnetic perturbations
preferentially during CIR-driven events compared to ICME-driven events.

Liemohn and Katus [2012] used the same simulation set as Liemohn et al. [2010] for a statistical analysis of the
similarities and differences throughout ICME- and CIR-driven storms. Their data-model comparisons used
the SYM-H* index, a higher-resolution index similar to Dst*, but that one is calculated slightly differently using
data from magnetometers that extend to midlatitudes. Their comparisons include the entire collections of
events using superposed epoch analysis. They found that for ICME-driven events, the simulations that used a
self-consistent electric field description had a lower root-mean-square error (RMSE) and higher correlation
than a simple Volland-Stern electric field [Volland, 1973; Stern, 1975]. But during CIR-driven events, the
simple electric field model better replicated the events. Therefore, they infer that CIR-driven events respond
strongly to transient spikes in the plasma outer boundary condition, while ICME passages exhibit a more
highly structured electric field.

The magnitude of the Dst* index is a factor that increases root-mean-square error (RMSE). The RMSE is biased
by the large differences. This study further subgroups the geomagnetic disturbances based on the storm
peak magnitude. This subgrouping allows investigation of dependence of the previous results on the storm
peak magnitude and a more direct comparison of each of the storm driver categories.

While CIR and sheath-driven structures have different sources, the theoretical description of these solar
wind structures is the same. In the leading edge of a CIR and sheath structure, plasma is heated and
compressed, while the magnetic field varies rapidly. In this study we examine the inner magnetospheric
response to these solar wind structures during the main phase of the storm. To analyze the main phase
dynamics we use numerical simulations of the inner magnetosphere as well as solar wind, geosynchronous,
and ground-based data. The storms are also subgrouped based on their minimum Dst. It is shown that LANL
MPA data are required to provide the best outer boundary condition. Additionally, in contrast to what we
expect, examination of the HEIDI model results and solar wind data shows that SH-driven events behave
more like MC-driven events than CIR-driven storms.

2. The Model

The Hot Electron and Ion Drift Integrator (HEIDI) models the ring current by solving the gyration and
bounce-averaged kinetic equation for phase space density of the inner magnetospheric hot-charged
particle populations [Liemohn et al., 2001a]. The HEIDI model is based on the ring current-atmosphere
interaction model (RAM) described by Fok et al. [1995] and Jordanova et al. [1996]. The spatial domain used
in the HEIDI model extends from 1.875 RE to 6.625 RE. The model version that is used in this study assumes
a static dipole magnetic field for simplicity and computational tractability. HEIDI uses the Rairden et al.
[1986] neutral hydrogen density model, needed to calculate the charge exchange collisional losses
between the hot ring current ions and the cold geocorona. Note that the latest modifications to HEIDI
include a generalized formalism that allows nondipolar magnetic fields [Ilie et al., 2012] and additional
geocoronal model [Ilie et al., 2012]. HEIDI is also coupled to the Dynamic Global Core Plasma Model
[Ober et al., 1997] to simulate the plasmasphere [Liemohn et al., 2004], which is needed for Coulomb
collisional scattering and decay.
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The electric field used in HEIDI can be
specified. In this study, the electric
field is given by a Volland-Stern
electric field [Volland, 1973; Stern, 1975]
and a self-consistent electric field
[Liemohn et al., 2001b, 2004; Ridley and
Liemohn, 2002]. The Volland-Stern
model is a statistically derived

description of the convection electric field driven by Kp. This simple model provides a relatively smooth
and accurate result. Thomsen [2004] showed that Kp is a good electric field driver because it is strongly
influenced by the motion of the inner plasma sheet, which is determined by the intensity of
magnetospheric convection.

The self-consistent electric field description is based on the particle pressures and field-aligned currents
through the subauroral ionosphere with the use of a dynamically varying auroral conductance setting.
While studies have shown that self-consistent electric field provides a more realistic solution, the simple
Volland-Stern model was shown to better replicate CIR-driven events [Liemohn et al., 2010; Liemohn
and Katus, 2012].

The outer boundary condition used in the HEIDI model for the particle populations requires information of
nightside plasma parameters. For this version of HEIDI, the outer boundary is set at geosynchronous orbit
for all MLTs, and the flow out the magnetopause is a function of particle energy and density during the
gradient curvature drift inside of the boundary. In this study, two versions of the plasma data are employed
as the outer boundary condition. The first boundary condition applies geosynchronous observations
from Los Alamos National Laboratory satellites [e.g., Thomsen et al., 1998]. These high time resolution
(96 s cadence) measurements are obtained frommagnetospheric plasma analyzer (MPA) [Bame et al., 1993]
and synchronous orbiting particle analyzer (SOPA) [Belian et al., 1992] measurements. These data sets
are used to define the inflow along the all local times across the outer boundary. The second boundary
condition applies the O’Brien and Lemon [2007] reanalysis of Los Alamos National Laboratory (LANL) MPA
plasma density moments. These low time resolution data (1 h) provide local time variation in a 1 h MLT
cadence. Both boundary conditions are modified according to the compositional split defined by
Young et al. [1982] and implemented by Liemohn et al. [1999].

Table 1 describes the HEIDI run set configurations used in this study. Run sets 1 and 3 use a Volland-Stern
electric field with the high time resolution plasma data for the outer boundary and the reanalyzed
outer boundary condition, respectively. Run sets 2 and 4 use the self-consistent electric field with
the high-resolution plasma data for the outer boundary and the reanalyzed outer boundary condition,
respectively.

Liemohn and Jazowski [2008] conducted data-model comparisons at the time of the peak Dst using the
model configuration of run set 1 for the same list of geomagnetic storms. They included 79 of the 90
storms, excluding the storms that contained gaps lasting longer than 4 h in the outer boundary condition
LANL MPA data during the main phase of the storm. Liemohn et al. [2010] and Liemohn and Katus [2012]
used all four run sets, plus one run set not examined in this study, to investigate the same 79 storms. The
list of storms included for each run set then differed based on instability in the numerical result, caused
primarily by intense localized electric fields that yield negative phase space densities.

This study includes a 4 day interval surrounding each of the 90 storms. If the model produced results for
any portion of a storm, then it is used. This means that there are storms in which the modeled Dst just
stops during the storm interval due to model runtime error. This also means that the number of data points
included for each run set is different. Additionally, for each run set there is more data for the main
phase than recovery phase. It should be noted that runs that use the self-consistent electric field are
more likely to become unstable than runs that use the Volland-Stern electric field. Furthermore, the super
storms (primarily magnetic cloud-driven and complex events) are more prone to become unstable than
moderately intense events. It should also be noted that this study was recalculated using only storms
with complete 4 day HEIDI runs. The differences between the two sets of results were indistinguishable in
the storm time plots and in the decimal places for the statistics.

Table 1. HEIDI Run Set Configurations

Volland-Stern
Electric Field

Self-Consistent
Electric Field

LANL MPA outer boundary 1 2
Reanalyzed LANL outer boundary 3 4
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3. Event Comparison

In this study, the results from the four different HEIDI run set configurations are compared to the low
latitude to midlatitude geomagnetic indices Dst*, SYM-H*, and United States Geological Survey (USGS) 1min
Dst* (USGS*). The USGS index is calculated using the same magnetometer observatories as Dst but using a
very different method [Love and Gannon, 2009; Gannon and Love, 2011].

The disturbance storm time (Dst) index is a globally averaged low-latitude geomagnetic perturbation
index [Sugiura and Kamei, 1991]. The Dst index is calculated from the 1 h averaged H component of four
low-latitude magnetometers distributed in local time. A negative Dst is indicative of an intensification
of ring current because the ring current is diamagnetic, reducing the H component at Earth. Dst* is
another version of the Dst index. The star superscript indicates that the index has been corrected to
make it a better measure of perturbations related to near-Earth space currents. The correction is done
for Dst as follows:

Dst� ¼ Dst � DMP þ DQ

CIC

where DMP is an estimate of the contribution from the magnetopause current (defined by the upstream
solar wind dynamic pressure), DQ is the quiet time offset value, and CIC is a correction factor for the
contribution from the induced currents within the Earth. This correction can also be done with the 1min
counter parts of Dst, SYM-H [Iyemori, 1990; Iyemori et al., 1992], or United States Geological Survey (USGS) Dst
[Love and Gannon, 2009; Gannon and Love, 2011; Katus and Liemohn, 2013].

These geomagnetic indices and their corrected format are frequently used to describe the intensity and
progression of geomagnetic storms [e.g., Gonzalez et al., 1994]. For instance, Burton et al. [1975], O’Brien and
McPherron [2000], and Temerin and Li [2002] provided an empirical relationship between Dst* and the
solar wind parameters. O’Brien and McPherron [2002] and Zhao et al. [2011] found that the contribution of
the solar wind dynamic pressure to the disturbance in Dst* varies with the intensity of the storm.

There were a total of 90 intense storms (Dstmin ≤�100 nT) during solar cycle 23 (1996–2005). Of these 90
intense geomagnetic events, 88 have been classified according to the solar wind driver by Zhang et al.
[2007a, 2007b]. The two additional storms that were not part of the list by Zhang et al. [2007a, 2007b] occur
on 17 April 2002 and 19 April 2002. These two storms are part of a large sequence of intense activity,
which consists of storms on 18 April 2002 and 20 April 2002. These two events are classified as individual
ICME sheath-driven events in this study because Dstwas able to recover by more than 50 nT prior to the next
event, as was discussed by Liemohn and Jazowski [2008].

The measure of perturbations related to near-Earth space currents in the form of any of the three
geomagnetic indices can be used to quantify the HEIDI model’s ability to reproduce the ring current. The
Dessler-Parker-Sckopke relationship [Dessler and Parker, 1959; Sckopke, 1966] (hereinafter referred to as DPS)
relates the total modeled energy of the ring current (ERC) to the magnetic perturbation. The simulated
quantity is described by the equation

DPS� nT½ � ¼ �3:98 � 10�30ERC keV½ �
where DPS* is the model calculation of the measured geomagnetic index.

While the direct comparison of Dst* with DPS* is flawed (for example, see Liemohn [2003] and Ganushkina
et al. [2012] for systematic comparisons of DPS* versus Biot-Savart integration), the link between the two
is significant. Several studies have shown that Dst and/or Dst* track the energy content of near-Earth hot ions
during intense storms [e.g., Greenspan and Hamilton, 2000; Turner et al., 2001; Jorgensen et al., 2004], and
numerous modeling studies have also demonstrated this close connection [e.g., Fok et al., 1995, 2001;
Jordanova et al., 1996, 2001; Ebihara and Ejiri, 1998; Kozyra and Liemohn, 2003]. For instance, Liemohn and
Kozyra [2003] quantified the similarity in the functional forms between Dst* and DPS*. Even though the
simulation volume of HEIDI only extends to geosynchronous distance, Liemohn [2003] isolated the
contribution of the truncation current to DPS*, which acts as a crude proxy for the tail current contribution to
this value. Even though the comparison is imperfect, it is a useful distillation that enumerates the
development and helps reveal the physical processes of magnetic storms.
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Three example geomagnetic storms are shown in Figure 1. Each plot in Figure 1 presents Dst*, SYM-H*, USGS*
and the simulated DPS* for each of the four model run sets. All three indices are shown in these plots to
provide a baseline of the acceptable error for the model runs. Figure 1a shows a CIR-driven event that
occurred on 14 October 2002. During the main phase of this event, each of the HEIDI run sets stays between
the indices until nearly the storm peak. While run set 2 does well to reproduce the peak values, the other run
sets do not reach the large-negative values. Run sets 1, 3, and 4 are off by approximately 20 to 40 nT. The
degree of error near the peak then leads to error in the beginning of the recovery phase. Then by the late
recovery phase, all of the run sets are again approximately within the range of the indices.

Figure 1b describes the MC-driven storm that occurred on 3 October 2001. For this event, the general
trend in simulated DPS* of each run set is similar. The main difference between the data and model is
the magnitude of the storm peak. While run set 2 does well reproducing the storm peak described by the
three indices, the other run sets do not reproduce the large-negative values. It should also be noted that
all of the run sets end at the start of 6 October. The abrupt end coincides with the end of the simulated
4 day interval.

Figure 1. Example storms: (a) a CIR-driven intense storm, (b) an ICME-driven storm with the main phase caused by a
magnetic cloud structure, and (c) an ICME-driven storm with the sheath as the main cause of the activity.
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Figure 1c shows a sheath-driven geomagnetic storm that occurred on 11 May 2002. During the beginning
of the main phase, run set 4 does well reproducing a smoothed version of the three indices. During the later
half of the main phase, run sets 2 and 3 do well simulating the decrease to the peak values, while run sets
1 and 4 are off by approximately 20 nT. Another issue is the timing of the DPS* storm peaks, which occur
earlier than that of the three indices.

4. Statistical Results

Superposed epoch analysis is often used to reveal the typical behavior of a set of events [e.g., Taylor et al., 1998].
This study applies a normalized epoch timeline similar to that of Katus et al. [2013] and Katus and Liemohn
[2013]. The definition of the epoch markers starts with the time of the storm peak Dst. The end of the recovery
phase is then selected as the maximum Dst in the following 96h. Next the maximum Dst in the 24h prior to
the storm peak is found to define the main phase. To allow all of the storms to be included, this study does not
require identification of a storm sudden commencement (SSC). Therefore, the beginning of the initial phase
is defined as the largest increase in Dst in the 8 h before the start of the main phase (whether or not this is
actually an SSC). While this method of defining the SSC works well [Katus and Liemohn, 2013; Katus et al., 2013]
in this case theminimum increase required is zero. Finally, the preceding 6h are concatenated to the beginning
of the initial phase to provide information concerning the preliminary state of the magnetosphere. The
epoch markers found using this technique are shown as black vertical lines in the three example storms
specified in Figure 1. Note that the epoch markers were found using Dst but the corrected form of each
of the indices is shown. Dst was used to define the markers since the storm list was created using that
index. The epoch markers are then used to calculate the average duration of each storm phase. The
average duration of each storm phase for each category of solar wind driver is provided in Table 2. The
averages for all storms are consistent with the values found in Pulkkinen et al. [2007], Ilie et al. [2008],
and Katus et al. [2013]. The timeline is then normalized using linear interpolation to either stretch or
compress the duration of each storm phase to the average duration. The second column of Table 3 gives
the number of storm included in each category used in this study.

Figure 2 shows the Dst*, SYM-H*, and USGS* data density for all of the geomagnetic storms along the
normalized epoch timeline with the peak Dst between�100 and�150 nT. In each of the plots in Figure 2 the
y axis is the magnitude of the observationally based index, and the x axis is the normalized timeline. In
these plots, the plot range is limited from �175 nT to +50 nT, even though a few data extend beyond these
limits. The black vertical lines define the epoch markers used to calculate the normalized timeline. These
markers define the beginning or end of each storm phase. The color of the plot presents the density of
data points in each bin. The bins are each 15min across the x axis and 5 nT across the y axis. The mean and
median values along the timeline are also shown in black and white, respectively. In Figure 2, all three
geomagnetic indices show similar behavior using Dst to define the time markers.

Table 2. The Average Storm Phase Duration for Each Solar Wind Driver Configuration

All (h) CIR (h) CME (h) MC (h) Sheath (h)

Main phase 13.72 16.63 13.3 15.88 9.68
Recovery phase 74.95 65.00 76.42 77.13 74.63

Table 3. The Root-Mean-Square Error to SYM-H*

Storms DPS* 1 DPS* 2 DPS* 3 DPS* 4 Dst* USGS*

All storms 90 35.4 nT 25.1 nT 31.4 nT 28.4 nT 10.7 nT 8.6 nT
CME driven 79 37.5 nT 26.1 nT 32.8 nT 29.4 nT 10.3 nT 8.8 nT
CIR driven 11 15.6 nT 17.8 nT 18.5 nT 21.4 nT 12.7 nT 7.0 nT
CME driven, Dst>�150 nT 49 29.9 nT 18.4 nT 25.3 nT 25.7 nT 8.9 nT 8.6 nT
CME with MC driven 32 31.1 nT 28.5 nT 31.7 nT 29.7 nT 10.9 nT 9.2 nT
CME with sheath driven 19 56.3 nT 29.3 nT 43.1 nT 34.9 nT 9.6 nT 9.7 nT
MC driven, Dst>�150 nT 23 24.9 nT 20.2 nT 23.7 nT 25.3 nT 9.0 nT 8.38 nT
Sheath driven, Dst>�150 nT 12 43.9 nT 16.4 nT 32.3 nT 30.9 nT 9.2 nT 9.9 nT
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There are a couple of interesting features in Figure 2. First, note the similarity in each of the indices shown
in the three plots. The similarity shows good qualitative correlation between the data sets. The similarities
and differences of these indices have been addressed in previous studies [e.g., Wanliss and Showalter, 2006;
Gannon and Love, 2011]. Katus and Liemohn [2013] analyzed all three indices to provide an uncertainty
estimate on the low-latitude perturbation time series. Next note the spread of the data near storm peak.
The observed peak Dst of most of the storms used in this study are not much less than�100 nT. Finally, note
the large variations in the recovery phase. Some of these variations are large enough to be considered
additional storm activity. IfDst drops below�100 nT, this subsequent eventmaybe included as another event
in the storm list.

The two versions of the outer boundary condition used in the different HEIDI model configurations are
shown in Figure 3. These plots remove the spatial resolution from the reanalyzed LANL data by averaging

Figure 2. (a) Dst*, (b) SYM-H*, and (c) USGS* for all storms with peak Dst between �100 and �150 nT as a function of the
normalized superposed epoch timeline. The black vertical lines show the start or end of each phase. The color describes
the density of superposed data in 5 nT by 15min bins. The black and white overlaid provides the mean and median,
respectively.
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across the six MLT hours around midnight. Comparison of either density or temperature shows that the LANL
data have larger and faster fluctuations than the reanalyzed version. This is consistent with the LANL data
having higher time resolution than the reanalyzed version and shows that only the LANL data will be able to
describe transient spikes of plasma and energy injections into the inner magnetosphere. Both the mean
and the median of the density data follow similar trends. The proton temperatures, on the other hand, do not
follow a similar trend or have a similar magnitude for each of the versions of the data. The mean proton
temperatures are off by approximately 3 KeV throughout the epoch time of the storm.

Figure 4 illustrates the SYM-H* data density in the same format as Figure 2, but for the subgroups of ICME- and
CIR-driven storms. Figure 4 shows that the magnitude and behavior of the geomagnetic response to CIR- and
ICME-driven events are different. The x axis is different because the average main phase duration of
ICME-driven events (13.3 h) is shorter than that of CIR-driven events (16.63 h), while the average
recovery phase duration of ICME-driven events (76.42 h) is longer than for CIR-driven events. All of the
superstorms are ICME driven. Furthermore, the color scale is different because only 11 of the intense
storms are CIR driven, while 23 are MC driven (with Dst between �100 nT and �150 nT) and 12 are SH
driven (with Dst between �100 nT and �150 nT). The white median line overplotted on the data is difficult
to discern, but it follows a similar trend as the other panels of Figure 2 in that it is usually located a few
nanotesla higher than the mean during the main phase and early recovery, and is nearly coincident with
the mean in the late recovery phase.

The modeled DPS* data density for the four HEIDI run sets are displayed for CIR-driven events in Figure 5.
Each plot follows the normalized timeline as found above from the Dst data. Comparison of these
simulation results with the SYM-H* shown in Figure 4a show that the mean peak for CIR-driven storms for

Figure 3. (a) The high time resolution LANL proton density data, (b) the 6 MLT hours aroundmidnight averaged reanalyzed
LANL density data, (c) LANL proton temperature, and (d) reanalyzed LANL proton temperature averages for all storms
with a peak Dst between�100 and�150 nT as a function of the normalized superposed epoch timeline. Figures 3a and 3b
show the electron density, and Figures 3c and 3d show the proton density. The black vertical lines show the start or
end of each phase. The color describes the density of superposed data in 100 bins along the y axis and by 15min bins along
the x axis. The black and white overlaid provides the mean and median, respectively.
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each of the run sets is less negative than SYM-H*, with the closest being run set 2 (the self-consistent
electric field with the LANL MPA outer boundary). Additionally, the LANL MPA outer boundary condition
better replicates the variation in data during the main phase.

Zhang et al. [2007a, 2007b] not only identify the broad category (CME or CIR) but also subdivide the ICME-driven
storms according to the segment of the ICME associated with the storm peak. Liemohn and Jazowski [2008]
used these definitions of the solar wind driver in their analysis of run set 1 results at the peak of the storm. This
study progresses further by considering data-model comparisons over the entire storm interval for the two
primary categories. Figure 4 shows SYM-H* where the solar wind structure causing the intense storm peak is
either a magnetic cloud (MC) or a sheath (SH). The average duration of the main phase of MC-driven events
(15.9h) is much longer than that for sheath-driven events (9.7 h), while the recovery phase durations are
closer in length (77.1 and 74.6 h, respectively). Both types of ICME-driven events show variation in recovery but
more so in MC-driven events.

Figure 6 displays the DPS* data density of the four run sets for the 23 magnetic cloud-driven ICME events
with Dst between�100 and�150 nT. The figure shows that the mean peak model values are not as negative

Figure 4. SYM-H* along the normalized superposed epoch timeline for (a) CIR-driven, (b) MC-driven, and (c) SH-driven
storms with peak Dst between �100 and �150 nT. The black vertical lines show the start or end of each phase. The
color bar describes the density of superposed data in 5 nT by 15min bins. The black and white overlaid provides the mean
and median, respectively.
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as the observed values. Run set 2 better replicates the larger storms and hence better reproduces the average
peak SYM-H* than the other run sets.

Figure 7 displays the simulated DPS* data density of the four run sets for the 12 sheath-driven ICME events
with peak Dst between �100 and �150 nT. Again, the mean peak magnitudes are not as negative as the
observed data. As with the MC-driven storms, the run sets using the event-based LANL MPA outer boundary
condition better replicate the peak values than the run sets that use the reanalyzed version of the data.

The previous plots describe the observed and simulated geomagnetic disturbances. The plots also highlight
when and where the model is doing well for each category of solar wind driver. The remainder of this
study preforms a more quantitative examination of the quality of each simulation results for each solar
wind driver.

5. Data-Model Comparisons

The root-mean-square error (RMSE) is used to determine the spread of modeled values around the observed

values. The RMSE is defined as RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

ŷ�yið Þ2
s

. Where n is the number of points, yi is each of the n

data points, and ŷ is the average of all of the data at this point. In this study the RMSE is used to determine
the spread of the simulated DPS* from each HEIDI run set to the observed SYM-H*. This analysis is done
for the entire storm timeline as well as for each time step along the normalized epoch timeline. The RMSEs
between the observed indices provide a baseline observational error when comparing the values between
the simulated and observed values. This method allows the quality of the model to be determined
throughout each storm phase. That is, we may examine the RMSE at a particular moment in time for a
group of storms (n = all of the data at that 10min time bin) or for the entire storm (n = all data). The RMSE
for the entire storm will be referred to as the total RMSE.

Figure 5. Simulated DPS* from the four HEIDI run sets for CIR-driven events. The plots have the same setup as Figure 4 but
note the y axis and color bar scales have changed.
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Figure 8 displays the RMSE between SYM-H* and each of the four model configuration as well as between
SYM-H* and Dst* and USGS* only for the intense storm events with Dstmin≥�150 nT. This range of peak Dst
values was chosen because all 11 of the CIR-driven storms were within the �100 nT>Dstmin≥�150 nT range.
The plot on the top compares the CIR-driven events within this range (11 of 11), the middle plot shows the
MC-driven events with Dstmin≥�150 nT (23 of the 32), and the plot on the bottom presents the sheath-driven
events (12 of the 19). In this style of plot, the y axis is the RMSE between each data set in nT. The x axis is
the normalized epoch timeline in hours. The black vertical lines are the epoch markers defining the beginning
or end of each storm phase. The different colors define the different data sets being compared.

Examining Figure 8 reveals that, for each of the plots, the RMSE increases approaching the storm peak.
Comparing the models confirms that, as in the previous investigation of these storm drivers [e.g., Liemohn and
Katus, 2012], run set 2 (with the self-consistent electric field and LANL MPA outer boundary condition) has a
lower RMSE to SYM-H throughout most of the normalized epoch storm timeline. In fact, in the late recovery
phase, the RMSE for run set 2 drops below 20 nT for all three driver categories and approaches the data-data
error levels of ~10 nT. Additionally, the RMSE is larger throughout most of the storm for sheath-driven
events than either CIR-driven or the subgroup of MC-driven disturbances. In particular, the error in the
sheath-driven storms is approximately 10 nT larger through the main phase for most of the model
configurations to SYM-H* comparisons than it is for the other solar wind drivers. Furthermore, the RMSE
is much larger during the recovery phase for each of the SYM-H* to model comparison except run set 2.
There is also a lot of variation in the RMSE through the recovery phase of the sheath-driven events.

Table 3 lists the total RMSE for each comparison. For now, consider the top row of the table. The RMSE
between SYM-H* with DPS* 1, 2, 3, and 4 is found to be 35.4, 25.1, 31.4, and 28.4 nT, respectively. The RMSE
between SYM-H* with Dst* and USGS* is found to be 10.7 and 8.6, respectively. For all storms, the model run
sets that use the self-consistent electric field have a lower RMSE than the Volland-Stern electric field.

Figure 6. SimulatedDPS* for magnetic cloud-driven ICME events. The figures have the same setup as Figure 5 but note that
the scales have changed.
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Rows 2 and 3 of Table 3 present the total RMSE for each modeled DPS* to SYM-H* for each storm driver.
For ICME-driven events, the total RMSE for DPS* 1, 2, 3, and 4 to SYM-H* is found to be 37.5, 26.1, 32.8,
and 29.4 nT, respectively. This is significantly larger than the RMSE values for SYM-H* to Dst* (10.3 nT) or
USGS* (8.8 nT). Typically, the RMSE is larger for ICME-driven storms than for all events. The self-consistent electric
field has a lower RMSE than the Volland-Stern electric field. The runs using the self-consistent electric field
have a lower RMSE when using the LANL MPA data, while the runs using the Volland-Stern electric field have
a lower RMSE when using the reanalyzed LANL data.

For CIR-driven events, Table 3 shows that the total RMSE between SYM-H* and DPS* 1, 2, 3, and 4 is 15.6, 17.8,
18.5, and 21.4 nT, respectively. These values are not much larger than the RMSE for SYM-H* to Dst* (12.7 nT) or
USGS* (7.0 nT). The RMSE for CIR-driven storms is much smaller than the values either for all storms or for
ICME-driven events. Unlike the RMSE found for CME-driven events, the RMSE is lower for the Volland-Stern
electric field for CIR-driven events. For either electric field, using event-based LANL data for an outer
boundary condition results in a lower RMSE than using reanalyzed LANL data.

The total RMSE for each data-to-data and data-to-model comparison is listed in Table 3 for the CIR, MC,
and sheath-driven categories subgrouped by requiring that the peak Dst must be greater than or equal to
�150 nT. The table shows that the RMSE between SYM-H* and each model configuration, for MC-driven
events with Dstmin ≥�150 nT, is found for run sets 1, 2, 3, and 4 to be 24.9, 20.2, 23.7, and 25.3 nT, respectively.
These values are substantially larger than the RMSE for these subsets between SYM-H* and Dst* (9.0 nT)
and USGS* (8.38 nT). For the sheath-driven events with Dstmin ≥�150 nT, the RMSE is found for run sets 1, 2, 3,
and 4 to be 43.9, 16.4, 32.3, and 30.9 nT, respectively. Except for run set 2, these values are again much larger
than the RMSE for the subsets between SYM-H* and Dst* (9.2 nT) and USGS* (9.9 nT).

Comparing the self-consistent electric field model configurations with each other shows that the event-based
LANL MPA outer boundary condition produces a lower RMSE than the reanalyzed version of the data.
However, comparing the Volland-Stern electric field run sets shows the opposite result: the reanalyzed LANL

Figure 7. Simulated DPS* for sheath-driven ICME events. The setup is the same as Figures 4–6 but note that the scales have
changed.
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MPA outer boundary condition produces a lower RMSE. Comparing all of the run sets shows that run set 2, using
the self-consistent electric field and the event-based LANL MPA data, consistently has the lowest RMSE.

6. Solar Wind Parameters

To understand the cause of the differences in the solar wind driver, this study examines the dominant
solar wind parameters. In particular, the similarity and differences in CIR, MC, and sheath-driven
events of the same magnitude are examined. That is, the solar wind parameters for storms with the
minimum Dst between �100 nT and �150 nT are investigated to remove the dependence of the
magnitude of sheath-driven events.

Figure 9 shows the interplanetary magnetic field (IMF) Bz, solar wind density, velocity, and temperature for
CIR, MC, and sheath-driven events with �100 nT ≤Dstmin ≤�150 nT along the normalized epoch timeline.
In these plots, the timelines are specifically designed for the subgroup of each driver classification and the
end of the recovery phase is not shown. The format follows that of the previous plots of this type. The
color describes the density of data points. The black vertical lines define the beginning or end of each storm

Figure 8. The root-mean-square error (RMSE) as a function of the normalized epoch timeline for (a) CIR-driven, (b) MC-driven,
and (c) SH-driven storms with Dstmin between �100 and �150 nT.
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phase. One notable feature of these figures is that the average duration of SH-driven storms is significantly
shorter than that of CIR- or MC-driven events.

The IMF Bz results are shown in Figures 9a, 9b, and 9c. These plots show that while the IMF Bz fluctuates
rapidly for all classifications, the average is very close. The magnitude of the fluctuations is larger for the
sheath-driven events than for the other categories.

The solar wind density is shown in Figures 9d, 9e, and 9f. These plots show that, prior to the main phase,
the density is larger for CIR-driven storms, but sheath-driven storms show a sharp increase at the start
of the main phase. The variation in the density then remains larger for sheath-driven events throughout
the recovery phase.

The solar wind velocity is shown in Figures 9g, 9h, and 9i. The magnitude of the velocity of sheath-driven
events can be 100 s of km/s faster than other categories. This increased velocity can be in the average, which
is approximately 100 nT larger. The main difference between the velocity for the two drivers is that, on
average, the velocity slowly increases throughout the main phase of CIR-driven events but increases sharply
at the beginning of the main phase for MC- and sheath-driven events.

The temperature of the solar wind is shown in Figures 9j, 9k, and 9l. These plots show that the temperature is
much larger for CIR- and SH-driven events. This increase in temperature is consistent with a sheath-driven
structure that is expected in CIR- and SH-driven storms.

Figure 9. IMF and solar wind parameters for (a) CIR-driven, (b) MC-driven, and (c) SH-driven events. The events are along
the normalized epoch timeline but do not show the full recovery phase.
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The plots in Figure 9 show us that at 1 AU the solar wind parameters for each category of storm driver can
be very different. For sheath-driven events, the IMF Bz has larger fluctuations and the solar wind is denser and
hotter. The larger southward IMF Bz and solar wind velocity are also associated with a larger solar wind
electric field (Ey) and cross polar cap potential, which were examined but not shown due to redundancy. The
results implicate greater inner magnetospheric convection during the main phase for sheath-driven storms.

7. Discussion

Magnetospheric physics describes the electromagnetism provided by the Earth that protects from solar
radiation. In this study we examine the magnetosphere’s reaction to several categories of solar structures.
While studies have shown that the inner magnetosphere responds differently to CMEs and CIRs during the
recovery phase, theory implies that the main phase of sheath-driven CMEs and CIRs should be similar. For
both types of events, one would expect to see hot compressed solar wind at 1 AU.

This work inspected the main phase of the three categories of solar wind drivers for the moderately intense
(�150 nT ≤Dstmin ≤�100 nT) that occurred during solar cycle 23. While we were limited to 11 CIR-, 12
sheath-, and 23 magnetic cloud-driven events, the statistical results should describe the typical storm time
dynamics of each classification. The storms were simulated using several numerical configurations of
the Hot Electron and Ion Drift Integrator (HEIDI). The simulated DPS*, low-latitude to middle latitude
geomagnetic indices, and solar wind parameters are then superpositioned along a normalized storm
epoch timeline for various intensity and solar wind driver-based subsets of these events. The density of
each type of data was shown to describe the distribution of data along the normalized storm timeline. The
root-mean-square error (RMSE) between data sets was given to provide a baseline error along the timeline
for each classification of storm driver and intensity. The baseline error was then used to investigate the
data-to-model RMSE.

Based on these results, this study agrees with and expands upon the conclusion from Liemohn and Katus
[2012], which found that for ICME-driven storms the self-consistent electric field better replicates the
data than the Volland-Stern electric field. In contrast, for CIR-driven storms the Volland-Stern electric field
does better. That is, ICME-driven events are associated with a more internally structured electric field than
CIR-driven storms. This study expands upon the previous result by showing that the mean peak of the
modeled DPS* is much less negative than the mean peak of the data. Furthermore, the RMSE is smaller
throughout the main and recovery phases of CIR than ICME-driven events. In fact, for CIR-driven events the
data-to-model RMSE for each model configuration is close to the data-to-data RMSE throughout the
normalized storm timeline. For ICME-driven events, the RMSE is much higher during the recovery phase
than it is for CIR-driven storms. In particular, the RMSE is much higher for the Volland-Stern electric field for
these ICME-driven events. The results also show that using the event-based LANL data for an outer
boundary condition produces more negative peak DPS* results than using the reanalyzed version of the
data. Examination of the outer boundary conditions shows that the LANL data produces better model
results. This may be because the reanalyzed data are not adequately describing the proton temperature.

8. Conclusion

This study shows that the inner magnetosphere responds differently to these two different storm drivers.
For ICME-driven events, one of the HEIDI run sets is clearly better than the others, while for CIR-driven
events, a different run set is the best. This is true not only during the recovery or at the storm peak but
throughout the main phase. Run set 2 is the best for the ICME-driven events for nearly all of the epoch
timeline (except for a brief interval in the early recovery phase), while this run set is rarely best for the
CIR-driven storm set (only during a brief interval in the late main phase).

Magnetic cloud (MC)-driven events make up most of the ICME-driven storms. Thus, it follows that, for this
subgroup, the self-consistent electric field has a lower RMSE to SYM-H* than the Volland-Stern electric field.
The self-consistent electric field better replicates the extremely negative values. Particularly, run set 2 is the
only model able to reproduce any extremely large negative peak values and is the best at replicating the
mean peak. Additionally, the event-based LANL MPA data result in a lower RMSE than the reanalyzed version.
The LANL data resulted in much larger main phase decay and more variation in the recovery phase.
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Our findings agree with those of Liemohn et al. [2006], which show that because ICMEs are the dominant
cause of intense storms at Earth, the model configuration of run set 2 is the best overall choice when using
HEIDI to simulate the storm time inner magnetosphere. The other run set configurations are adequate for
particular epoch times during particular driving conditions, but in general run set 2, with the self-consistent
electric field and event-based plasma outer boundary condition, is the most appropriate first choice for
model setup.

Our examination of statistical solar wind parameters shows that sheath-driven events are very different from
CIR-driven events throughout the entire storm. Additionally, the model results for the sheath (SH)-driven
storms follow the results of MC-driven storms rather than CIR-driven storms. However, the RMSE is much larger
for SH-driven events than for MC-driven events through the recovery phase. The large error in the recovery
phase is clearly due to insufficient ring current loss for the extremely large storms.

This work shows evidence that CIR-driven storms behave differently from other categories throughout the
geomagnetic event. Even when only those ICME-driven events for which the sheath was the primary
structure responsible for the storm peak for which the storm peak is the same magnitude as the CIR-driven
events is considered, the various HEIDI run sets perform differently in the data-model comparisons for
CIR-driven events. This result goes against intuition, because theoretically CIRs are essentially sheaths.
There are, however, some significant differences in the solar wind properties of an ICME sheath and a CIR,
and these differences lead to fundamental changes in the response of the inner magnetosphere.

9. Future Work

While the HEIDI version and configurations used in this study are adequate for this examination of the
response of the ring current to different solar wind driving conditions, it may also limit the quality of the
results. That is, the dipole magnetic field along with the fixed outer boundary condition at geosynchronous
orbit limits the influence of the near tail currents and induced electric fields. Future work should be done
to examine the effect of the tail currents and induced electric fields.
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