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Abstract 

Formation, Structure, and Properties of InAs/GaAs Quantum Dots 

By 

Simon Huang 

Chair: Rachel S. Goldman 

 

Semiconductor quantum dots (QDs) have shown significant promise for a wide 

range of optoelectronic devices, including solar cells, photodetectors, and lasers. 

Typically, QDs are fabricated by the misfit-driven Stranski-Krastanov (SK) mode, which 

results in elliptical-shaped QDs with sizes and densities limited by the lattice misfit. 

Recently, the nucleation of metal droplets and their conversion to QDs, often termed 

droplet epitaxy (DE), has attracted much attention because it allows QD fabrication 

without lattice misfit. However, the mechanisms for the conversion of In islands to InAs 

QDs and the origins of misfit dislocation (MD) displacement are still unclear. Thus, 

further examination on the formation mechanism and microstructures of DE QDs is 

essential. Here, we report on the structure and properties of InAs/GaAs QDs formed by 

DE and SK approaches. These results suggest that DE is promising for tuning QD sizes 

and densities, as well as tailoring carrier confinement in the vicinity of QDs. 

Using a finite-element Schrödinger-Poisson model that considers experimentally 

measured QD and wetting layer (WL) shapes, sizes, and spacings, we examined the 



 

xiv 

 

influence of InAs/GaAs SK QDs on the solar cell external quantum efficiency (EQE). A 

comparison between the computed and measured EQEs reveals a broadening of sub-

bandgap EQE induced by QD size distribution, and a weak EQE contribution from the 

WLs. 

To further enhance the control of QD size, density, and microstructure, we 

investigate alternative QD fabrication approaches via annealing In islands under an As 

flux. We revealed the influence of As surface coverage on the QD formation 

mechanisms. On c(4x4) GaAs surfaces, QD formation follows DE. For the As capped 

surfaces, QDs nucleate by solid phase epitaxy during annealing of an amorphous film. 

Furthermore, we revealed the origin of interlayer formation and MD displacement in the 

vicinity of InAs/GaAs QDs. For SK QDs, MDs nucleate at the QD/buffer interface. For 

DE QDs with low In exposure, an InGaAs interlayer at the QD/buffer interface results in 

MD vertical displacement. For DE QDs with high In exposure, the formation of an InAs 

interlayer at the island/buffer interface leads to MDs at the QD/buffer interface. 
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Chapter 1 

Introduction 

1.1 Overview 

 

Recently, nanometer-sized molecular clusters, or nanostructures, have been 

proposed for a wide variety of solid state devices, including solar cells,
1,2

 lasers,
3
 and 

light emitting diodes (LEDs).
4,5

 An example is a semiconductor quantum dot (QD), or 

“artificial atom”, which is a cluster of atoms that spans only one-billionth of a meter. 

With charge carriers confined in all three dimensions, the energy levels of QDs can be 

altered by varying QD size and composition, allowing tunable operation wavelength for 

QD-based devices. In particular, a wide range of emission wavelengths have been 

demonstrated for both QD lasers and LEDs.
4,5,6 

Due to their ability to provide additional 

absorption bands, semiconductor QDs have also been proposed for use in the next 

generation high efficiency solar cells.
7
 By absorbing a greater portion of the solar 

spectrum, QD solar cells have been predicted to have a maximum efficiency that greatly 

exceeds the efficiency of a typical homeowner’s solar panels. 

To date, the fabrication of epitaxial QDs typically involves the misfit-driven 

Stranski-Krastanov (SK) growth,
8
 in which case the QD size, density, and shape are 

limited by the lattice misfit. For the past few years, there has been significant interest in 

an alternative QD fabrication approach, termed droplet epitaxy (DE),
9
 which is driven by 



 

2 

 

surface tension rather than by lattice misfit. For DE, metal droplets are first deposited on 

a substrate surface, followed by exposure to a vapor to convert the metal droplets to 

semiconductor QDs. The multi-step DE growth enables more flexibility for tuning QD 

sizes, densities, and materials combinations.
10,11,12,13

 

For highly lattice-mismatched thin film systems, strain relaxation typically occurs 

by a combination of elastic relaxation via island formation and plastic relaxation via 

misfit dislocation (MD) nucleation.
14,15

  For semiconductor devices based on lattice-

mismatched materials, high densities of dislocations are often observed, which can 

significantly reduce carrier lifetimes and, thus, degrade the device performance. The 

presence of interfacial MDs allows effective strain relieving at the interface of epitaxial 

layers, resulting in significantly reduced dislocation density within the device 

structures.
16 ,17

 In addition, vertical displacement of interfacial MDs is promising for 

tailoring carrier confinement in the vicinity of QDs, enabling the fabrication of 

electronically ultra-small QDs. 

This chapter opens with the motivation for studies of semiconductor QDs for 

various optoelectronic device applications. Next, we review the epitaxial growth methods 

for fabricating semiconductor QDs. We then discuss the microstructure and dislocations 

in the vicinity of QDs. Finally, the chapter concludes with objectives and outline of the 

dissertation. 
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1.2 Device Applications of Semiconductor Quantum Dots 

 

Semiconductor quantum dots (QDs) are nanostructures with charge carrier 

confinement in three dimensions. In the past few years, semiconductor QDs have 

attracted considerable scientific attention and have been utilized for a wide range of 

optoelectronic applications, including solar cells,
1,2

 lasers,
3
 photodetectors,

18
 and light 

emitting diodes.
4,5

 In particular, semiconductor QDs have been proposed for achieving 

the next generation high efficiency solar cells. In the late 1990s, Antonio Luque and 

Antonio Marti proposed the concept of the intermediate band solar cell (IBSC),
7
 which 

has been considered a promising technology to overcome the Shockley-Quiesser single-

junction solar cell theoretical efficiency limit of 30%.
19

 Similar to multi-junction solar 

cells, which have attained efficiencies well above 40% in the past several years, IBSCs 

are designed to minimize intrinsic losses due to thermalization and transparency by 

absorbing a broader spectrum of solar radiation. In principle, this is achieved by 

absorbing photons with sub-bandgap energies, which excite charge carriers from the 

valence band (VB) to partially filled intermediate band (IB), and then up to the 

conduction band (CB), followed by extraction of the photocurrent from the CB. 

Several groups have proposed embedding QDs in the intrinsic region of a 

standard p-i-n solar cell as a means to introduce the IBs needed for the IBSC concept, as 

illustrated in Figure 1.1.
20,21,22

 Although many efforts have been aimed at optimizing the 

IBSC band structure to achieve the maximum possible photocurrent density under solar 

illumination, device efficiencies have been consistently lower than theoretical 

predictions. To date, typical QD-based devices have involved the use of a misfit-driven 
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Stranski-Krastanov approach for QD fabrication, which results in elliptical-shaped QDs 

with lateral dimensions > 20 nm, and densities limited to ~10
10

 cm
-2

. These undesirable 

QD characteristics, such as large and non-uniform QD sizes and anisotropic QD shapes, 

lead to additional energy levels between the IB and CB that facilitate the carrier thermal 

escapes. Figure 1.2 shows an example of an elliptically-shaped QD, where the QD 

diameter is much larger than the height, leading to multiple energy levels in the CB 

offset. As a result, the effective bandgap is reduced, which lowers the open-circuit 

voltages (VOC). In essence, QD-induced photo-current enhancements are typically 

negated by reduced device VOC. 

To maximize photon absorption and ensure the preservation of device VOC, an 

ultra-high QD density (> 10
12

 cm
-2

) with ultra- small size (< 10 nm), and spherical shape 

is desired.
23,24

 Therefore, one of the main goals of this thesis study is to explore various 

QD fabrication approaches to enhance the control over the size, density, shape, and 

microstructure of the QDs, towards achieving high efficiency optoelectronic devices, 

such as solar cells, lasers, and LEDs.  

 

1.3 Fabrication of Semiconductor Quantum Dots 

 

Several approaches have been explored for the fabrication of semiconductor QDs, 

including chemical synthesis,
25

 pre-growth lithographic patterning,
26

 ion-beam 

synthesis,
27,28

 and self-assembled epitaxial growth.
29,30

 In this section, we review the self-
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assembled Stranski-Krastanov and droplet epitaxy approaches used in this thesis study 

and their ability to control QD size, density, shape, and microstructure. 

 

1.3.1 Stranski-Krastanov Approach 

 

One of the most commonly used QD growth methods is the misfit-driven 

Stranski-Krastanov (SK) growth mode.
8
 Although this mechanism was proposed by Ivan 

Stranski and Lyubomir Krastanov in 1938, it was not until 1985 that the formation of 

self-assembled semiconductor QDs based on strained heterostructures was 

experimentally observed in the InAs/GaAs system.
29

 The SK growth generally initiates 

with deposition of thin film on a lattice-mismatched substrate, leading to the formation of 

strained monolayers. The pseudomorphic layer-by-layer growth continues until the film 

reaches a critical thickness, hC, which is inversely proportional to the misfit strain 

between the film and the substrate.
31,32

 Here, the lattice misfit is defined as follows: f 

           , where    and    is the lattice constant of the film and the substrate, 

respectively. Above hC, 3D islands form to elastically relax the film/substrate misfit 

strain, as shown in Figure 1.3(a). Although SK growth mode is convenient and 

commonly used for the fabrication of semiconductor QDs, the size and density of the SK-

grown QDs are limited by the misfit between the film and the substrate, as mentioned in 

Section 1.2. In addition, the SK QDs typically have an elliptical shape, leading to a 

reduced open-circuit voltage for QD-based solar cells.
33
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1.3.2 Droplet Epitaxy Approach 

 

Semiconductor QDs can also be grown epitaxially by an alternative approach 

termed “droplet epitaxy (DE)”. Proposed by Nobuyuki Koguchi in 1991,
9
 the DE 

technique typically involves deposition of metal droplets or islands on a substrate surface, 

followed by annealing under a group V flux to convert the metal droplets/islands to 

semiconductor QDs, as shown in Figure 1.3(b). For DE, the QD size and density are not 

limited by the misfit strain since the formation of metal droplets is driven by surface 

tension rather than misfit strain. By varying the substrate temperature and growth rate, a 

broad range of QD densities (~1 × 10
8
 to 5 × 10

10
 cm

-2
) have been achieved via DE.

34
 In 

addition, without the requirement of lattice mismatch, DE enables QD growth even in 

lattice-matched systems, such as GaAs/AlGaAs and GaAs/GaAs.
12,13

 On the other hand, 

the multi-step process of DE growth allows the fabrication of a wide range of 

nanostructures. By varying the As flux used for annealing the metal droplets, quantum 

rings or even concentric double-ring structures are achievable via DE.
35 , 36

 Recently, 

Somaschini et al. have demonstrated GaAs nanostructures with tunable aspect ratios on 

Si (ranging from low aspect ratio QDs to high aspect ratio nanowires), where the GaAs 

QDs formed by DE are used as seeds for NW growth.
37

 The high tunability of QD 

density and size by DE is exploited to tailor the NW density and size without using metal 

catalysts, which opens up opportunities for integrating III-V semiconductors on Si. 
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1.4 Misfit Dislocation and Interlayer Formation in the Vicinity of Quantum Dots 

 

In addition to QD size, density, and shape, the microstructure of QDs also has a 

significant influence on the electronic states and transport properties of QD-based devices. 

For lattice-mismatched materials systems, strain relaxation often occurs by a combination 

of QD formation (elastic relaxation) and MD nucleation (plastic relaxation).
14,15

 

Therefore, the presence of MDs is commonly observed in the vicinity of QDs, typically at 

the interface between the QD and the substrate.
38,39,40

 Recently, vertical MD displacement 

has been reported in various material systems, such as GaSb/GaAs QDs and InAs/GaAs 

QDs.
 41,42

 To date, the origin of the vertical MD displacement has been attributed to the 

formation of an intermediate layer and an oxidation-induced downward shift of the 

crystalline substrate surface. However, in many cases, interfacial MDs have been 

observed following air exposure.
38,39,40

 Therefore, further investigation is necessary to 

identity the origins of vertical MD displacement and the interlayer formation in the 

vicinity of QDs. In addition, controlling the vertical displacement of interfacial MDs is 

promising for tailoring carrier confinement in the vicinity of QDs. In particular, the 

upward displacement of MDs is likely to reduce the QD size electronically, enabling the 

fabrication of ultra-small QDs in highly lattice-mismatched systems. 
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1.5 Dissertation Objectives 

 

The first part of this thesis focuses on the photovoltaic properties of solar cells 

based on InAs/GaAs QDs formed by the conventional SK growth mode. The influence of 

wetting layers (WLs) and size distribution of the SK QDs on the sub-bandgap external 

quantum efficiency (EQE) of InAs/GaAs QD solar cells is examined. We compute the 

device EQE considering realistic QD and WL shapes, sizes, and spacings measured by 

scanning tunneling microscopy (STM) and atomic force microscopy (AFM). We 

compare the computed EQE to the measured EQE of QD solar cells and discuss the key 

contributions of QD size variations and WLs to the sub-bandgap EQE. This work reveals 

the significant influence of QD size on the electronic structure and photovoltaic 

properties of QD-based devices, which motivates further investigation of alternative QD 

fabrication approaches to enhance the control of QD size, density, and microstructure. 

The second part of this thesis focuses on the investigation of the formation 

mechanism of InAs QDs via annealing In islands under an As flux. The influence of As 

surface coverage on the formation mechanism of InAs QDs is examined. With various 

GaAs buffer surface reconstructions, we report two distinct QD formation mechanisms: 

DE and solid phase epitaxy (SPE). We also discuss the conversion of In islands to InAs 

QDs in terms of In surface diffusion length and InAs/GaAs interface energy.  

The third part of this thesis is devoted to the formation of interlayer and 

displacement of MDs in the vicinity of InAs QDs. The origins of vertical MD 

displacement and InGaAs interlayer formation in the vicinity of InAs/GaAs QDs are 

examined. We investigate the microstructures and composition of both SK and DE QDs 
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using high resolution transmission electron microscopy (HRTEM) and X-ray energy 

dispersive spectroscopy (XEDS). We propose a QD formation mechanism which 

describes the key roles of nano-drilling and intermixing effects in MD displacement and 

interlayer formation during DE of InAs/GaAs QDs.  

 

1.6 Outline of the Dissertation 

 

This dissertation is organized as follows. Chapter 2 describes the experimental 

procedures used for this thesis work, including molecular beam epitaxy, reflection high-

energy electron diffraction, atomic force microscopy, transmission electron microscopy, 

X-ray Energy dispersive spectroscopy, and external quantum efficiency measurement.  

In Chapter 3, we present the influence of QD size variation and WLs on the 

InAs/GaAs QD solar cell EQE. We compute the sub-bandgap EQEs using a finite-

element Schrödinger-Poisson model. A comparison between the computed and measured 

EQEs reveals a broadening of sub-bandgap EQE induced by QD size vertical distribution 

and a weak EQE contribution from the WLs. The unique combination of experiment and 

computation may be used as a guide for designing QD SLs for various optoelectronic 

device applications. 

In Chapter 4, we present the formation mechanisms of In islands and their 

conversion to InAs QDs via annealing under As flux. The QD formation mechanism is 

attributed to either DE or SPE, depending on buffer surface As coverage. On c(4x4) 

GaAs surfaces, QD formation follows DE, in which case one-to-one conversion from In 
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islands to InAs QDs occurs on c(4x4)surfacesFor c(4x4)surfaces, enhanced In 

surface diffusion leads to lower densities of larger QDs.For the As capped surfaces, QDs 

nucleate by SPE during As annealing of an amorphous film. These mechanisms are likely 

to be applicable to the formation of a wide variety of compound semiconductor 

nanostructures. 

In Chapter 5, we present our investigations of the influence of growth mode on 

MD displacement and interlayer formation in the vicinity of InAs/GaAs QDs. For the SK 

growth mode, arrays of regularly-spaced MDs nucleate at the interface between the InAs 

QD and the GaAs layer. For the DE growth mode, both In island formation and In-

induced “nano-drilling” of the GaAs buffer layer are observed during In deposition. For 

low In exposure, the In islands are converted to InAs QDs upon annealing under As flux, 

with an InGaAs interlayer at the QD/buffer interface. Meanwhile, MDs nucleate at the 

QD/interlayer interface. For high In exposure, an InAs interlayer forms at the 

island/buffer interface during the In deposition step. Annealing in an As flux leads to the 

conversion of In islands to InAs QDs, resulting in MDs at the QD/buffer interface. The 

DE approach enables the control of MD vertical displacement during QD formation, 

which is promising for tailoring carrier confinement in the vicinity of QDs. Finally, in 

Chapter 6, we present a summary and an outline for future work. 
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Figure 1.1 Schematic diagram showing (a) a discrete energy state from a QD, (b) 

formation of an intermediate band (IB) from a QD array, and (c) the band 

structure of an IB semiconductor absorbing sub-bandgap energy photons. 
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Figure 1.2 Schematic illustration showing additional energy levels in the conduction 

band offset induced by QD shape anisotropy. 
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Figure 1.3 Schematic of QD growth via the (a) Stranski-Krastanov growth mode where 

3D islands form as the wetting layer reaches the critical thickness; (b) droplet 

epitaxy growth mode where metal droplets are crystallized into semiconductor 

QDs via exposure to an arsenic flux. 
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Chapter 2 

Experimental Procedures 

 

2.1 Overview 

 

This chapter describes the experimental procedures used to synthesize and 

characterize the nanostructures studied in this dissertation work. All QDs and films were 

grown on semi-insulating GaAs (001) substrates by molecular-beam epitaxy (MBE). 

During MBE growth, the surface reconstruction was monitored by reflection high-energy 

electron diffraction (RHEED). Following growth, surface morphologies were examined 

using atomic force microscopy (AFM). The microstructure and composition of QDs were 

investigated using high resolution transmission electron microscopy (HRTEM), scanning 

TEM (STEM), and X-ray energy dispersive spectroscopy (XEDS) with the assistance of 

Sung Joo Kim in Pan group. To study the influence of QDs on the photovoltaic properties 

of p-i-n heterostructures, solar cell device fabrication and external quantum efficiency 

measurements were carried out with the assistance of Leon Webster, Kuen-Ting Shiu, and 

Kyusang Lee. 
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2.2 Molecular Beam Epitaxy 

 

The QD samples discussed in the bulk of this dissertation were grown in a 

Modified Varian Gen II MBE system. Additional preliminary experiments, discussed in 

Chapter 6, were performed in a Riber Compact 21 MBE system. Molecular beam epitaxy 

(MBE) is a vacuum evaporation technique for epitaxial growth of high quality films one 

atomic layer at a time.
1,2

 The process is performed in an ultra-high vacuum chamber, 

where an epitaxial film is formed via chemical interaction of molecular beams on a 

heated crystalline substrate surface.
3
 The molecular beams are produced by sublimation 

or evaporation of heated solids or liquids, and the incoming molecules are so reactive that 

epitaxial growth can occur at conditions far from equilibrium. 

The Modified Varian Gen II MBE system, as illustrated in Figure 2.1, consists of 

separately pumped load-lock, buffer, and growth chambers connected by magnetic 

transfer rods and trolleys. The growth chamber source flange houses seven solid sources 

(Ga, In, Al, Si, Be, Bi, and As cracker), and the source materials are contained in 

pyrolytic boron nitride (PBN) crucibles located in Knudsen effusion cells. The molecular 

beam flux is exponentially dependent on the temperature of the effusion cell controlled 

by heating the filaments surrounding the PBN crucible. The effusion cell temperature is 

monitored by a thermocouple in contact with the crucible, and the beam flux is measured 

by an ionization gauge sitting at the growth position. The exposure of each molecular 

beam is controlled by computer controlled pneumatic shutters. The flux of the As source 

is controlled by a needle valve, adjustable between 0 to 300 mil, sitting in front of the As 

bulk zone. The As cracking zone temperature determines the As species (As2 or As4) 
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produced by the cracker. Details regarding the determination of As species is described in 

Appendix C. Samples are held in the growth chamber at either growth or transfer position 

by a manipulator referred to as the CAR (Continuous Azimuthal Rotation). During 

epitaxial growth, the CAR is typically rotated at 10 rpm to ensure the film uniformity. In 

addition, the growth chamber contains facilities for in-situ reflection high-energy electron 

diffraction (RHEED), which will be described in Section 2.3. The growth chamber is 

pumped by a CTI Cryo-Torr 8 cryopump and a Varian sputter-ion pump, and the growth 

chamber pressure is monitored by an ionization gauge located on the chamber wall. 

During growth, the growth chamber is cooled down with liquid nitrogen (LN2), which 

helps achieve a base pressure of < 3×10
-10

 Torr. 

All samples were grown on “epi-ready” GaAs substrates, which were delivered in 

a dry N2 sealed container, ready for immediate loading into the load-lock chamber. All 

substrates were mounted on heated molybdenum blocks using indium, baked in the load-

lock chamber for 8 hours at 150 ºC, and then outgassed in the buffer chamber for at least 

30 minutes at 180 ºC. Subsequently, the substrate was transferred into the growth 

chamber with the transfer rod. As the substrate temperature was raised to 300 ºC in the 

growth chamber, the needle valve and shutter for As source were opened, providing an 

As overpressure to prevent GaAs decomposition. The substrate temperature was then 

increased to the point where a streaky RHEED pattern is observed, indicating that the 

surface oxide has been desorbed. Desorption of oxide on a GaAs surface typically occurs 

at 580 to 610 ºC.
4 , 5

 However, the temperature measured from the backside of the 

molybdenum block can be considerably different from the temperature at the substrate 

surface. The thermocouple usually measures ~ 750 to 830 °C for GaAs oxide desorption. 
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Therefore, the oxide desorption temperature was used as an internal block calibration for 

each growth. Finally, the substrate temperature was raised for an additional 30 °C for 10 

minutes to ensure complete desorption of surface oxide. 

 

2.3 Reflection High-Energy Electron Diffraction 

 

The growth rates and surface reconstructions during growth was monitored in-situ 

with a STAIB RH 30 RHEED source, operating at 18 keV. The electron beam from the 

RHEED gun is accelerated and directed onto the sample surface at a grazing angle of ~1º. 

The electrons that are diffracted by the sample surface then impinge on a phosphor screen 

on the other side of the growth chamber, as shown in Figure 2.1. A charge coupled device 

(CCD) camera is used to collect the luminescence from the phosphor screen. As the 

epitaxial film grows, the intensity of the RHEED streaks oscillates. The growth rate of 

the film is extracted from the frequency of the RHEED oscillations, assuming that one 

oscillation corresponds to one complete monolayer growth.
6,7,8

 In addition, the RHEED 

pattern was used to monitor the surface reconstruction during the epitaxial growth. The 

standard notation, (M×N), is used to report the reconstructions, where (×M) is the 

reconstruction along [110], while (×N) is the reconstruction along [1  0]. 

 

2.4 Atomic Force Microscopy 

The surface morphology of the InAs QDs was investigated using tapping mode 

atomic force microscopy (AFM) with Veeco Dimension Icon AFM in the Electron 
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Microbeam Analysis Laboratory (EMAL) at the University of Michigan. We used etched 

silicon Nanoscience AFM probes with tip radius < 10 nm, length = 125 m, resonance 

frequency = 300 kHz, and spring constant = 40 N/m for imaging. The AFM scanning 

head consists of a piezoelectric tube scanner with the x-, y-, and z- electrodes oriented as 

shown in Figure 2.2. The z-motion is achieved by expanding or contracting the 

piezoelectric tube with an applied voltage to the z-electrode. Similarly, the x- and y- 

motion of the AFM tip is achieved by applying a voltage to the x- and y- electrodes to 

enable the bending of the piezoelectric tube in the x- and y- directions, respectively. 

Figure 2.3 shows a schematic of (a) straight and (b) bended piezoelectric tube during 

AFM tip scanning on a flat surface. The bending of the piezoelectric tube results in an 

offset of the laser reflection on the photodiode, as shown in Figure 2.3. The offset of the 

laser reflection usually leads to a curvature distortion in the output morphology (a.k.a. 

“bowing”) from the scanning surface, which is more significant for larger area scanning.
9
 

To correct the bowing in the AFM images, all as-collected AFM images were flattened 

by subtracting a quadratic background in the lateral directions using Scanning Probe 

Image Processor (SPIP). 

 

2.5 Transmission Electron Microscopy/X-ray Energy Dispersive Spectroscopy 

 

To study the microstructures and compositional profiles of the In islands and InAs 

QDs, we used high resolution transmission electron microscopy (HRTEM), scanning 

TEM (STEM), and X-ray energy dispersive spectroscopy (XEDS) facilities in the 
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Electron Microbeam Analysis Laboratory (EMAL) at the University of Michigan. The 

TEM measurements were performed by Mr. Sung Joo Kim in Prof. X.Q. Pan’s group at 

University of Michigan.  

Cross-sectional TEM specimens were prepared using conventional mechanical 

polishing, followed by argon ion milling at 77 K. HRTEM imaging was carried out in a 

JEOL JEM3100F operating at 300 kV. To obtain HRTEM images, the sample was tilted 

such that the incident beam was aligned along the <110> zone axis, and the images were 

captured via a CCD camera with Gatan Digital Micrograph.  

The chemical composition of the InAs QDs formed by DE was examined by X-

Ray Energy Dispersive Spectroscopy (XEDS), in a spherical aberration-corrected JEOL 

JEM2100F operating at 200 kV. As electrons irradiate on the sample, inner-shell 

electrons from the sample may be ejected by the incident electrons, which may lead to 

subsequent relaxation of an outer-shell electron to a lower-energy state. Then, a 

characteristic X-ray emission from the sample can be detected, which corresponds to the 

energy difference between the energy states. Therefore, the emitted X-ray directly 

corresponds to the atomic structure of the excited atom, and the X-ray intensity is 

proportional to the concentration of the specific element within the sample.   

To determine the chemical composition in the vicinity of the QD, XEDS data was 

collected for In, Ga, and As at several locations along the growth direction. The atomic 

percentages of each element can be related to the measured intensities from XEDS by the 

Cliff-Lorimer equation.
10

 The Cliff-Lorimer factor can be calculated using the XEDS 

collected within the GaAs buffer layer. Then, the atomic percentage of each element can 

be calculated from the ratio of the measured intensities.
10 
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2.6 I-V and External Quantum Efficiency Measurements 

 

To study the photovoltaic properties of the p-i-n heterostructures containing QD 

superlattices, samples were processed using standard photolithography into 2×2 mm
2
 

cells with n-type front contact of Ge/Ni/Au and p-type back contact of Au/Zn deposited 

using e-beam evaporation. The front contact shadowing was ~6% of the surface area. The 

solar cell fabrications were performed by Dr. Leon Webster in the Lurie Nanofabrication 

Laboratory (LNF) at University of Michigan. 

The current-voltage (I-V) characteristic of the QD and control cells were 

measured under Air Mass 1.5 Global (AM 1.5G) illumination of 0-1 sun intensity (0-100 

mW/cm
2
) using a Xenon lamp calibrated with a National Institute of Standards and 

Technology (NIST) traceable silicon photodetector. In particular, the illumination from 

the Xenon lamp was filtered by an AM 1.5G filter and directed to the sample through a 

collimator, as shown in Figure 2.4. The I-V characteristic was then measured at room 

temperature using a parameter analyzer. The measured I-V characteristic of the QD and 

control cells is presented in Appendix D. The external quantum efficiency (EQE) of a 

solar cell is defined as the ratio of the number of collected charge carriers to the number 

of incident photons. The EQE of our solar cells were measured as a function of incident 

light wavelength () with a setup consisting of a halogen lamp, a light chopper, a 

monochromator, an optical fiber, and a lock-in amplifier, as shown in Figure 2.5. 

Specifically, low-intensity illumination (<<100 mW/cm
2
) from the halogen lamp was 

modulated by the chopper, spectrally-filtered with the monochromator, and guided via 

the optical fiber to the sample. The photocurrent was then measured at room temperature 
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using the lock-in amplifier referenced to the chopper frequency. The measured EQEs and 

the influence of QDs size distributions are discussed in Chapter 3. The I-V and EQE 

measurements were performed by Mr. Kyusang Lee and Dr. K.T. Shiu in Prof. S. R. 

Forrest’s laboratory at University of Michigan.  

  



 

26 

 

 

 

 

 

 

Figure 2.1 Schematic (top-down view) of the Modified Varian Gen II molecular beam 

epitaxy system used in this thesis study. Ga, Al, In, Si, Be, Bi, and As solid 

sources are located in the effusion cell ports. 
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Figure 2.2  Schematic of AFM piezoelectric tube scanner. 
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Figure 2.3  Schematic of (a) straight and (b) bended piezoelectric tube during AFM tip 

scanning on a flat surface. The laser reflection from the tip to the photodiode 

is indicated by the red line with an arrow. 

 

  



 

29 

 

 

 

 

 

Figure 2.4  Schematic of the I-V measurement setup. 
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Figure 2.5  Schematic of the EQE measurement setup. 
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Chapter 3 

Influence of Wetting Layers and Quantum Dot Size Distribution on Intermediate 

Band Formation in InAs/GaAs Superlattices 

3.1 Overview 

 

We examine the influence of the wetting layers (WLs) and the quantum dot (QD) 

size distribution on the sub-bandgap external quantum efficiency (EQE) of QD solar cells. 

We use a finite-element Schrödinger-Poisson model that considers QD and wetting layer 

shapes, sizes, and spacings from cross-sectional scanning tunneling and atomic force 

micrographs. A comparison between experiments and computations reveals an 

insignificant contribution of the WL to the sub-bandgap EQE and a broadening of sub-

bandgap EQE associated with a variation in QD sizes in the growth direction. 

This chapter opens with background information on earlier studies regarding QD-

based solar cells and the influence of WL and the QD size variation on p-i-n structures 

containing QDs. Next, the experimental and computational details of these investigations 

are described. We then discuss the influence of QD sizes and WLs on sub-bandgap EQE 

of QD solar cells. The chapter concludes with a summary. 
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3.2 Background 

 

Quantum dot (QD) superlattices (SLs) have been proposed for improving solar cell 

efficiency by providing intermediate energy bands to allow sub-bandgap photon 

absorption,
1 , 2

 and for enhancing the photocurrent in tandem solar cells.
3
 Although 

photocurrent enhancement from QD-based solar cells has been 

demonstrated,
4,5,6,7,8,9,10,11,12,13,14

 QD cells have consistently exhibited lower open-circuit 

voltages (VOC) and conversion efficiencies than the GaAs reference cells.  The QD cells 

to date have involved “zero-dimensional” structures produced using the Stranski-

Krastanov (SK) growth process.  SK QD structures have been reported to contain two-

dimensional wetting layers (WLs) and a distribution of QD sizes,
1516

 which are expected 

to influence the energies and broadening of the intermediate bands (IBs). A comparison 

of the properties of p-i-n heterostuctures containing either SK InAs QDs or thin InAs 

layers reveals insignificant external quantum efficiency (EQE) sub-bandgap absorption 

due to the WL in comparison with cells containing only QDs.
 17

 A comparison of 

calculated energy level splittings for a vertically aligned pair of InAs QDs in a GaAs 

matrix with identical or variable sizes in adjacent layers reveals a more significant level 

splitting for the QD pair with size variation.
18

 However, the influence of the WL and the 

QD size variation on the EQE of p-i-n heterostructures containing multilayer QD arrays 

has not yet been reported. 

Here, we examine the relative influence of the WL and the QD size distribution on 

the sub-bandgap EQE of molecular beam epitaxially (MBE) grown QD solar cells. 

Realistic QD shapes, sizes, and SL vertical period from cross-sectional scanning 
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tunneling microscopy (XSTM) and areal densities from atomic force microscopy (AFM) 

are used as input into finite-element Schrödinger-Poisson calculations of the EQE. A 

comparison between experiments and simulations reveals a broadening of sub-bandgap 

EQE associated with a variation in QD sizes in the growth direction and an insignificant 

contribution of the WL to the sub-bandgap EQE. This unique combination of experiment 

and theory provides new insight for designing QD SLs for a wide variety of applications. 

 

3.3 Experiments 

 

The heterostructures were grown on Zn-doped p-GaAs (001) substrates by molecular 

beam epitaxy (MBE), using solid Ga, Be, Si, Al, In, and As2 sources. The target doping 

concentrations were ~1x10
18

 cm
-3

 for both p- and n-type layers. An initial 250-nm-thick 

Be-doped p-GaAs and a 500-nm-thick undoped GaAs buffer layer were grown at 580C, 

followed by a 20-nm-thick undoped GaAs layer grown at 500C, both with a V:III ratio 

of 12:1. Subsequently, three-period InAs/GaAs QD SLs consisting of 2.6 monolayers 

(ML) of InAs and a 5 nm GaAs spacer were grown at 500C.
19

 This approach is expected 

to lead to the formation of QDs via a Stranski-Krastanov (SK) growth mode transition. 

For the p-i-n structure, the final QD layer was capped with a 500-nm-thick layer of 

undoped GaAs. Next, layers of 200-nm-thick n-GaAs, 50-nm-thick Al0.3Ga0.7As, and 20-

nm-thick heavily doped n-GaAs were then grown in succession. For the control p-i-n 

heterostructures, 15-nm-thick GaAs layer was grown instead of the QD layers. To reduce 

the quasi-Fermi level discontinuities within the QD SL, a total i-layer thickness of >1 µm 
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was utilized. 2×2 mm
2
 cells without anti-reflection coatings were fabricated using 

standard photolithography with front Ge/Ni/Au n-type and back Au/Zn p-type contacts 

deposited by e-beam evaporation. The front contact shadowing was ~6% of the surface 

area.  

The EQE as a function of wavelength () was measured with a halogen lamp 

calibrated with a National Institute of Standards and Technology traceable silicon 

photodetector. Low-intensity illumination (<<100 mW/cm
2
) from the halogen lamp was 

modulated by a chopper, spectrally-filtered with a monochromator, and guided via an 

optical fiber to the sample. The photocurrent was then measured at room temperature 

using a lock-in amplifier referenced to the chopper frequency. The EQE was also 

calculated using a finite-element solution of the Poisson and Schrödinger equations. 

Strain fields in QDs were calculated using a finite-element continuum elasticity model 

with QD dimensions and WL indium concentration gradients determined by XSTM.
15

 

Additional details of the finite-element Schrödinger-Poisson calculations are provided in 

Appendix F. 

AFM was performed on samples grown with similar conditions except that the final 

QD layer was left uncapped. XSTM measurements were obtained on samples grown in a 

similar manner but with five-period InAs/GaAs QD SLs on n-GaAs and capped with n-

GaAs.
16

 To differentiate the GaAs and QDs within the XSTM images, we estimated the 

tip height criterion as follows. Bright regions protruding at least 4.2 Å  above the GaAs 

background were assessed as possible QDs. Within the bright regions, pixels with tip 

heights of at least 1.8 Å  above the GaAs background were considered to be part of the 
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QD.
20

 We examined several high resolution XSTM images and obtained QD height and 

lateral size distributions from more than 100 QDs. 

 

3.4 Influence of QD Sizes on EQE 

 

Figure 3.1(a) shows an AFM image of an InAs/GaAs QD SL, with QD density of 

~1.0×10
10

 cm
-2

. Figure 3.1(b) shows a representative XSTM image of the QD SLs. In 

Figure 3.1(b), fringes with a spacing of 5.65 and 6.06 Å , corresponding to the (001) 

planes of GaAs and InAs, respectively, are observed in the darker and brighter regions of 

the image. The distribution of QD sizes, estimated from several high resolution XSTM 

images, is presented in Figure 3.2 for each period of QDs. We fit the size distributions 

with a Gaussian distribution for QD frequency as a function of diameter (or height) and 

used the maximum likelihood estimation method
21

 to obtain the most probable QD 

diameter (or height). For the 1
st
, 2

nd
, and 3

rd
 period of QDs, the maximum likelihood 

diameters (heights), dML (hML), are 12.00.5, 15.90.5, and 19.40.5 nm (3.50.3, 

3.80.3, and 4.10.3 nm), respectively.  

To compute the optical absorption and EQE of the 3-period QD SLs, we assume 

axially-symmetric ellipsoids with dML and hML as defined in Figure 3.2, and 100 nm (5.8 

nm) lateral (vertical) SL periods. We then compare the experimental and computed EQEs 

for the following configurations: three SLs containing identically sized QDs with 

diameter (height) of 12.0 (3.5) nm, 15.9 (3.8) nm, and 19.4 (4.1) nm without WLs; SLs 
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with increasing QD sizes in the subsequent layers, as listed in Table 1, embedded in 

either GaAs or InxGa1-xAs WLs; and SL with three period of WLs only. 

To consider the effect of QD size variations, we compare the calculated EQEs for 

SLs containing identically sized QDs without WLs. The calculated EQEs are plotted in 

Figure 3.3(a), where the additional spectral response at wavelengths longer than the GaAs 

absorption edge (at =870 nm) is apparent for all SLs.  

To quantify the position of sub-bandgap EQE peak, we consider the weighted 

mean of the calculated sub-bandgap EQE, which can be defined as the integral of the sub-

bandgap EQE weighted by the wavelength and then divided by the integral of the sub-

bandgap EQE, as shown below:  

2 2

1 1

( ) / ( )m EQE d EQE d

 

 

       , 

where =870 nm and =1100 nm.  Here, m=910, 916, and 932 nm for a SL with QD 

diameters of 19.4, 15.9, and 12.0 nm, respectively. Due to the reduction in QD 

volumetric fraction and average transition matrix element, the calculated EQE is reduced 

from 1.44 % to 0.6 % as QD diameter decreases from 19.4 to 12 nm. For a fixed QD 

aspect ratio, the sub-bandgap EQE is expected to blue-shift with the decreasing QD size 

due to stronger quantum confinement. However, we do not observe a clear trend in the 

sub-bandgap EQE as QD size decreases, presumably due to the effect of aspect ratio of 

the ellipsoidal QDs on quantum confinement and the attendant variation in inter-dot 

spacing. In particular, it has been suggested that decreasing QD spacing can result in a 

blueshift in QD emission energy.
22

 In our case, the vertical spacing between the QDs 
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decreases with increasing QD sizes, which can lead to a blue-shift in the sub-bandgap 

EQE that counterplays the influence of QD size on the sub-bandgap EQE.  

 

3.5 Influence of QD Size Distribution and Wetting Layers 

 

We have also examined the influence of vertical variations in QD sizes by 

comparing the calculated EQE for QD SL with variations in QD sizes between layers 

along the vertical growth direction with the experimental EQEs of the control and QD 

cells, as shown in Figure 3.3(b). The calculated EQEs in Figure 3.3(b) exhibit a broad 

sub-bandgap EQE extension similar to that of the measured EQE of the QD cell. The 

weighted mean of the calculated EQE for the QD SL with varying diameters, m = 927 nm, 

also agrees well with the experimental value of 922 nm.  

To account for the WL contributions to the sub-bandgap EQE, we compare the 

calculated EQEs of (1) SL with WLs only and SLs with vertical QD size variation (2) 

without and (3) with WLs, with the experimental EQE of the QD cell, as shown in Figure 

3.3(c). When WLs are included in the SL, the calculated EQE = 1.02% at =920 nm (the 

wavelength corresponding to the weighted mean of the sub-bandgap EQE), which leads 

to improved agreement with the experimental value of 1.04%. The small discrepancy 

might be due to additional spectral broadening of photocurrent response resulting from 

in-plane QD size distributions. In addition, the WL contribution to the sub-bandgap EQE 

is much smaller and narrower than that of the QDs. At =920 nm, the calculated WL 

EQE = 0.17%, while the QD EQE = 0.82%. This is consistent with experimental 
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observations, for which a peak associated with the WL is not apparent. The WL 

contribution is small due to its low strain-induced confinement potentials (~41 meV for 

the maximum CB potential; ~8mV for the VB), small average matrix element, and low 

interband absorption strength.  

 

3.6 Conclusions 

 

In summary, we have studied the influence of WL and QD size variation on sub-

bandgap EQE of QD solar cells using a finite-element Schrödinger-Poisson model that 

considers realistic QD sizes and shapes obtained from MBE-grown InAs QD on GaAs 

structures. A comparison between experiment and simulation reveals a broadening of 

sub-bandgap EQE associated with a variation in QD sizes in the growth direction. 

Furthermore, the inhomogeneous WL contribution to the sub-bandgap EQE is predicted 

to be much weaker than that of the QD SLs. A recent study further suggests that the 

limited photocurrent enhancement in QD solar cells with increasing layers of QD SLs can 

be attributed to an increased non-radiative recombination from carrier scattering.
23

 In 

addition, Mellor et al. predict an substantial enhancement in sub-bandgap photocurrent 

with improved voltage preservation by reducing QD diameters to <10 nm while 

conserving QD surface coverage.
24,25
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Figure 3.1 (a) AFM image of InAs/GaAs QD SLs grown on GaAs buffer layers. (b) 

High-resolution XSTM topographic image of InAs/GaAs QD SLs. 
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Figure 3.2 (a)-(f) The in-plane diameter and height distributions for each period of QDs 

determined from an analysis of XSTM images. The Frequency is the 

percentage of QDs with diameters or heights within a specified range. Fits to a 

Gaussian distribution are shown as solid lines, with  values (a) 0.93, (b) 0.99, 

(c) 0.98, (d) 0.93, (e) 0.95, and (f) 0.88. For the 1
st
, 2

nd
, and 3

rd
 period of QDs, 

a maximum likelihood estimate of QD diameters (heights) gives dML (hML) 

values of 12.00.5, 15.90.5, and 19.40.5 nm (3.50.3, 3.80.3, and 4.10.3 

nm), respectively. 
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Figure 3.3 Plots of (a) computed EQEs vs. wavelength () for three SLs containing 

identically-sized QDs without WLs. The input values of the QD diameters 

(heights), determined from an analysis of XSTM images, are 12.0 (3.5) nm, 

15.9 (3.8) nm, and 19.4 (4.1) nm; (b) measured EQE vs.  for the QD and 

control cells, along with the calculated EQE vs.  values for QD SL with 

vertical size variations; and (c) measured EQE vs.  for the QD cell, along 

with the computed EQE vs.  values for the QD SLs with vertical size 

variations and WLs, and QD SLs with vertical size variation, but without 

WLs, and the WLs without QDs.  



 

43 

 

Table 1 Dimensions of the InAs QDs determined from an analysis of XSTM images. 

Period Height (nm) Diameter (nm) 

3
rd

 4.1 ± 0.3 19.4 ± 0.5 

2
nd

 3.8 ± 0.3 15.9 ± 0.5 

1
st
  3.5 ± 0.3 12.0 ± 0.5 
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Chapter 4 

Mechanisms of InAs/GaAs Quantum Dot Formation during Annealing of In Islands 

 

4.1 Overview 

 

We have examined the formation mechanisms of InAs quantum dots (QDs) via 

annealing In islands in an As flux. We report two distinct mechanisms, droplet epitaxy 

(DE) and solid phase epitaxy (SPE), which depend on the As surface coverage. On c(4x4) 

GaAs surfaces, QDs form by DE. For c(4x4),one-to-one conversion from In islands to 

InAs QDs is observed. For c(4x4),lower densities of larger QDs are observed, 

presumably due to enhanced In surface diffusion in the absence of metastable Ga-As 

dimers. For the As capped surface, In deposition leads to an amorphous film, from which 

QDs nucleate by SPE during annealing. 

This chapter opens with background information on earlier studies regarding the 

formation of metal droplets or islands and their conversion to QDs via annealing under an 

As flux. Next, the experimental details of these investigations are described. We then 

discuss the conversion of In islands to InAs QDs on the c(4x4) and c(4x4) GaAs 

surfaces. Finally, we consider the mechanism of QD formation on the As capped surface. 

The chapter concludes with a summary. 
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4.2 Background 

 

Self-assembled semiconductor quantum dots (QDs) have been proposed for a 

wide variety of solid state devices, including solar cells,
1,2,3,4

 lasers,
5
 photodetectors,

6
 and 

light emitting diodes.
7,8

 Recently, the nucleation of metal droplets or islands and their 

conversion to QDs, often termed droplet epitaxy (DE),
9,10

 has attracted much attention 

due to its flexibility for tuning QD sizes, densities, and materials combinations. Although 

DE has been reported in various materials such as GaAs/AlGaAs and InAs/GaAs,
10,11,12,13

 

conflicting results have been reported regarding the mechanisms for conversion of In 

islands to InAs QDs via As annealing. For example, Urbanczyk et. al.
14

 showed a one-to-

one conversion from In islands to InAs QDs. On the other hand, Kim et al.
10

 reported 

additional nucleation of QDs following As exposure. In addition, Zhao et al.
15

 reported 

QD nucleation during As annealing of droplet-free surfaces, presumed to be due to 

Stranski–Krastanov (SK) growth. Here, we investigate the formation mechanisms of In 

islands and their conversion to InAs QDs via As annealing. We report two distinct 

mechanisms, DE and solid phase epitaxy (SPE), which depend on As surface coverage. 

On c(4x4) GaAs surfaces, QDs form by DE, in which case one-to-one conversion from In 

islands to InAs QDs occurs on c(4x4)For c(4x4), enhanced In surface diffusion leads 

to lower densities of larger QDs.For the As capped surface, QDs nucleate by SPE during 

As annealing of an amorphous film. These mechanisms are likely to be applicable to a 

wide range of compound semiconductors. 
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4.3 Experiments 

 

The InAs QDs were grown on epiready GaAs (001) substrates by molecular beam 

epitaxy (MBE), using solid Ga, As2 or As4, and In sources. The surface reconstruction 

was monitored in situ with a STAIB RH 30 RHEED source, operating at 18 keV. Each 

sample contained an initial 500 nm thick GaAs buffer layer grown at 500 °C with a 

growth rate of 1 m/hr and a V/III beam-equivalent pressure (BEP) ratio of ~12 or ~20 

for As2 or As4 sources, respectively. Next, various annealing steps were used to achieve a 

variety of buffer surface reconstructions. The c(4x4) [c(4x4)] buffer surfaces were 

prepared by annealing at 500 °C for 10 minutes with As4 (As2), followed by 10 minutes 

annealing at 450 °C with half the original As4 (As2) flux.
16

 The “As capped” buffer 

surface was prepared by annealing with As2 at 500 °C for 5 minutes. Next, the substrate 

temperature (TS) was decreased to 300 °C, at which point the As shutter was closed, and 

the growth chamber background pressure gradually dropped to < 1.5× 10
-9

 Torr. Finally, 

the TS was decreased to 100 °C, and 1.7 to 9.1 ML In was deposited with a rate of 0.1 

ML/s. Some of the samples were subsequently exposed to the As4 or As2 flux for 2 

minutes at 100 °C, followed by an additional 5 minutes of As annealing at 320°C. The 

surface morphology of the In islands and InAs films before and after As annealing was 

examined ex situ with tapping mode atomic force microscopy (AFM), using etched Si 

probes. The formation of QDs consisting primarily of crystalline InAs, is revealed by 
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high resolution transmission electron microscopy (HRTEM), which is discussed in detail 

in Chapter 5. 

 

4.4 Conversion of In Island to InAs QDs on c(4x4) GaAs Surfaces   

 

For the lowest As coverage [c(4x4) surface], we describe the nucleation of In 

islands and their conversion to InAs QDs. Figure 4.1 shows RHEED patterns collected 

along the [110] axis for In islands (a) before and (b) after As annealing. Prior to As 

annealing, the RHEED pattern, presented in Figure 4.1(a), shows a hazy spotty pattern 

with extra diffraction features, presumably due to the nucleation of crystalline In islands 

on GaAs.
17

 Following As annealing, the RHEED pattern, shown in Figure 4.1(b), 

transforms to a spotty pattern without extra features, which suggests InAs QD 

formation.
10,17

 Figure 4.2(a) and (b) [(d) and (e)] show AFM images of 3 and 5 ML (3.2 

and 5.5 ML) In islands (InAs QDs), with corresponding island size distributions 

presented in Figure 4.1(c) [(f)]. We fit the size distributions with a Gaussian distribution 

for island frequency as a function of diameter and used the maximum likelihood 

estimation method to obtain the most probable island diameter, which is equivalent to the 

mean diameter, dm. For 3 and 5 ML In islands (3.2 and 5.5 ML InAs QDs) on the c(4x4) 

surface, dm values are 17 ± 4 and 29 ± 6 nm (31 ± 6 and 32 ± 6 nm) with densities of 2.6 

× 10
10

 and 2.0 × 10
10

 cm
-2

 (1.6 × 10
10

 and 2.9 × 10
10

 cm
-2

), respectively. A comparison 

between the In islands and InAs QDs shows a slight increase in QD sizes (with similar 
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QD densities) upon As annealing, suggesting a nearly one-to-one conversion from In 

islands to InAs QDs, with limited QD coarsening during As annealing step. 

For the medium As coverage [c(4x4) surface], following As annealing, the In 

islands again convert to InAs QDs, with corresponding RHEED patterns shown in Figure 

4.1(a) and (b), respectively. Figure 4.3(a) and (b) [(d) and (e)] show AFM images of 2.7 

and 4.5 ML (2.7 and 4 ML) In islands (InAs QDs), with corresponding island size 

distributions presented in Figure 4.3(c) [(f)]. For 2.7 and 4.5 ML In islands (2.7 and 4 ML 

InAs QDs) on the c(4x4) surface, the dm are 34 ± 6 and 42 ± 9 nm (50 ± 5 and 120 ± 10 

nm) with densities of 6.6 × 10
9
 and 9.5 × 10

9
 cm

-2
 (7.7 × 10

9
 and 9.0 × 10

8
 cm

-2
), 

respectively. Apparently, the dm values for QDs grown on the c(4x4) surface increase 

significantly following As annealing. In particular, for 4ML In exposure, the dm (density) 

increases (decreases) by ~3 times (one order of magnitude) following As annealing. The 

considerable increase (decrease) in QD diameter (density) suggests significant QD 

coarsening during As annealing step in this case. 

 

4.5 Influence of In Exposure on QD Formation 

 

To directly compare the In exposure dependence of both the In islands and the 

InAs QDs, we plot the diameters and densities as a function of In exposure, as shown in 

Figure 4.5(a) - (d), where symbols connected by dashed (solid) lines denote In islands 

(InAs QDs). For the c(4x4) surface, as the In exposure is increased from 2 to 8 ML, the 

diameters of the In islands remain relatively small (~17-36 nm) with density in excess of 
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10
10

 cm
-2

, as shown in Figure 4.5(a) and (c). Similarly, for up to ~9 ML In exposure, the 

diameters (densities) of QDs remain relatively small (high), as shown in Figure 4.5(b) 

and (d). On the c(4x4) surface, as the In exposure is increased from 2.7 to 4.5 ML, the 

In island diameter increases from 34 to 42 nm, as shown in Figure 4.5(a); meanwhile, as 

the In exposure increases from 1.7 to 4 ML, the QD diameter (density) increases 

(decreases) from 43 to 120 nm (7.3×10
9
 to 9.0×10

8
 cm

-2
). Apparently, for QDs grown on 

the c(4x4) surface, the sizes (densities) are significantly smaller (higher), with a much 

weaker In exposure dependence compared to that of the QDs grown on the c(4x4) 

surface. It has been reported that the c(4x4) [c(4x4)] surface contains Ga-As (As-As) 

dimers, which are energetically metastable (stable).
16

 Hence, on the c(4x4) surface, the 

surface diffusion of In atoms is likely to be inhibited by the metastable Ga atoms in the 

Ga-As dimers, leading to a lower surface diffusion length than that on the c(4x4) 

surface. A similar trend has been reported for InAs QDs grown by the SK approach on 

the c(4x4) and c(4x4) GaAs surfaces.
18,19

 

 

4.6 Conversion of In Island to InAs QDs on As Capped Surface 

 

We now describe island nucleation and conversion to QDs for the highest As 

coverage (As capped surface). In this case, In deposition leads to the formation of both 

InAs film and In islands, which are subsequently converted to crystalline QDs during As 

annealing. Figure 4.4 shows AFM images of 3 ML In deposited on the As capped surface 

(a) before and (d) after As annealing, with the corresponding QD size distributions 
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presented in Figure 4.4(f). For the As capped surface, island nucleation is limited by the 

excess As on the buffer surface. In particular, for 3 ML In exposure, a featureless surface, 

as shown in Figure 4.4(a), with a diffuse RHEED pattern, as shown in Figure 4.1(c), is 

observed, presumably consisting of amorphous InAs. During the As annealing step, the 

diffuse RHEED pattern transforms to a spotty pattern, as shown in Figure 4.1(d), 

suggesting crystallization of the amorphous film and conversion to small QDs, as shown 

in Figure 4.4(d). On the other hand, for In exposure ~4.5ML, the nucleation of large In 

islands (dm > 48 nm) with low density (~2.0×10
9
 cm

-2
), as shown in Figure 4.4(b), 

suggests that the excess As is fully consumed by the In deposition. Following As 

annealing, a high density of small QDs (dm ~20 nm) was observed along with a low 

density of large QD clusters (dm ~100 nm), as shown in Figure 4.4(e). The QD clusters 

most likely result from the conversion and coalescence of the pre-existing In islands. The 

nucleation of small QDs during As annealing is again attributed to the crystallization of 

the amorphous film, as discussed above.  

Apparently, for In exposure in the range of 1.9 to 4.8 ML, As annealing leads to 

the formation of small QDs with densities in excess of 10
10

 cm
-2

, with a weak dependence 

on the In exposure, as shown in Figure 4.5(b) and (d). QD formation during As annealing 

of droplet-free surfaces has also been reported following the deposition of In on a Ga-rich 

surface.
15

 However, since In is deposited on an As capped surface in our case, we 

propose a QD formation mechanism based upon SPE. Specifically, we propose that In 

deposition leads to the formation of an amorphous film, as shown in Figure 4.6(a). 

During As annealing, the thickness of crystalline InAs increases as the amorphous film 

crystallizes. The thickness dependence of the InAs/GaAs interface energy then drives the 
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formation of QDs by SK growth during SPE, as shown in Figure 4.6(b). A similar 

mechanism has been reported for SPE-induced QD formation in the Ge/Si system.
20,21,22

  

 

4.7 Conclusions 

 

In summary, we have studied the formation mechanisms of In islands and their 

conversion to InAs QDs via annealing in an As flux. We report two distinct QD 

formation mechanisms, DE and SPE, which depend on As surface coverage. For low to 

medium As coverage, QD formation follows the DE mechanism. For the c(4x4) surface, 

a one-to-one conversion from In islands to InAs QDs is observed. On the other hand, 

lower densities of larger QDs are observed on the c(4x4) surface, presumably due to an 

enhanced In surface diffusion length in the absence of metastable Ga-As dimers. For the 

highest As coverage, In deposition leads to the formation of an amorphous film on the As 

capped surface. During As annealing, the interface energy increases as the amorphous 

film crystallizes, driving the formation of QDs by SPE. These mechanisms are likely to 

be applicable to a wide range of compound semiconductors. 
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Figure 4.1 RHEED patterns collected along the [110] axis for In islands (a) before and (b) 

after As annealing on the c(4x4) surface, and for amorphous InAs film (c) 

before and (d) after As annealing on the As capped surface. For In islands 

grown on the c(4x4) surface, the RHEED patterns are essentially identical to 

(a) and (b). 
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Figure 4.2 AFM images of (a) 3 and (b) 5 ML In islands and (d) 3.2 and (e) 5.5 ML InAs 

QDs grown on the c(4x4) surface. The corresponding size distributions from 

images (a) and (b) [(d) and (e)] are shown in (c) [(f)]. The Frequency is the 

percentage of islands with diameters within a specified range. 
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Figure 4.3 AFM images of (a) 2.7 and (b) 4.5 ML In islands and (d) 2.7 and (e) 4 ML 

InAs QDs grown on the c(4x4) surface. The corresponding size distributions 

from images (a) and (b) [(d) and (e)] are shown in (c) [(f)]. 
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Figure 4.4 AFM images of (a) 3 ML InAs film, (b) 4.5 ML In islands, (d) 3 and (e) 4.8 

ML InAs QDs grown on the As capped surface. The corresponding size 

distributions from image (b) [(d) and (e)] are shown in (c) [(f)]. 
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Figure 4.5 Plots of the mean diameter and the density of In islands [(a) and (c)] and InAs 

QDs [(b) and (d)] as a function of In exposure. Symbols connected by dashed 

(solid) lines represent In islands (InAs QDs). 
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Figure 4.6 Schematic illustration for the solid phase epitaxy QD formation on an 

amorphous capped surface: (a) In deposition leads to the formation of an 

amorphous film, and (b) formation of the crystalline QDs driven by the misfit 

strain as the amorphous film crystallizes during annealing under an As flux. 
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Chapter 5 

Origins of Interlayer Formation and Misfit Dislocation Displacement in The 

Vicinity of InAs/GaAs Quantum Dots 

 

5.1 Overview 

 

We have examined the origins of interlayer formation and misfit dislocation (MD) 

displacement in the vicinity of InAs/GaAs quantum dots (QDs). For QDs formed by the 

Stranski-Krastanov mode, regularly-spaced MDs nucleate at the interface between the 

QD and the GaAs buffer layer. In the droplet epitaxy case, both In island formation and 

In-induced “nano-drilling” of the GaAs buffer layer are observed during In deposition. 

For low In exposure, the In islands are converted to InAs QDs upon annealing under As 

flux, with an InGaAs interlayer at the QD/buffer interface. Meanwhile, MDs nucleate at 

the QD/interlayer interface. For high In exposure, an InAs interlayer forms at the 

island/buffer interface during the In deposition step. Annealing under As flux leads to the 

conversion of In islands to InAs QDs without the presence of an InGaAs layer, resulting 

in MDs at the QD/buffer interface. 

This chapter opens with background information on earlier studies regarding 

interlayer formation and MD vertical displacement in various material systems. Next, the 

experimental details of these investigations are described. We then discuss the 
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microstructures and compositions of both Stranski-Krastanov (SK) and droplet epitaxy 

(DE) QDs. Furthermore, we compare the microstructures of DE QDs with various In 

exposure and discuss the mechanism of QD microstructural evolution. Finally, we 

propose an In-exposure-dependent mechanism for the conversion of In islands to InAs 

QDs, which explains the origins of interlayer formation and MD vertical displacement. 

The chapter concludes with a summary. 

 

5.2 Background 

 

Strain relaxation in highly lattice-mismatched thin film systems typically occurs 

by a combination of elastic relaxation via island formation and plastic relaxation via 

misfit dislocation (MD) nucleation.
1,2

 These strain-induced islands, often termed quantum 

dots (QDs), have shown significant promise for a wide range of solid state applications, 

including photovoltaics,
3 , 4 , 5

 lasers,
6

 photodetectors,
7

 and light emitting diodes.
8 , 9

 

Although MDs are usually observed at the interface between the QD and the buffer 

layer,
10,11,12,13,14

 vertical MD displacement has been reported in various material systems. 

For example, Kim et al. observed MD displacement above the GaSb QD/GaAs interface 

in regions which also contained an intermediate layer, as shown in Figure 5.1(a).
15

 On the 

other hand, Chen et al. attributed InAs QD/GaAs MD displacement to a surface 

oxidation-induced downward shift of the crystalline GaAs buffer surface, as presented in 

Figure 5.1(b).
16

 However, in many cases, interfacial MDs at QD/buffer interface are also 
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observed following air exposure, as shown in Figure 5.2.
10,11,12,15

 Therefore, the origins of 

the interlayer formation and MD displacement need to be further examined.  

Here, we report on the influence of growth mode on MD displacement in the 

vicinity of InAs/GaAs QDs. For QDs formed by the Stranski-Krastanov (SK) mode, 

arrays of regularly-spaced MDs nucleate near the interface between QD and GaAs buffer 

layer, similar to previous reports for strain-relaxed QDs with interfacial MDs.
10,13

 In the 

droplet epitaxy (DE) case, both In island formation and In-induced “nano-drilling” of the 

GaAs buffer layer are observed during In deposition. For low In exposure, the In islands 

are converted to InAs QDs upon annealing under an As flux, with an InGaAs interlayer at 

the QD/buffer interface. Meanwhile, MDs nucleate at the QD/interlayer interface. For 

high In exposure, an InAs interlayer forms at the island/buffer interface during the In 

deposition step. Annealing under an As flux converts the rest of the In island to InAs 

QDs. The misfit strain at the QD/buffer interface then drives the nucleation of interfacial 

MDs for strain relaxation. By varying the amount of In exposure during DE, we 

demonstrate the formation of InAs QDs with MDs either at or above the QD/buffer 

interface. Thus, the DE approach enables the control of MD vertical displacement during 

QD formation, which is promising for tailoring carrier confinement in the vicinity of QDs.   

 

5.3 Experiments 

 

For these investigations, The InAs QDs were grown on epiready GaAs (001) 

substrates by molecular beam epitaxy (MBE), using solid Ga, As2 or As4, and In sources. 
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The surface reconstruction was monitored in situ with an 18 keV reflection high-energy 

electron diffraction (RHEED) source. Each sample contained an initial 500 nm thick 

GaAs buffer layer grown at 500 °C with a growth rate of 1 m/hr and a V/III beam-

equivalent pressure (BEP) ratio of ~12 or ~20 for As2 or As4 sources, respectively. Next, 

various annealing steps were used to achieve a variety of buffer surface reconstructions, 

thus enabling QD formation by either the DE or SK mode. Details of the buffer layers 

preparation and their correlation with the QD formation mechanisms are described in 

Chapter 4. Subsequently, the substrate temperature (TS) was decreased to 300 °C, at 

which point the As shutter was closed, and the growth chamber background pressure 

gradually dropped to < 1.5×10
-9

 Torr. Finally, the TS was decreased to 100 °C, and 3.0 to 

5.5 monolayer (ML) In was deposited at a rate of 0.1 ML/s. Some of the samples were 

subsequently exposed to the As4 or As2 flux for 2 minutes at 100 °C, followed by an 

additional 5 minutes of As annealing at 320 °C. The microstructures and compositional 

profiles of the In islands and InAs QDs were examined ex situ with high resolution 

transmission electron microscopy (HRTEM), scanning TEM (STEM), and X-ray energy 

dispersive spectroscopy (XEDS). Cross-sectional TEM specimens were prepared using 

conventional mechanical polishing, followed by argon ion milling. HRTEM imaging was 

carried out in a JEOL JEM3100F operating at 300 kV. High resolution XEDS and STEM 

imaging were performed in a spherical aberration-corrected JEOL JEM2100F operating 

at 200 kV. 
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5.4 SK QD: Strain Relaxation via Interfacial Misfit Dislocations  

 

We first describe the microstructures, composition, and MD nucleation for QDs 

formed by the SK mode. Figure 5.3(a) shows HRTEM image of a crystalline InAs SK 

QD with 4 ML In exposure, revealing average lattice fringe spacings of 3.09 and 3.43 Å  

for the QD, within 2.0 % of the {200} and {111} interplanar spacings of InAs, suggesting 

that the QD consists primarily of InAs. Furthermore, as indicated by the arrows in Figure 

5.3(a), an array of regularly-spaced MDs is located near the interface between QD and 

GaAs buffer layer, similar to previous reports for strain-relaxed QDs.
10,14

 These MDs are 

predominantly 90˚ edge dislocations, consistent with literature reports for MD nucleation 

at large lattice mismatch (> ~2.3%).
17

 The average spacing between each MD, estimated 

from several HRTEM images, is 6.4 ± 0.9 nm, which corresponds to the relaxation of 6.7 

% misfit strain between the InAs QD and the GaAs buffer layer,
18

 similar to the 

mismatch between bulk InAs and GaAs (7%).  

To determine the local lattice distortion in the vicinity of SK QDs, we perform 

geometric phase analysis (GPA) of the HRTEM images.
19,20

 For GPA, we first calculate 

the power spectrum of the fast Fourier transformation (FFT) of the HRTEM image, as 

shown in Figure 5.3(b). We then select spots corresponding to the 002 and 1  1 reciprocal 

lattice points for both GaAs and InAs. The spots selected in Figure 5.3(b) are consistent 

with the reciprocal lattice points on the simulated diffraction pattern from both InAs (red) 

and GaAs (blue), shown in Figure 5.3(c). We use GPA to quantify the lattice distortion 

with respect to the GaAs reference lattice. Figure 5.3(d) shows the resultant in-plane 

lattice distortion map, for the SK QD shown in Figure 5.3(a). The color scale represents 
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the magnitude of the lattice distortion along the in-plane direction, revealing a misfit of 

~7 % between the QD and the buffer layer. The arrows in Figure 5.3(d) indicate the 

positions of local maxima in the lattice distortion, which agree with the locations of 

interfacial MDs shown in Figure 5.3(a). 

 

5.5 DE QD: Influence of In Exposure on QD Microstructure 

 

For QDs formed by DE, Figure 5.4(a) shows a HRTEM image of a crystalline QD 

with 5.5 ML In exposure, revealing an array of 90˚ MDs ~3 nm above the interface 

between the QD and the GaAs buffer layer. For the portion of the QD above the MD 

array, Figure 5.4(a) reveals average lattice fringe spacings of 3.10 and 3.53 Å , within 2.0 

% of the {200} and {111} interplanar spacings of InAs, suggesting the presence of nearly 

pure InAs. For the portion of the QD below the MD array, Figure 5.4(a) reveals average 

lattice fringe spacings of 2.87 and 3.31 Å , significantly smaller than the {200} and {111} 

interplanar spacings of InAs, suggesting the presence of an In0.18Ga0.82As alloy layer. At 

the InAs/InGaAs interface, the average MD spacing, estimated from several HRTEM 

images, is 7.9 ± 0.9 nm, which corresponds to the relaxation of ~5.4% misfit strain 

between the InAs and the InGaAs layer.
18,21

 In addition, at the InGaAs/GaAs interface, at 

least one MD is observed beneath each InGaAs layer, as shown in Figure 5.5. We 

examined several HRTEM images spanning >0.5 μm along the InGaAs/GaAs interface, 

revealing an average width of <34 nm for the regions containing InGaAs layer, resulting 
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in an effective MD spacing of <34 nm, which corresponds to the relaxation of 1.2% 

misfit strain between the InGaAs and the GaAs buffer layer. 

 To confirm the presence of the InGaAs alloy layer at the QD/buffer interface, we 

measured the atomic percents of In, Ga, and As within the QD, both above and below the 

MD array, as well as within the buffer layer. Figure 5.6 shows (a) an HR-STEM image of 

a crystalline QD with 5.5 ML In exposure and (b) a plot of atomic percents obtained from 

XEDS at points A (above MD array), B (below MD array), and C (buffer layer) in Figure 

5.6(a). The XEDS data in Figure 5.6(b) suggest the presence of InAs at A, In0.18Ga0.82As 

at B, and GaAs at C, consistent with the composition suggested by the lattice fringe 

spacings.  

For DE QDs with higher In exposure, Figure 5.4(e) shows a HRTEM image of a 

crystalline QD with 7.5 ML In exposure, revealing average lattice fringe spacings of 3.01 

and 3.52 Å  for the QD, within 0.7 % of the {200} and {111} interplanar spacings of 

InAs, suggesting that the QD consists primarily of InAs. Interestingly, as indicated by the 

vertical arrows in Figure 5.4(e), an array of MDs is located at the interface between the 

InAs QD and the GaAs buffer layer, without the presence of an InGaAs alloy layer. In 

addition, the average MD spacing, estimated from several HRTEM images, is 6.4 ± 0.3 

nm, which corresponds to the relaxation of 6.7 % strain between the InAs QD and the 

GaAs buffer layer.
18

  

To determine the local lattice distortion in the vicinity of the DE QDs, we perform 

GPA of the HRTEM images shown in Figure 5.4(a) and (e). Power spectrums of the FFT 

of Figure 5.4(a) and (e) are shown in Figure 5.4(b) and (f), respectively. The selected 

spots in the power spectrum correspond to the 002 and 1  1 reciprocal lattice points, 
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consistent with the simulated diffraction pattern shown in Figure 5.4(c) and (g). Figure 

5.4(d) and (h) shows the in-plane lattice distortion maps from GPA, where the arrows 

indicate the positions of local maxima in lattice distortion, matching the locations of MDs 

shown in Figure 5.4(a) and (e), respectively. In addition, Figure 5.4(d) [(h)] reveals a 

misfit of ~6 % (~7 %) between the InAs and the InGaAs layer (the GaAs buffer layer), 

consistent with the misfit estimated from the XEDS data (the lattice fringe spacings).
21

  

For lattice-mismatched systems, the interfacial energy, 

, is related to the elastic 

strain energy,, as follows: 

where is the chemical component of the 


 

(depends on the strength of the chemical bonding).
22

 To extract the  for the SK and DE 

QDs, we estimate the  as follows:  = 
2
Bh, where  is the in-plane strain, h is the 

layer thickness, and B is a constant depends on the shear modulus and Poisson’s ratio of 

the layer.
23,24

 The estimated  is 0.46 and 0.60 J/m
2
 for the 4 ML SK QDs and the 7.5 

ML DE QDs, respectively. For the 5.5 ML DE QDs, the estimated is 0.37 (0.03) J/m
2
 

for the InAs (InGaAs) layer. The above analysis presents a first-order approximation of 

the QD elastic strain energies, which can be more accurately calculated with finite 

element analysis. On the other hand, from Young’s equation, we can estimate 

using the 

QD contact angles, c,
25

 as shown in Figure 5.7. The relationship between the c, the 

surface energies, and the 

is illustrated in Figure 5.7(d).

26
 The average c, estimated 

from several HRTEM images, are 43 ± 2˚ and 56 ± 4˚ for the 4 ML SK QDs and the 7.5 

ML DE QDs, respectively. For the 5.5 ML DE QDs, the average c is 37 ± 4˚ (   ± 2˚) 

between the InAs and the InGaAs alloy layer (the InGaAs and GaAs buffer layer), as 

shown in Figure 5.7(b). The 

 estimated from Young’s equation is 0.53 and 0.65 J/m

2
 for 
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the 4 ML SK QDs and the 7.5 ML DE QDs, respectively. For the 5.5 ML DE QDs, the 

estimated 

is 0.41 (0.04) J/m

2
 between the InAs and the InGaAs layer (the InGaAs and 

GaAs buffer layer). Finally, the  can be extracted as follows: 
*
. As shown in 

previous sections, both the 4 ML SK QDs and the 7.5 ML DE QDs consist primarily of 

InAs, leading to similar GaAs-InAs of 0.06 and 0.05 J/m
2
, respectively. For the 5.5 ML DE 

QDs, the estimated InGaAs-InAs (GaAs-InGaAs) is 0.04 (0.01) J/m
2
 for the InAs/InGaAs 

(InGaAs/GaAs) interface. The extracted values are on the same order of magnitude as 

previous prediction for the Ge-Si

Apparently, larger compositional difference between 

the layers leads to larger  suggesting stronger chemical bonding between more similar 

materials. In addition, this is the first report for  between the InxGa1-xAs/GaAs interface, 

which can be used in first principle calculations for more accurate and comprehensive 

consideration of crystal growth in the lattice mismatched systems. 

 

5.6 In-induced Nano-drilling and InAs Interlayer Formation 

 

To investigate the origin of the InGaAs alloy layer at the QD/buffer interface and 

the In-exposure-dependent evolution of the DE QD microstructure, we examine the 

microstructure in the vicinity of the In islands prior to their conversion to the InAs QDs. 

Figure 5.8 shows (a) an HR-STEM image of a polycrystalline island with 5 ML In 

exposure, with a higher magnification view of the island/buffer interface in (b). Figure 

5.8(b) reveals average lattice fringe spacings of 5.03 and 3.51 Å  for the island, within 1.7 

% of the {002} and {220} interplanar spacings of In2O3. The oxygen partial pressure in 



 

72 

 

our MBE is typically < 1.0×10
-12

 Torr, significantly lower than the typical oxygen 

pressure (~10
-5

 Torr) used for MBE growth of In2O3.
28

 Therefore, it is unlikely that the In 

islands would oxidize in our MBE. On the other hand, formation of In2O3 films (up to 

>20 nm) from In oxidation in air has been reported for temperatures ranging from 25 to 

400˚C.
29

 Thus, oxidation of the In islands presumably occurred following sample 

removal from the MBE.  

Interestingly, the HR-STEM images at the island/buffer interface reveal concave 

up regions near the island centers. The RMS roughness at the island/buffer interface, 

estimated from several XTEM images, is ~0.91 nm, which is significantly higher than 

that of the buffer surface (~0.21 nm). Thus, the concavities at the island/buffer interface 

are unlikely to be related to GaAs surface roughness.
30

 Instead, it is likely that In-induced 

“nano-drilling” (a.k.a. droplet etching) occurs on the GaAs buffer layer, similar to 

previous reports of DE-induced quantum ring and core-shell QD formation.
31,32,33,34,35

 In 

the case of In deposition on GaAs at  00˚C, the In-GaAs phase diagram predicts the 

presence of liquid Ga when <1 atomic % of In is added into GaAs,
 
as shown in the inset 

of Figure 5.9.
36

 During the In deposition step, the incorporation of In into GaAs melts the 

GaAs buffer layer at the island/buffer interface, leading to In-induced nano-drilling into 

the GaAs buffer layer. Furthermore, the diameter of the In2O3 island is slightly larger 

than that of the nano-drilled hole, which can be attributed to the oxidation-induced 

volume expansion of the In island.
37

  

In addition to the In-induced nano-drilling, for some of the islands with 5ML In 

exposure, the initiation of the conversion of In to InAs is apparent at the island/buffer 

interface following the In deposition step. In particular, Figure 5.10 shows (a) a HR-
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STEM image of an In2O3 island with 5 ML In exposure and (b) a higher magnification 

view of the island, revealing a MD at the island/buffer interface, as indicated by a vertical 

arrow. Right above the MD at the island/buffer interface, a small crystalline region with 

average lattice fringe spacings of 3.06 and 3.53 Å , within 1.0% of the {200} and {111} 

interplanar spacings of InAs, is revealed by Figure 5.10(b), suggesting that the crystalline 

region right above the MD consists primarily of InAs. 

For islands with high In exposure, Figure 5.11 shows (a) a HR-STEM image of an 

In2O3 island with 8 ML In exposure and (b) a higher magnification view of the island at 

the island/buffer interface. Figure 5.11(b) reveals an interlayer at the island/buffer 

interface with MDs at the interlayer/buffer interface, as indicated by the vertical arrows. 

For the portion within the interlayer, Figure 5.11(b) reveals average lattice fringe 

spacings of 3.04 and 3.53 Å , within 0.9 % of the {200} and {111} interplanar spacings of 

InAs, suggesting that the interlayer consists primarily of InAs. At the interlayer/buffer 

interface, the MD spacing is ~6.2 nm, corresponding to the relaxation of ~6.9% misfit 

strain between the InAs interlayer and the GaAs buffer layer.
18

  

 

5.7 Mechanism of In Islands to InAs QDs conversion 

 

Based on the microstructural and compositional information presented above, we 

propose the following mechanism for the conversion of In islands to InAs QDs. As 

depicted in Figure 5.13(a), In deposition on the GaAs surface at  00˚C leads to the 

formation of In islands rather than a wetting layer, which is consistent with previous 
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prediction where complete wetting of In on GaAs surface would only occur above 

420˚C.
38

 Meanwhile, In nano-drills into GaAs buffer layer at the island/buffer interface, 

resulting in a concave up region at the island/buffer interface with small portions of In 

island converted to InAs, as shown in Figure 5.13(b). During the In deposition step, the 

formation of InAs at island/buffer interface can be attributed to the dissolution of As 

atoms (from GaAs) in the In island. As shown in the In-As phase diagram presented in 

Figure 5.12,
39

 point A represents pure In solid (In islands). The dissolution of As atoms in 

the In islands moves the In solid from point A to B, which is in the two phase region of In 

and InAs solid, leading to the formation of InAs between the In island and the GaAs 

buffer layer. Subsequently, during the As annealing step at 320˚C, high concentration of 

As atoms surrounding the In droplets drives As diffusion into the In droplets, as shown in 

Figure 5.13(c). The As diffusion then drives the In droplets from pure In liquid (point C 

in Figure 5.12) to a two phase region of In liquid and InAs solid (point D in Figure 5.12). 

Continuous As supply from the As flux leads to the precipitation of crystalline InAs from 

In liquid until the entire In droplet is converted to InAs. For the In droplets with low In 

exposure, the As annealing step leads to significant In-Ga intermixing near the In/GaAs 

interface, suggesting that the thermal energy provided in the annealing step overcomes 

the activation energy of In-Ga inter-diffusion.
40

 The In-Ga intermixing results in an 

InGaAs alloy layer at the QD/buffer interface, as shown in Figure 5.13(d). Finally, the 

large lattice misfit between InAs and InGaAs drives the nucleation of MDs at the 

interface between the InAs QD and the InGaAs alloy layer.  

For high In exposure, during the In deposition step, longer In exposure allows 

more As dissolution (from GaAs) in the In islands, leading to InAs formation to proceed 
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towards the center of the nano-drilled region. Upon completion of In deposition, an InAs 

interlayer forms between the In island and the GaAs buffer layer with MDs at the 

interlayer/buffer interface, as shown in Figure 5.13(e). During the As annealing step, the 

conversion of In to InAs can be attributed to the diffusion of As atoms (from the As flux) 

into the In droplets, as described above. In addition, the intermixing of Ga (from GaAs) 

and In (from In droplet) is hindered by the InAs interlayer at the droplet/buffer interface, 

as shown in Figure 5.13(f). Consequently, the In droplets are converted to InAs QDs 

without the presence of an intermixed InGaAs layer at the QD/buffer interface. The 

lattice misfit between the QD and the buffer layer drives the nucleation of MDs at the 

QD/buffer interface, as shown in Figure 5.13(g). 

 

5.8 Conclusions 

 

In summary, we have studied the origins of interlayer formation and MD 

displacement in the vicinity of InAs/GaAs QDs. For SK QDs, regularly-spaced MDs 

nucleate near the interface between the QD and the GaAs buffer layer. For DE, during In 

deposition, both In island formation and In-induced nano-drilling of the GaAs buffer 

layer are observed. Subsequently, for low In exposure, In islands are converted to InAs 

QDs during the As annealing step; meanwhile, an InGaAs alloy layer forms at the 

QD/buffer interface. The lattice misfit drives the nucleation of MD array at the interface 

between the QD and the InGaAs layer. Interestingly, for high In exposure, an InAs 

interlayer forms at the island/buffer interface during the In deposition step. Annealing 
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under an As flux leads to the conversion of In islands to InAs QDs without the presence 

of an InGaAs alloy layer. The lattice misfit at the QD/buffer interface drives the 

nucleation of interfacial MDs for strain relaxation. By varying the amount of In exposure 

during DE, we demonstrate the formation of InAs QDs with MDs either at or above the 

QD/buffer interface. Thus, the DE approach enables the control of MD vertical 

displacement during QD formation, which is promising for tailoring carrier confinement 

in the vicinity of QDs. A suggested future work includes the investigation of the 

influence of substrate temperatures on the In-induced nano-drilling and the nucleation of 

MDs during DE of InAs QDs.  
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Figure 5.1 HRTEM images of (a) a GaSb/GaAs QD and (b) a InAs/GaAs QD with 

vertical displacement of misfit dislocations above the QD/buffer interface, as 

indicated by arrows. Horizontal lines in (b) indicate the top surface of 1-the 

crystalline GaAs buffer layer and 2-the oxide layer. Reprinted with permission 

from Ref. 15. (Copyright 2007, AIP Publishing LLC.) and Ref. 16 (Copyright 

2012, Springer). 
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Figure 5.2 HRTEM images of (a) a InAs/GaAs QD and (b) a GaSb/GaAs QD with 

interfacial misfit dislocations at QD/buffer interface, as indicated by arrows. 

Reprinted with permission from Ref. 10 (Copyright 1995, AIP Publishing 

LLC.) and Ref. 15 (Copyright 2007, AIP Publishing LLC.) 
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Figure 5.3 (a) HRTEM image of a crystalline InAs QD formed by Stranski-Krastanov 

mode (4ML In exposure), where misfit dislocations are indicated by vertical 

arrows. The corresponding fast Fourier transformation pattern is shown in (b), 

where the spots selected for geometric phase analysis (GPA) (circled with 

dashed lines) correspond to the 002 and 1  1 reflections, as indicated in the 

simulated diffraction pattern from both InAs (red) and GaAs (blue) shown in 

(c). The corresponding in-plane lattice distortion map from GPA of image (a) 

is shown in (d). 
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Figure 5.4 HRTEM images of crystalline InAs QDs formed by droplet epitaxy with (a) 

5.5 ML In exposure and (e) 7.5 ML In exposure, where misfit dislocations are 

indicated by vertical arrows. The corresponding fast Fourier transformation 

patterns are shown in (b) and (f), where the spots selected for geometric phase 

analysis (GPA) (circled with dashed lines) correspond to the 002 and 1  1 

reflections, as indicated in the simulated diffraction patterns from both InAs 

(red) and GaAs (blue) shown in (c) and (g). The corresponding in-plane lattice 

distortion maps from GPA of images (a) and (e) are shown in (d) and (h), 

respectively. 
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Figure 5.5 HRTEM image of a crystalline InAs QD (5.5 ML In exposure) formed by 

droplet epitaxy, where a misfit dislocation at the InGaAs/GaAs interface is 

indicated by a vertical arrow. 
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Figure 5.6 (a) High resolution scanning TEM image of a crystalline InAs QD formed by 

droplet epitaxy (5.5ML In exposure), with points A, B, and C denoting the 

locations where XEDS data were obtained. The corresponding atomic 

percents of In, Ga, and As obtained from XEDS are plotted in (b). 
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Figure 5.7 HRTEM images of crystalline InAs QDs formed by (a) SK growth mode, (b) 

DE with 5.5 ML In exposure, and (c) DE with 7.5 ML In exposure. c indicate 

QD contact angles. (d) Schematic illustration of the contact angle of a QD 

showing the balance of the surface energies and the interfacial energy between 

the QD and the buffer layer. 
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Figure 5.8 (a) High resolution scanning TEM image of a polycrystalline In2O3 island 

(5ML In exposure), with a higher magnification view of the island/buffer 

interface shown in (b). 
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Figure 5.9 In-GaAs phase diagram. Inset shows a higher magnification view of the phase 

diagram in the range of 0-300˚C and 0-2 at. % In. Reprinted with permission 

from Ref. 36. (Copyright 2006, ASM International). 
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Figure 5.10  (a) High resolution scanning TEM image of a polycrystalline In2O3 island 

(5ML In exposure). (b) A higher magnification view of the In2O3 island at the 

island/buffer interface with a small portion of island converted to InAs. The 

vertical arrow indicates the misfit dislocation at the InAs/GaAs buffer 

interface. 
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Figure 5.11 (a) High resolution scanning TEM image of a polycrystalline In2O3 island 

(8ML In exposure). (b) A higher magnification view of the In2O3 island with 

an InAs interlayer between the island/buffer interface. Vertical arrows indicate 

the misfit dislocations at the interlayer/buffer interface.  
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Figure 5.12 In-As phase diagram. Reprinted with permission from Ref. 39 (Copyright 

2010, ASM International). 
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Figure 5.13 Schematic illustration for the conversion of a In island to a InAs QD via 

droplet epitaxy: (a) In deposition leads to island formation and In-induced 

nano-drilling into GaAs buffer layer. For low In exposure, (b) formation of In 

island with a concave up region at island/buffer interface, (c) As annealing 

leads to intermixing of In and Ga atoms, and diffusion of As atoms from the 

As flux into In island, and (d) formation of InAs QD with an intermixed 

InGaAs layer at the QD/buffer interface, leading to MD nucleation at the 

interface between the QD and the intermixed layer. For high In exposure, (e) 

formation of In island with an InAs interlayer at the island/buffer interface, (f) 

diffusion of As atoms into In island upon annealing under As flux, leading to 

(g) formation of InAs QDs with MDs at the QD/buffer interface. 
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Chapter 6 

Summary and Suggestions for Future Work 

 

6.1 Summary 

 

In this thesis, the photovoltaic properties of solar cells based on the conventional 

SK QDs and the formation mechanisms and microstructures of InAs QDs formed by 

annealing In islands in an As flux were studied. We investigated the influence of WLs 

and QD size variation on the sub-bandgap EQE of QD solar cells. We examined the role 

of As surface coverage on the mechanism of QD formation. The origins of MD 

displacement and interlayer formation in the vicinity of QDs were also investigated. This 

thesis reveals new insights into the design of QD heterostructures for various 

optoelectronic applications. Based on these results, it is suggested that DE approach is 

promising for tuning QD size and density, as well as tailoring carrier confinement in the 

vicinity of QDs. 

In Chapter 3, we present our investigation of the influence of WLs and QD size 

distribution on the sub-bandgap EQE of QD solar cells. We use a finite-element 

Schrödinger-Poisson model that considers QD and WL shapes, sizes, and spacings from 

XSTM and AFM. A comparison between experiment and theory reveals a broadening of 

sub-bandgap EQE induced by QD size vertical variation and a weak EQE contribution 
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from the WLs. The unique combination of experiment and computation may be used as a 

guide for designing QD SLs for various optoelectronic device applications. 

In Chapter 4, we report on our investigations of the formation mechanisms of In 

islands and their conversion to InAs QDs via annealing in an As flux. The QD formation 

follows either the DE or SPE mechanism, depending on As surface coverage. On c(4x4) 

GaAs surfaces, QDs form by DE, in which case one-to-one conversion from In islands to 

InAs QDs occurs on c(4x4)For c(4x4), enhanced In surface diffusion leads to lower 

densities of larger QDs.For the As capped surface, QDs nucleate by SPE during 

annealing of an amorphous film in an As flux. These mechanisms are likely to be 

applicable to a wide variety of compound semiconductors. 

In Chapter 5, we consider the influence of growth mode on MD displacement and 

interlayer formation in the vicinity of InAs/GaAs QDs. For SK QDs, regularly-spaced 

MDs nucleate at the QD/buffer interface. For DE, during In deposition, both In island 

formation and In-induced “nano-drilling” of the GaAs buffer layer are observed. For low 

In exposure, the In islands are converted to InAs QDs upon annealing under As flux, with 

an InGaAs interlayer at the QD/buffer interface. Meanwhile, MDs nucleate at the 

QD/interlayer interface. For high In exposure, an InAs interlayer forms at the 

island/buffer interface during the In deposition step. Annealing in an As flux leads to the 

conversion of In islands to InAs QDs, resulting in MDs at the QD/buffer interface. By 

varying the amount of In exposure during DE, we demonstrate the formation of InAs 

QDs with MDs either at or above the QD/buffer interface. The DE approach enables the 

control of MD vertical displacement during QD formation, which is promising for 

tailoring carrier confinement in the vicinity of QDs.  
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6.2 Suggestions for Future Work 

6.2.1 Overview 

 

In Chapters 3-5, we presented our investigations of the photovoltaic properties of 

solar cells based on the conventional SK QDs, and we also discussed the formation 

mechanisms and microstructures of InAs QDs formed by annealing In islands under an 

As flux. The new insights revealed by these studies have motivated further investigations 

into new methods for enabling more flexible tuning of QD sizes, densities, materials 

combinations, and electronic structures. In the following sections, we will discuss the 

preliminary results and specific suggestions for these new topics. First, we will discuss 

photoluminescence of the InAs/GaAs QDs formed by the SK and DE growth modes. 

Subsequently, we will discuss a new approach extending DE of InAs QDs to the AlGaAs 

surface. Then, we will present a unique process of focused-ion-beam assisted DE of QDs. 

Finally, we will present a combined experimental-computational approach for studying 

the influence of surface nanopatterning on QD formation.  

 

6.2.2 Photoluminescence of InAs/GaAs Quantum Dots 

 

In Chapter 5, HRTEM was used to study the microstructure of QDs, revealing 

interlayer formation and MD vertical displacement, which is promising for tailoring 

carrier confinement in the vicinity of QDs. To investigate the QD electronic structure, an 

experimental technique capable of accessing the QD energy levels is essential. For 
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example, a photoluminescence (PL) measurement involves the use of an external light 

source to excite charge carriers to higher energy states, followed by the observation of 

light emission from radiative recombination of carriers. The energies of the emitted light 

are associated with the optical transitions between the available energy states, providing a 

way to probe the energy levels associated with the QDs.  

For the PL studies of the InAs QDs, we fabricated the QD samples as follows: 

The InAs QDs were grown on epiready GaAs (001) substrates by MBE, using solid Ga, 

As2, and In sources. Details of the QD and GaAs buffer layer growth are described in 

Chapter 4. Following the formation of the InAs QDs, 100 nm of GaAs capping layer was 

grown at 400 °C, with a growth rate of 0.1 m/hr. For PL measurements, the QD samples 

were mounted in a helium flow cryostat operating at 10 K and optically excited with a 

633 nm continuous wave (CW) Helium-Neon laser. Pump powers varied from 0.06 to 

645 W. The incident laser beam was focused to a 10 μm diameter spot on the sample. 

PL was recorded using a 150 G/mm reflection grating in a 0.75 m spectrometer and a 

liquid nitrogen cooled Si CCD detector. Figure 6.1 shows power-dependent PL spectra of 

InAs/GaAs QDs formed by (a) DE and (b) SK growth mode. In both cases, peaks from 

GaAs band-to-band and donor-acceptor recombination are observed at ~1.51 and 1.49 

eV, respectively. In addition, the peak observed at ~1.46 eV can be attributed to the WL. 

Both PL spectra exhibit a broad peak at ~1.3 – 1.4 eV, presumably associated with 

emissions from the QDs with broad size distributions. The QD peak blue-shifts as the 

excitation power increases, which can be attributed to emissions from QD excited states.
1
 

Furthermore, stronger QD emissions (relative to the GaAs emissions) are observed in 
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Figure 6.1(b), presumably due to a higher density of the SK QDs compared to that of the 

DE QDs.  

From these PL measurements, the QD peaks are too broad to show any distinct 

difference between the SK and DE QDs. To date, several groups have also investigated 

into the PL response of DE QDs. In particular, Kim et al. observed room temperature PL 

peaked at 1.14 eV from InAs QDs formed by DE.
2
 Sanguinetti et al. studied the 

temperature dependent PL of InGaAs DE QDs and observed a less significant 

temperature-induced red-shift of the PL peak energy than that of the SK QDs.
3
 In 

addition, Cohen et al. examined the PL response of InAs DE QDs grown by 

metallorganic vapor phase epitaxy (MOVPE) and observed a broad PL peak associated 

with the QDs, centered at ~1 eV. So far, a direct comparison between the structural and 

optical properties of the DE and SK QDs is still lacking. Therefore, for future work, 

minimizing any peak broadening effects associated with QD size and density variations is 

necessary for a fair comparison between the PL responses from the DE and SK QDs. One 

suggestion is to develop growth of DE and SK QDs with similar sizes and densities for 

the PL measurements. Another suggestion is to fabricate ultra-low density QDs for 

enabling PL measurements of individual QDs. That way, a direct comparison between the 

PL responses from individual QDs can be achieved.  
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6.2.3 Droplet Epitaxy of InAs QDs on AlGaAs 

 

As discussed in Chapter 1, semiconductor QDs have been proposed to introduce 

the intermediate bands needed for the IBSC concept.
4,5,6

 To date, InAs/GaAs QD SLs 

have been widely considered for IBSC devices.
7,8,9,10,11,12,13,14,15

 However, the relatively 

small conduction band offset in the InAs/GaAs system enables significant carrier escape, 

leading to a reduced effective bandgap and lower VOC. To increase the carrier lifetimes 

and reduce thermal escape rates, an alternative matrix material with higher bandgap and 

larger band offset is desired. AlGaAs, which has a ~50% larger bandgap than that of 

GaAs, has been proposed as a promising matrix material for IBSC based on InAs QDs. 

Indeed, a high photocurrent with voltage preservation has been predicted for IBSC 

devices consisting of InAs/AlGaAs QD SLs.
16,17

 Furthermore, suppression of the carrier 

escape has also been demonstrated in the InAs/AlGaAs QD solar cells.
18

 As we described 

in Chapter 4, the DE approach allows the fabrication of InAs QDs with a broad range of 

sizes and densities. Therefore, DE of InAs/AlGaAs QDs is promising for achieving high 

densities of ultra-small QDs for IBSC devices with longer carrier lifetimes and lower 

thermal escape rates.  

To date, we have identified suitable conditions for growing In islands on AlGaAs 

buffer layers as follows: The In islands and the AlGaAs buffer layer were grown on 

epiready GaAs (001) substrates by Riber Compact 21 MBE, using solid Ga, Al, As2, and 

In sources. Each sample contained an initial 300 nm thick GaAs buffer layer grown at 

580 °C with a growth rate of 1 m/hr and a V/III BEP ratio of ~16. Next, 50 nm of 

AlGaAs layer was grown at 620 °C, with a growth rate of 1 m/hr and a V/III BEP ratio 
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of ~16. For the In islands, the TS was then decreased to 300 °C, at which point the As 

shutter was closed, and the growth chamber background pressure gradually dropped to < 

2.5× 10
-9

 Torr. Finally, the TS was decreased to 80 °C, and 5.4 ML In was deposited with 

a rate of 0.1 ML/s. Figure 6.2 shows AFM images of (a) AlGaAs buffer layer with RMS 

roughness of 0.4 nm and (b) In islands with density (diameter) of ~1.2 × 10
10

 cm
-2

 (~37 

nm) on the AlGaAs buffer surface. Suggested future work includes the development of 

proper annealing conditions for the conversion of In islands to InAs QDs, where the 

influence of annealing temperature and As flux needs to be carefully considered to inhibit 

QD coarsening during the annealing step. In addition, further investigation into the 

effects of substrate temperature, growth rate, and V-III ratio of the AlGaAs 

capping/spacer layers is necessary to avoid the disintegration of QDs during multi-layer 

growth of the InAs/AlGaAs QD SLs. 

 

6.2.4 Focused-ion-beam Assisted Droplet Epitaxy of QDs 

 

In Chapter 1, we discussed several self-assembled QD fabrication approaches, 

including the misfit-driven SK growth and the DE approach. In Chapter 4 and Chapter 5, 

we demonstrated that the DE approach is promising for tuning QD size and density, as 

well as tailoring carrier confinement in the vicinity of QDs. However, these self-

assembled approaches typically result in randomly distributed QDs with size variations. 

Recently, various approaches have been developed for enhancing the size uniformity and 

ordering of the self-assembled QDs. For example, Akahane et al. demonstrated ordered 
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array of In0.4Ga0.6As QDs using GaAs (311)B substrates.
19

 In addition, Guimard et al. 

reported suppressed coalescence of InAs QDs with density exceeding 4×10
10

 cm
-2

 using 

antimony as a surfactant during GaAs buffer layer growth.
20

 Besides, Kim et al. showed 

an improved QD size homogeneity with an In-stabilized (rather than As-stabilized) GaAs 

buffer surface.
21

  

To further improve the ordering, density, and uniformity of QDs for higher 

efficiency energy conversion devices, we propose a unique nanofabrication approach, 

focused-ion-beam (FIB) assisted DE. In this approach, In nanodroplets formed via FIB 

scanning are subsequently converted to InAs QDs via exposure to an arsenic flux in 

MBE. In particular, a thin layer of InAs will be grown on the GaAs surface, as depicted 

in Figure 6.3(a). Subsequently, off-normal FIB irradiation over the entire area then leads 

to the formation of ordered In nanodroplets, as shown in Figure 6.3(b). Off-normal FIB 

irradiation at various angles and ion doses will be used to tailor the sizes, spacings, and 

arrangements of nanodroplets. Figure 6.4 shows AFM images of ordered In nanodroplets 

fabricated via 52˚ off-normal FIB irradiation on InAs substrate. As the ion dose is 

increased from 8.8 × 10
17

 to 3.5 × 10
18

 cm
-2

, the nanodroplet density increases from 1.6 × 

10
10

 to 2.6 × 10
10

 cm
-2

, revealing a positive ion dose dependence of the nanodroplet 

density. Finally, exposure to an arsenic flux enables the conversion of In nanodroplets to 

InAs QDs, as shown in Figure 6.3(c). The film growth, FIB irradiation, and arsenic 

exposure sequence will then be repeated to achieve multi-stacks of InAs/GaAs QD 

superlattices, as depicted in Figure 6.3(d). Since the DE method is not strain driven, high 

densities of ultra-small spherical-like QDs are achievable, independent of the misfit strain 
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between film and substrate. The ultra-small spherical-like QDs will reduce the number of 

confined energy levels in the band offset to ensure more efficient carrier extraction. 

 

6.2.5 Influence of Surface Nanopatterning on InAs/GaAs Quantum Dot Formation 

 

The control of lateral ordering of self-assembled QDs is challenging to achieve; 

however, it is highly desirable for various solid-state applications, including solar cells 

lasers, and telecom devices.
22 , 23 , 24 , 25

 To date, lateral alignment of QDs has been 

demonstrated for multilayer of QDs.
26,27,28

 In these cases, the first layer of QDs are 

distributed isotropically; subsequently, the lateral alignment of QDs develops during 

growth of QD stacks, which has been attributed to anisotropic strain field accumulated 

during QD stacking.
26,27,28

 However, the correlation between the buffer layer surface 

morphology and the nucleation of QDs is still unclear. In this work, we use a combined 

experimental-computational method to directly examine the correlation between GaAs 

buffer surface morphology and InAs QD nucleation, revealing preferential nucleation of 

QDs at “mound” edges and early onset of QD nucleation induced by mounds. 

The InAs QDs and GaAs buffer layers were grown on epiready GaAs (001) 

substrates by MBE, using solid Ga, As4, and In sources. Details of the QD and GaAs 

buffer layer growth are described in Ref. 27. The surface morphology of the GaAs buffer 

layers and the InAs QDs was examined ex-situ with tapping mode AFM, using etched Si 

probes.  The nucleation of InAs QDs on GaAs surface is simulated using a phase-field 
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model (simulation done by Larry Aagesen in Thornton group at University of Michigan), 

which is described in detail in Appendix C. 

We first describe the surface morphology of the GaAs buffer layers and 

InAs/GaAs QDs. Figure 6.5 shows AFM images of (a) flat GaAs buffer surface with 

bilayer height step-terrace arrays (buffer HL) and (b) rough GaAs buffer surface with 

“mound” features above the step-terrace array background (buffer L). Figure 6.5 (c) and 

(d) show AFM images of InAs QDs grown on buffer HL and L, respectively. For QDs 

grown on buffer HL (buffer L), the QD density and mean diameter are ~3.8 × 10
10

 cm
-2

 

and 20 nm (~6.0 × 10
10

 cm
-2

 and 18 nm), respectively. Apparently, the density of the QDs 

on buffer L is significantly higher than that of the QDs on buffer HL, indicating a 

positive correlation between the presence of mounds and the nucleation of QDs. 

To investigate the influence of the mounds on QD nucleation, we simulate QD 

growth using the line-cut profiles from the AFM images of buffer HL and L as initial 

conditions. Figure 6.6 shows the AFM images of (a) buffer HL and (b) buffer L with the 

height profile of each red line extracted as the plots of height vs. distance, shown beneath 

each image. The simulated QD growths on buffer HL and L are shown below each line-

cut profile. For the QD simulation on buffer HL, the QD nucleation sites do not appear to 

be correlated with the surface topography. For the QD simulation on buffer L, 

preferential QD nucleation at the edge of the mounds is apparent, as indicated by the 

vertical dashed lines in Figure 6.6 (b). The comparison between the simulated QD 

growths on these two buffers reveals essentially isotropic QD nucleation on buffer HL 

and preferential QD nucleation at mound edges on buffer L. 
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To quantify whether InAs prefers to nucleate on buffer surface with a positive 

(concave-up) or negative (concave-down) curvature, we plot the local InAs layer height 

as a function of local GaAs surface curvature, as shown in Figure 6.7(a) and Figure 6.8(a) 

for buffer HL and L, respectively. In both Figure 6.7(a) and Figure 6.8(a), a positive 

slope is identified, suggesting preferential InAs nucleation at positive curvature regions.  

To quantify the time evolution of local InAs height at different curvature ranges, we plot 

the local InAs height as a function of time for four (eight) curvature ranges from -0.01 to 

0.01 (-0.02 to 0.02) nm
-1

 for buffer HL and L, as shown in Figure 6.7 (b) and Figure 6.8 

(b), respectively. For both buffer HL and L, InAs transferring from negative curvature 

regions (hills) to positive curvature regions (valleys) following onset of QD nucleation is 

apparent. Furthermore, the comparison between Figure 6.7 (b) and Figure 6.8 (b) reveals 

an earlier (later) onset of QD nucleation on buffer L (buffer HL) at simulation time ~50 

(~58) [arb. time unit], suggesting that the presence of mounds induce the nucleation of 

QDs. 

This unique combination of experiments and simulation provides new insight into 

the correlation between buffer surface morphology and formation of semiconductor 

nanostructures. A suggested future work is to apply this combined experimental-

computational approach to different buffer materials, such as AlGaAs or GaN. 

Furthermore, the phase field model might be extended to consider selective nucleation of 

QDs, which is promising for achieving high density of linear QD chains on one side of 

the mounds.
29
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Figure 6.1  PL spectra taken at excitation power densities of 0.02 to 205 W/cm
2
 from 

InAs/GaAs QDs formed by (a) DE and (b) SK growth mode. 
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Figure 6.2 AFM images of (a) AlGaAs buffer layer with RMS roughness of 0.4 nm and 

(b) In islands with density (diameter) of ~1.2 × 10
10

 cm
-2

 (~37 nm) on the 

AlGaAs buffer surface. 
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(a) (b) (c) (d) 

 

 

 

 

 

 

 

  

Figure 6.3 Schematic illustration of (a) Thin layer of InAs grown on GaAs. (b) 

Ordered nanometer-scale In droplets produced on the surface of a GaAs 

substrate using off-normal focused-ion-beam irradiation. (c) InAs QDs 

formed via exposure to an arsenic flux. (d) Multi-stacks of InAs/GaAs QD 

superlattices. 
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Figure 6.4  AFM images of ordered In nanodroplets fabricated via 52˚ off-normal FIB 

irradiation on InAs with ion dose of (a) 8.8 × 10
17

 and (b) 3.5 × 10
18

 cm
-2

. 
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Figure 6.5  AFM images of GaAs buffers: (a) buffer HL (flat surface), (b) buffer L 

(surface with mounds). (c) and (d) show AFM images of InAs QDs grown on 

buffer HL and buffer L, respectively.   
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Figure 6.6 AFM images of GaAs buffers with the corresponding line-cut profiles for (a) 

buffer HL and (b) buffer L. The phase field simulation of InAs QDs grown on 

each buffer surface is shown below each line-cut profile. 
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Figure 6.7 Plots of (a) the local InAs layer height as a function of local GaAs surface 

curvature and (b) the local InAs layer height as a function of time for four 

curvature ranges from -0.01 to 0.01 nm
-1

, for InAs growth simulation on 

buffer HL.  
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Figure 6.8 Plots of (a) the local InAs layer height as a function of local GaAs surface 

curvature and (b) the local InAs layer height as a function of time for eight 

curvature ranges from -0.02 to 0.02 nm
-1

, for InAs growth simulation on 

buffer L. 
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Appendix A 

Geometric Phase Analysis of HRTEM Images 

 

To determine the local lattice distortion in the vicinity of quantum dots (QDs), we 

perform geometric phase analysis (GPA) of the high resolution transmission electron 

microscopy (HRTEM) image, as shown in Figure A.1(a).
1
 First, we calculate the power 

spectrum of the fast Fourier transformation (FFT) of the HRTEM image, as shown in 

Figure A.1(b). For both GaAs and InAs, we select the spots corresponding to the 002 and 

1  1 reciprocal lattice points, g002 and g1  1, choosing GaAs as the reference lattice. Inverse 

FFTs are then performed to produce the intensity and phase components of the 002 and 

1  1 Fourier filtered images, shown in Figure A.2(a) – (d). In Figure A.2(a) and (b), the 

intensities of the 002 and 1  1 inverse FFTs, lattice fringes along the [002] and [1  1] 

direction are evident. In Figure A.2(c) and (d), the phase images of the 002 and 1  1 

inverse FFTs, the 002 and 1  1 lattice distortions with respect to the reference GaAs 

lattice are evident. To determine the in-plane, [1  0], and out-of-plane, [001], components 

of the displacement field, the appropriate linear combinations of the phase images are 

computed as follows.
1
 From the relationship between the phase, Pg, and the displacement 

field, u, 

    2    ,      (A.1) 

we can write the following equations for g1 = g1  1 and g2 = g002: 
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  2   

  
    

     ,    (A.2) 

    
  2   

  
    

     ,    (A.3) 

where    and    are the in-plane, [1  0], and out-of-plane, [001], components of the 

displacement field. Similarly,  
  

 and  
   are the in-plane and out-of-plane components of 

g1 (same for g2). Solving Eqns. (A.2) and (A.3), we obtain the following expressions for 

   and   : 

    
 

4 2 
 2   

    
 ,     (A.4) 

    
 

4 
   

 .      (A.5) 

The resulting    and    are shown in Figure A.3(a) and (b). We then calculate the in-

plane (out-of-plane) lattice distortions as the derivatives of the in-plane (out-of-plane) 

components of the displacement field, shown in Figure A.4(a) [(b)]. Both the in-plane 

and out-of-plane lattice distortion maps reveal ~7 % distortion within the InAs QD, 

consistent with the larger lattice spacings of fully relaxed InAs (~7 %) compared to that 

of the GaAs. In addition, the in-plane lattice distortion map reveals local maxima at the 

QD/buffer interface, which correspond to the locations of the interfacial misfit 

dislocations (MDs). The MD-induced local maxima are not evident in the out-of-plane 

lattice distortion map, since the InAs (GaAs) lattices are stretched (compressed) only in 

the in-plane direction.  
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Figure A.1 High resolution transmission electron microscopy (HRTEM) image of (a) a 

crystalline InAs quantum dot (QD) formed by Stranski-Krastanov (SK) mode. 

The corresponding power spectrum of the fast Fourier transformation (FFT) is 

shown in (b), where the spots selected for geometric phase analysis (GPA) 

(circled with dashed lines) correspond to the 002 and 1  1 reflections, as 

indicated in the simulated diffraction patterns from both InAs (red) and GaAs 

(blue) shown in (c). 
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Figure A.2 Intensity of the (a) 002 and (b) 1  1 inverse FFTs of Supplemental Fig. 1(a). 

Phase images of the (a) 002 and (b) 1  1 inverse FFTs of Supplemental Fig. 

1(a). 
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Figure A.3 (a) In-plane, [1  0], and (b) out-of-plane, [001], components of the 

displacement field computed from the linear combinations of the phase 

images shown in Supplemental Fig. 2(a) and (b), as described by Eqns. (A.4) 

and (A.5). 
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Figure A.4 (a) In-plane, [1  0], and (b) out-of-plane, [001], lattice distortion maps 

obtained from GPA of Supplemental Fig. 1(a). 
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Appendix B 

Size Analysis of Quantum Dots  

 

Here, we describe the procedures for the identification and size quantification of 

the MBE-grown metal islands and semiconductor QDs based on AFM and XSTM 

images. Scanning Probe Image Processor (SPIP) and Park Scientific Instruments’ (PSI) 

Image Processing Software were used to perform the analyses. We also describe how the 

QD size distributions are determined using Origin software. 

To quantify the QD size from AFM images, we used the Particle and Pore 

Analysis module in SPIP. In particular, AFM images consisting of 1024 × 1024 pixels 

were loaded in SPIP. The “Advanced Threshold” detection method was used for QD 

identification. Based on the root mean square (RMS) of the height values within the 

image, we defined a height threshold level by adding 5 × RMS to the substrate 

background level. Regions above the defined threshold level were identified as QDs. 

Finally, the QD sizes (i.e. diameters, heights, and etc.) were exported from SPIP in a 

spreadsheet.  

To quantify the QD size from XSTM images, we used the Line Analysis tool of 

the PSI Image Processing Software. Detailed descriptions of the Line Analysis tool are 

included in Dr. B. Lita’s Ph.D. Thesis.
1
 To differentiate the GaAs and InAs QDs within 

the XSTM images, we estimated the tip height criterion as follows. Bright regions 
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protruding at least 4.2 Å  above the GaAs background were assessed as possible QDs. 

Within the bright regions, pixels with tip heights of at least 1.8 Å  above the GaAs 

background were considered to be part of the QD.
2
  

With the QD sizes obtained from AFM and XSTM images, we calculated the 

mean and standard deviation of the QD sizes and plotted the size distributions as 

described below. We first plotted the QD frequency (%) as a function of QD diameter (or 

height) and then fitted the histogram with a Gaussian distribution in Origin. The fitted 

QD size distributions from XSTM images are shown in Figure 3.2, while the size 

distributions from AFM images are shown in Figure 4.2, Figure 4.3, and Figure 4.4. 
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Appendix C 

Determination of Arsenic Species Produced by As Cracking Cell 

 

In this appendix, we describe the details regarding the method we used to 

determine the As species produced by the As cracker in our MBE system, as mentioned 

in Chapter 2. In particular, the As cracker is able to generate either As4 or As2, depending 

on the cracking zone temperature. Typically, As4 and As2 can be produced with a crack 

zone temperature of ~600 and ~1000˚C, respectively. However, an experimental method 

has not been developed to directly measure the As species produced by the As cracker. 

Therefore, the following method was used in this thesis study to identify the predominant 

As species produced by the As cracker. Figure C.1 shows a plot of As beam equivalent 

pressure (BEP) as a function of the cracking zone temperature. A graduate decrease in As 

BEP with increasing cracking zone temperature is apparent, consistent with the fact that 

As4 can be ionized more easily than As2. Furthermore, the As BEP begins to saturate at 

~7.0×10
-6

 (~1.5×10
-5

) torr at temperatures above  000˚C (below 600˚C), suggesting that 

the As species is predominantly As2 (As4) for cracking zone temperatures above  000˚C 

(below 600˚C). Although the predominant As species can be identified using the method 

described above, an accurate percentage of how much each As species is contained in the 

beam flux is however not achievable with this simple method. 
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Figure C.1 A plot of the As beam equivalent pressure (BEP) as a function of As cracking 

zone temperature. 
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Appendix D 

I-V Measurement of p-i-n Structures  

 

As mentioned in Chapter 2, we examined the current-voltage (I-V) characteristic 

of the InAs SK QD cell and the GaAs control cell at various illumination intensities. 

Figure D.1 shows the short-circuit current densities (JSC), open-circuit voltage (VOC), fill 

factors (FF), and power conversion efficiencies () as a function of the logarithm of the 

solar illumination intensities. At all intensities, JSC of the QD cell is similar to that of the 

control cell. On the other hand, at low illumination intensities, the VOC, FF and  of the 

control cell are lower than that of the QD cell, presumably due to a larger leakage current 

of the control cell. As the illumination intensity increases, the JSC and VOC of both the QD 

and control cells increase monotonically. In addition, for the control cell, the FF and  

increase with increasing illumination intensity, reaching saturation at ~100 mW/cm
2
. 

However, for the QD cell, both FF and  decrease at high illumination intensity, which is 

likely due to a significant series resistance of the QD cell. For future work, the 

improvement of the solar cell metallization design is essential to minimize the series 

resistance for I-V measurements at high illumination intensities.  
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Figure D.1 The short-circuit current densities (JSC), open-circuit voltage (VOC), fill factors 

(FF), and power conversion efficiencies () as a function of the logarithm of 

the solar illumination intensities for both the InAs SK QD cell and the GaAs 

control cell. 
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Appendix E 

Phase-Field Model of InAs Quantum Dot Nucleation 

 

To simulate the evolution of the film structure, we use a phase-field model with 

three conserved order parameters
1
 (simulation done by Larry Aagesen in Thornton group 

at University of Michigan). Order parameters,  
 
,  

 
, and  

 
, represent the vapor, InAs, 

and GaAs phases, respectively, and are constrained such that  
 
  

 
  

 
   throughout the 

simulation domain. The order parameter  
 
 for the GaAs substrate is assumed to remain 

constant. Using the constraint of  
 
  

 
  

 
   to eliminate  

 
, the system is evolved 

using a Cahn-Hilliard equation for  
 
 (InAs): 
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  (2) 

where the mobility function    
 
        

   - 
 
 
 
 limits diffusion to the vapor/InAs 

interface,           
  - 

 
  is a source term that preserves the equilibrium solution of the 

order parameters at the interface, d is the deposition rate (perturbed with 10% random 

variation), ny corrects for the orientation of the substrate relative to the InAs deposition 

incident from the +y direction, and Wij and     are the potential barrier height and gradient 
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energy coefficient, respectively, for an i-j interface. The elastic energy density  
  

 can be 

expressed as follows: 

 
  
 

     

 
        -    

     
 
         (3) 

where     is the stress tensor,     is the strain tensor,    
 
    

 

 
-  

 

 
 is the non-

dimensionalized misfit strain of InAs relative to GaAs,     is the Kronecker delta function, 

and Z is a dimensionless measure of the relative strengths of the elastic and interfacial 

energies. The stress tensor is obtained by solving for mechanical equilibrium at each time 

step as below: 

                   
  

 
  

 
       -     

     
 
           (4) 

where assume isotropic elasticity, and the stiffness coefficients are a function of the order 

parameters as follows: 

        
  

 
  

 
         

   
    

 
  

 
       

   
-     

   
   

 
  

 
       

   
-     

   
  (5) 

 
 
        

 
-  

 
     (6) 

The interfacial thickness     and interfacial energy  
  

 between phases i and j can be 

related to phase-field model parameters as below: 

     
     

    
      (7)  

 
  
 

       

 
      (8)  

We choose              and set Wij and      such that  
  
           ,  

  
          , and 

 
  
         . The dimensionless parameter   

  
     

   
    

      
       sets the relative strength 

of the elastic and interfacial energies, where  
0
   7. 66  is the misfit strain between 
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InAs and GaAs,
2
 C44

 2 
   39.6  GPa is a reference elastic constant for  

 
 (InAs), and 

L   6.54 nm is the characteristic length scale of the problem.
3
 The vapor is treated as a 

highly compliant elastic solid in Equation 4. We chose non-dimensionalized values 

Ms    , d   2.5  0-2
. The simulation grid spacing,  x   2.5  0-2

 (corresponding to 

physical dimension of 0.1635 nm) and time step,  t   4  0-3
. With these parameters, 

wetting layer thickness of 1.6 monolayers was resolved in the phase-field model. Using 

4096 grid points in the x-direction, we simulated 0.67  m of the 1  m line-cut from AFM 

image of GaAs buffer surfaces. Furthermore, the Cahn-Hilliard equation is solved using a 

Crank-Nicolson scheme in which the fourth-order evolution equation for  
 
 is split into 

two second-order equations for  
 
 and  . The discretized equation for each time step is 

solved using a multi-grid method with Gauss-Seidel iterations. No-flux boundary 

conditions are imposed in both x and y directions. Mechanical equilibrium is also solved 

iteratively using a multi-grid method with Gauss-Seidel smoothing, with zero-

displacement boundary conditions at the bottom, left and right sides of the computational 

domain, and a traction-free boundary condition at the top of the domain. 
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Appendix F 

Finite-element Schrödinger-Poisson Calculations of EQE of p-i-n Structures 

 

To calculate the EQE enhancement due to the presence of the QDs, we use a 

finite-element solution of the Poisson (1) and Schrödinger (2) equations (calculation done 

by Andrey V. Semichaevsky in Johnson group at University of Illinois). The Schrödinger 

equation includes a confining potential that accounts for the influence of misfit strain V0 

and the electric potential. 

2

0



 
              (1) 

2
2

0*
( )

2
e V

m
      

,
       (2) 

where  is the charge density,  is the permittivity, V0 is the confinement potential due to 

strain and composition,  are the wave functions,  are the eigenstates, m* is the carrier 

effective mass, and e is the electron charge. The Poisson equation, coupled to the 

diffusion equations for the electrons and holes, is first solved on the scale of the whole p-

i-n structure, and thus, the position-dependent built-in potential can be determined. The 

value of the built-in electric field in the heterostructure region is found to be ~7.510
5
 

V/m. The charge density in (1) is calculated for the assumed dopant concentrations, p-i-n 
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structure geometry, and carrier mobilities. The electric potential , referenced to the 

bottom layer of the QD SL is used in eq. (2).  

We consider In-Ga interdiffusion in the WLs based upon an analysis of XSTM data 

from Ref. 15. Thus, the position-dependent In concentration in the wetting layer, xIn, is 

approximated by a Gaussian profile, xIn= 0.32exp(-(z-z0i)
2
/

2
). z0i corresponds to the 

middle of the i-th QD layer along the z- (growth) axis, and the standard deviation, , 

equals to 1.25 nm. We take the inhomogeneous In concentration into account via the 

linear combination of carrier effective masses, so that the effective mass of the alloy is 

position-dependent, m*(z) in equation (2), given by 

* * *( ) ( ) (1 ( ))In In In Gam z x z m x z m   ,       (3) 

where xIn(z) is the In atomistic fraction in the WL. The mechanical strain field is found 

numerically using a finite-element continuum elasticity model. The lattice constants in 

the inhomogeneous WLs are then determined using Vegard's law, as follows: 

( ) ( ) (1 ( ))In In In Gaa z x z a x z a   ,       (4) 

 The confining potential profile for the QD heterostructure is determined by 

adjusting the bulk bandgaps and electron affinities to account for the effects of strain. 

Strain fields in QDs are also calculated from a continuum elasticity model, with QD 

dimensions and WL In concentration gradients from XSTM data. Strain-modified band 

offsets are then determined using deformation potentials from the literature.
1
 Since the 

InAs QDs are compressively strained, the valence (conduction) band-edge shifts down 

(up), leading to a substantial widening of the QD effective band gap.  
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 Using the valence and (conduction) band wave functions n (k), and energy 

levels En (Ek), at photon momentum q=0, the optical absorption spectrum of a QD 

becomes: 

 (5) 

where  and  are material permeability and permittivity, respectively; n and k are the 

indices of the initial and final confined states, f(E) is the electronic occupancy given by 

the Fermi distribution, assuming that the Fermi level is in the middle of the bulk GaAs 

bandgap,  is thermal broadening (0.026 eV at room temperature), V is the unit cell 

volume, and A=1 (1/3) for heavy (light) holes.
 
The net effective absorption of a unit cell 

containing QDs is then determined using the volumetric average of the combined heavy 

and light hole absorption in the QDs and the absorption in the GaAs barrier.
2
  

 The absorption coefficients, refractive indices, carrier effective masses, and 

carrier diffusion lengths of GaAs are taken from literature reports,
3
 and are listed in 

Appendix G. For the typical QD densities in our samples, the lateral spacing between 

QDs is on the order of 40-90 nm. Based on the solution of the Schrödinger equation, at 

such a large lateral separation between the dots, it is reasonable to assume that the 

overlap integrals between the wave functions of electrons in these dots are negligibly 

small, and the lateral coupling between QDs will not contribute significantly to the 

miniband broadening. The tunneling transmission coefficient between states in vertically 

stacked QDs for the confined electrons at the top of the potential well is
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*
40

2

2
16exp( 2 ) 10

m V
T a    , where a is the spacing between the QDs in adjacent 

layers. The heterostructures that we consider in the calculations consist of QDs infinitely 

periodic in x and y, arranged in three period SLs along the z-(growth) axis. 

 The EQE of the device is calculated from the short-circuit photocurrent density at 

the i-p interface. Figure F.1 shows the p-i-n device structures of (a) GaAs control cell (b) 

InAs/GaAs QD cell, and (c) a schematic energy band diagram of the QD cell. The steady-

state photogeneration-drift-diffusion equations,
3
 as shown below, are solved for the 

electron current density on the p-side of the i-p interface, neglecting the dark current: 

  

  
   -   

 

 
   -  

 
           ,    (6) 

  

  
   -   

 

 
   -  

 
    -      ,    (7) 

        -   -     ,     (8) 

where n and p are the electron and hole concentrations, Dn and Dp are the electron and 

hole diffusion coeifficients,   is the electrostatic potential, n and p are the electron and 

hole mobilities.  is the permittivity, q is the fundamental electron charge, Gn and Gp are 

the electron and hole photogeneration rates, and Rn and Rp are the electron and hole 

recombination rates. The photocurrent density is normalized to the incident solar photon 

flux inc(), according to: 

( , )1
( ) { ( , ) ( , ) ( , ) }

( ) 1 ( , )

i

n

W

i n
i

inc i nW

W L
EQE F z z dz F W

F W L

 
    

  


 
 , (9) 

where Ln is the electron diffusion length in the p-region, F(,z) is the photon flux 

traversing the plane at position z in the intrinsic region, (,z) is the absorption 
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coefficient of either the bulk or the QD-doped semiconductor, Wi and Wn are the 

thicknesses of the intrinsic and n-type layers, respectively, and Finc() is the incident 

(solar) photon flux. The position z=0 corresponds to the position of the n-i interface. A 

transfer matrix approach is used to calculate the propagation of randomly-polarized solar 

illumination normally incident on the p-i-n structure.  

 

  



 

140 

 

 

 

 

Figure F.1 p-i-n device structures of (a) GaAs control cell (b) InAs/GaAs QD cell, and 

(c) a schematic of energy band diagram of the QD cell. 
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Appendix G 

Materials Parameters 

 

 In this appendix, materials parameters used in the finite-element Schrödinger-

Poisson calculations, phase field model, and elastic strain energy approximation are 

summarized in Table 2 and Table 3, respectively: 

Table 2 Materials parameters
1
 used in the finite-element Schrödinger-Poisson 

calculations described in Appendix F. 

 

Parameter GaAs InAs 

Absorption coefficient  (cm
–1

) 10
4
 N/A 

Refractive index 3.4 N/A 

Electron effective mass (m0) 0.067 0.023 

Heavy hole effective mass (m0) 0.5 0.4 

Light hole effective mass (m0) 0.087 0.026 

Electron diffusion coefficient (cm
2
/s) 220 N/A 

Hole diffusion coefficient (cm
2
/s) 10 N/A 
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Table 3 Stiffness tensor components
2
, surface energies

3,4
, shear moduli,

5,6
 and Poisson’s 

ratios
5,6

 used in the phase field model described in Appendix E and the elastic 

strain energy approximation in Chapter 5.
7
 

 

Parameter GaAs InAs In0.2Ga0.8As 

Stiffness tensor 

component 

(GPa) 

C11 119 83.3 111.9 

C12 53.8 45.3 52.1 

C44 59.4 39.6 55.4 

Surface energy (J/m
2
) 1.04 0.704 0.97 

Shear modulus (10
10 

N/m
2
) 3.3 1.9 3.0 

Poisson’s ratio 0.31 0.35 0.32 
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