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A fundamental understanding of charge separation in organic materials is necessary for the rational design of optoelectronic devices suited for renewable energy applications and requires a combination of theoretical, computational, and experimental methods.

Density functional theory (DFT) and time-dependent (TD)DFT are cost effective ab-initio approaches for calculating fundamental properties of large molecular systems, however conventional DFT methods have been known to fail in accurately characterizing frontier orbital gaps and charge transfer states in molecular systems. In this dissertation, these shortcomings are addressed by implementing an optimally-tuned range-separated hybrid (OT-RSH) functional approach within DFT and TDDFT.

The first part of this thesis presents the way in which RSH-DFT addresses the shortcomings in conventional DFT. Environmentally-corrected RSH-DFT frontier orbital energies are shown to correspond to thin film measurements for a set of organic semiconducting molecules. Likewise, the improved RSH-TDDFT description of charge transfer excitations is benchmarked using a model ethene dimer and
silsesquioxane molecules.

In the second part of this thesis, RSH-DFT is applied to chromophore-functionalized silsesquioxanes, which are currently investigated as candidates for building blocks in optoelectronic applications. RSH-DFT provides insight into the nature of absorptive and emissive states in silsesquioxanes. While absorption primarily involves transitions localized on one chromophore, charge transfer between chromophores and between chromophore and silsesquioxane cage have been identified. The RSH-DFT approach, including a protocol accounting for complex environmental effects on charge transfer energies, was tested and validated against experimental measurements.

The third part of this thesis addresses quantum transport through nano-scale junctions. The ability to quantify a molecular junction via spectroscopic methods is crucial to their technological design and development. Time dependent perturbation theory, employed by non-equilibrium Greens function formalism, is utilized to study the effect of quantum coherences on electron transport and the effect of symmetry breaking on the electronic spectra of model molecular junctions.

The fourth part of this thesis presents the design of a physical chemistry course based on a pedagogical approach called Writing-to-Teach. The nature of inaccuracies expressed in student-generated explanations of quantum chemistry topics, and the ability of a peer review process to engage these inaccuracies, is explored within this context.
CHAPTER I

Introduction

As global energy demands increase, fossil fuels remain the dominant energy source worldwide despite their negative ecological impacts.\textsuperscript{[5]} Though policy makers in several countries aim to improve energy efficiency, the world is still failing to produce sustainable energy solutions that will limit climate change in an effective way.\textsuperscript{1} Creating a sustainable future in global energy requires the simultaneous effort in many areas including improving the way energy from fossil fuels is used, as well as investing in other plausible energy sources. For example, solar energy provides an important, though mostly untapped, renewable resource. The amount of energy from the sun that reaches the earth in one day is more than enough to meet global energy demands for one year, however capturing and using this energy remains a significant challenge for scientists and engineers.\textsuperscript{[6, 7]}

A cost-effective approach to energy solutions lies in organic optoelectronic devices, which can be used to capture solar energy via photovoltaic applications, or can be used to increase efficiency of energy usage, for example as light-emitting diodes in lighting applications. Designing organic optoelectronic devices suited for energy applications requires a fundamental understanding of the charge transfer and transport processes that can occur within the organic semiconducting materials (OSC) used to create these devices. Combining insights gained via both experimental and computational

\textsuperscript{1}The current goal is to limit total global temperature increase to only 2°C
approaches provides the opportunity to achieve a molecular-level understanding of such processes. This work aims to use computational chemistry to gain insight into charge transfer and transport properties of both model and experimentally relevant systems that serve as molecular building blocks for OSC materials.

### 1.1 Organic Optoelectronic Applications

OSC materials offer viable, low-cost alternatives to crystalline semiconductors in optoelectronic applications, such as organic photovoltaic (OPV) and light emitting diode (OLED) devices. In general, organic materials are cost effective due to the low-cost in synthesis and processing, as well as their versatility across a wide range of applications (e.g., lightweight, flexible materials).[8–14] In this work, molecular building blocks for OSC materials for use in OPV and OLED applications are investigated. Figure 1.1 provides a simplified picture of the general processes that occur within these types of devices, emphasizing their reverse relationship to one another. While OPV devices absorb light, converting it into electric current, OLED devices require electric current to drive the emission of light. While it is true that the ideal
conditions for each of these processes are fundamentally different, OSC materials can be utilized in both types of devices.

A more detailed (though still over-simplified) example of the charge transfer processes within a solar cell is provided in Figure 1.2. An electron is excited in the donor material via absorption of light. The excitation typically involves the transition of an electron from the highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) in the material, as indicated in Figure 1.2. The excitation produces a localized exciton (i.e., an electron-hole pair). The exciton then diffuses through the donor material to the material interface. At the interface between donor and acceptor materials, the excited electron can be transferred from the donor
material to the acceptor material. This transfer is possible due to the energy level difference between these materials, as shown in the bottom of Figure 1.2. Ideally these separated charges will diffuse away from the interface toward the electrodes, generating a current in the cell.

While this picture illustrates the ideal function in a solar cell device, practical considerations can limit the power that can be achieved in a real OPV cell. For example, since the exciton may not initially form at the donor-acceptor interface, it must diffuse through the donor material without recombining. In many OSC materials, the distance the exciton may travel unimpeded through the material is limited, which means that not all excitons will necessarily reach the material interface.[14]

Bulk heterojunction devices, as illustrated schematically in Figure 1.3, provide an approach for minimizing the distance an exciton must travel before reaching the material interface.[15] In such devices, the donor and acceptor materials are mixed, thereby increasing the interface and, as a result, charge separation in the cell. However, these devices also introduce challenges associated with controlling interface morphology and recombination, as indicated in Figure 1.3.[14]
The power conversion efficiency of a solar cell is given by the ratio of the maximum output power to the input power from the incident light source:[14]

\[ \eta = \frac{P_{\text{max}}}{P_{\text{in}}} \] (1.1)

The output power is a product of the photocurrent and the potential, \( P = J \cdot V \), and for a given cell, there is a corresponding \( J_{\text{max}} \) and \( V_{\text{max}} \) that produce the maximum power the cell can achieve. These values are contained in the Fill Factor for device,

\[ FF = \frac{J_{\text{max}}V_{\text{max}}}{J_{\text{SC}}V_{\text{OC}}} \] (1.2)

which can be determined by considering the short-circuit current, \( J_{\text{SC}} \) and the open-circuit voltage, \( V_{\text{OC}} \). The \( J_{\text{SC}} \) is the photocurrent in the system (and is called the short circuit current because it occurs under no applied bias). The \( V_{\text{OC}} \) is the forward bias that can be applied to compensate the photocurrent, until the current goes to zero, as in an open circuit. In other words, the \( V_{\text{OC}} \) is the potential difference in the HOMO energy of the donor and the LUMO energy of the acceptor, as shown in Figure 1.2. Therefore the maximum power conversion efficiency is given by,

\[ \eta = \frac{J_{\text{SC}}V_{\text{OC}}FF}{P_{\text{in}}} \] (1.3)

and it can be optimized via mutual optimization of the FF, \( J_{\text{SC}} \), and \( V_{\text{OC}} \).

1.1.1 Contributing to Organic Optoelectronic Design via Computational Approaches

Designing optoelectronic devices suited for energy applications requires fundamental understanding of the charge transfer and transport processes in organic materials outlined above.[10] Device efficiency relies on several factors, some that can be con-
trolled via rational design (i.e., the energy levels of materials within the device to optimize the $V_{OC}$), and some that can be difficult or even impossible to predict prior to fabrication (i.e., micro-structural device morphology that can affect various aspects of FF, $J_{SC}$, and $V_{OC}$).[7] An increased understanding of the molecular properties that contribute to these factors is necessary to inform the development of new design strategies.

Significant computational efforts have been recently focused on developing design principles for OPV and OLED materials.[7, 8, 16–45] Ideally, computational modeling intended to contribute effectively to rational design of optoelectronic applications should be explanatory and predictive. As a result, insights gained from first principles approaches would provide the most accurate and detailed description of OSC materials. Since it is not possible to solve the exact Schrödinger equation for OPV and OLED materials, approximate methods must be utilized in order to gain molecular-level insights.

Density functional theory (DFT) provides a cost-effective computational approach for calculating optoelectronic properties in relatively large molecular systems. Furthermore, DFT provides an exact, formal treatment of molecular systems, where the energy of the system depends on the density of the system, instead of the molecular wavefunction.[46, 47] Electron interactions are fully taken into account by the exact exchange-correlation functional, although unfortunately, this exact functional remains unknown. Therefore, DFT calculations treat electron interactions according to approximate exchange-correlation functionals that are either developed on the basis of theoretical or experimental considerations (or both). Time-dependent (TD) DFT provides a corresponding density-based approach for calculating excited state properties of a system, and has become a widely used tool for characterizing excited electronic states.[48–52] The benefits and limitations in using these methods for OSC molecular systems are discussed below.
1.2 Density Functional Theory and Time-Dependent Density Functional Theory

The electronic structure problem for molecular systems involves calculating the energies of all the electrons in the system of interest. An \textit{ab initio} approach to solving this problem begins with the Schrödinger equation that describes these systems:\[53\]

\[
\hat{H}({\{r\}})\Psi({\{r\}}) = E\Psi({\{r\}}) \tag{1.4}
\]

where $E$ is the electronic energy, and $\Psi({\{r\}})$ is the wavefunction for $N$ electrons with a set of spatial coordinates $\{r\}$. The Hamiltonian, $\hat{H}({\{r\}})$, is composed of (in atomic units) kinetic energy, $\hat{T}$,

\[
\hat{T}({\{r\}}) = -\frac{1}{2} \sum_i^N \nabla_i^2 \tag{1.5}
\]

the Coulomb interaction between electrons, $V_{ee}$,

\[
\hat{V}_{ee}({\{r\}}) = \sum_{i<j}^N \frac{1}{|r_i - r_j|} \tag{1.6}
\]

and the external potential acting on the system, which is typically the Coulomb interaction between electrons and nuclei, $V_{ne}$,

\[
\hat{V}_{ne}({\{r\}}) = \sum_i^N \sum_{v}^{N_n} \frac{Z_v}{|r_i - R_v|} \tag{1.7}
\]

where $Z_v$ and $R_v$ refer to the charge and position of the $N_n$ nuclei in the system. Other external potentials, such as an applied electric field, can be incorporated as well. The eigenvalues of the Hamiltonian can be taken to form a complete, orthonormal set:

\[\int d\{x\} \Psi_k^*(\{x\}) \Psi_l(\{x\}) = \langle \Psi_k | \Psi_l \rangle = \delta_{kl}. \tag{1.8}\]
The Schrödinger equation can only be solved exactly for the most simple cases, and so in general, electronic structure methods are based on determining solutions to the Hamiltonian of a molecular system that best approximate the true energy of the system. The variation principle proves that it is possible to approximate the ground state energy using any well-behaved trial wavefunction \( \tilde{\Psi} \{r\} \) satisfying \( \langle \tilde{\Psi} | \tilde{\Psi} \rangle = 1 \) gives an upper bound to the exact ground state energy,

\[
\langle \tilde{\Psi} | \hat{H} | \tilde{\Psi} \rangle \geq E_0, \tag{1.9}
\]

the trial function can be expanded in the basis of eigenfunctions of the Hamiltonian operator, \( \Psi_k \{r\} \), where \( c_k \) are the expansion coefficients according to

\[
| \tilde{\Psi} \rangle = \sum_k c_k | \Psi_k \rangle. \tag{1.10}
\]

Accordingly,

\[
\langle \tilde{\Psi} | \tilde{\Psi} \rangle = 1 = \langle \tilde{\Psi} | \tilde{\Psi} \rangle = \sum_k \langle \tilde{\Psi} | \Psi_k \rangle \langle \Psi_k | \tilde{\Psi} \rangle = \sum_k |\langle \Psi_k | \tilde{\Psi} \rangle|^2 = \sum_k |c_k|^2. \tag{1.11}
\]

Then the expectation value of the Hamiltonian for the trial wavefunction is given by,

\[
\langle \tilde{\Psi} | \hat{H} | \tilde{\Psi} \rangle = \sum_{ij} \langle \tilde{\Psi} | \Psi_i \rangle \langle \Psi_i | \hat{H} | \Psi_j \rangle \langle \Psi_j | \tilde{\Psi} \rangle = \sum_i E_i |c_i|^2. \tag{1.12}
\]

Since \( E_i \geq E_0 \), the expectation value is always greater than or equal to the ground state energy,

\[
\langle \tilde{\Psi} | \hat{H} | \tilde{\Psi} \rangle = \sum_i E_i |c_i|^2 \geq E_0 \sum_i |c_i|^2 = E_0. \tag{1.13}
\]

The variation principle, which can be expressed as an Euler equation,

\[
E = \frac{\delta \langle \tilde{\Psi} | \hat{H} | \tilde{\Psi} \rangle}{\delta \langle \Psi | \tilde{\Psi} \rangle}. \tag{1.14}
\]
provides a way to approximate the ground state energy of a system by varying the expansion coefficients, $c_k$, to minimize the expectation value of the Hamiltonian.

### 1.2.1 Density Functional Theory (DFT)

DFT is based on the Hohenberg Kohn (HK) theorems I and II.[46] HK Theorem I states that the ground state energy can be expressed in terms of the charge density of a system. Specifically, the HK theorem shows that the ground state density of a given system determines the external potential, $v$ (up to an additive constant), and the electron number, $N$, and as a result, all other ground state properties.[54] The ground state energy can be written as a functional of the density,

$$E_v[\rho] = F_{HK}[\rho] + \int dr \rho(r)v(r),$$

(1.15)

where the HK density functional includes the kinetic energy, and electron-electron interactions,

$$F_{HK}[\rho] = T[\rho] + V_{ee}[\rho].$$

(1.16)

The HK Theorem II asserts that the variational principle applies to trial densities. For a trial density satisfying

$$\tilde{\rho}(r) \geq 0 \quad (1.17)$$

$$\int dr \tilde{\rho}(r) = N \quad (1.18)$$

the resulting energy is an upper bound for the true ground state energy

$$\langle \tilde{\Psi} | \hat{H} | \tilde{\Psi} \rangle = F_{HK}[\tilde{\rho}] + \int dr \tilde{\rho}(r)v(r) = E_v[\tilde{\rho}] \geq E_v[\rho].$$

(1.19)

The ground state density must also satisfy the stationary principle, assuming $E_v[\rho]$ is differentiable, and so a Lagrange multiplier, $\mu$, is included to assure minimization
with respect to the constraint on the density

\[ \delta \left\{ E_v[\rho] - \mu \left[ \int dr\rho(r) - N \right] \right\} = 0 \]  

(1.20)

This results in an Euler equation, which could be solved explicitly if the exact density functional \( F_{HK}[\rho] \) was known,

\[ \mu = \frac{\delta E_v[\rho]}{\delta \rho(r)} = v(r) + \frac{\delta F_{HK}[\rho]}{\delta \rho(r)}. \]  

(1.21)

Here it is important to note the Lagrange multiplier, \( \mu \), has physical significance as the chemical potential.[54]

Determining the ground state density from a trial density involves minimizing the energy according to Equation 1.19. The constrained-search approach can be used to achieve this minimization by first searching over all wavefunctions that integrate to the ground state density to find the minimum expectation value for kinetic and electron interaction energies,\( ^{ii} \) \( \langle \Psi|\hat{T} + \hat{U}|\Psi \rangle = \rho(r) \), and then out of those, searching over the densities that yield the total number of electrons, \( \int dr\rho(r) = N \):[54–56]

\[ E_0[\rho] = \min_{\rho \rightarrow N} \left[ \min_{\Psi \rightarrow \rho} \left\{ \langle \Psi|\hat{T} + \hat{U}|\Psi \rangle \right\} + \int dr\rho(r)v(r) \right]. \]  

(1.22)

The Kohn-Sham (KS) formalism is a practical implementation of DFT.[47] This approach is analogous to the Hartree-Fock (HF) approximation to the Schrödinger equation, and can provide the ”chemical intuition” typically sought in theoretical investigations. In the KS method, the real system is mapped to a fictitious non-interacting system with the same ground state density as the real system, which can be represented by a single Slater determinant. This allows the non-interacting kinetic

\(^{ii}\)Not all trial densities that integrate to the ground state density can be represented as the wavefunction for a Hamiltonian that includes an external potential \( v(r) \), and this procedure first includes N-representable densities that are represented by some asymmetric wavefunction, thereby mitigating the initial problem.
energy, $T_s$ to be solved exactly, while the remaining difference between the interacting and non-interacting kinetic energy is taken into account in the exchange-correlation functional. As in Equation 1.15, the total energy $E[\rho]$ can be written as a functional of the density,

$$E[\rho] = F_{KS}[\rho] + \int dr \rho(r)v(r),$$

(1.23)

where $v(r)$ is the external potential and $F_{KS}[\rho] = T_s[\rho] + E_H[\rho] + E_{xc}[\rho]$, where $T_s[\rho]$ is the non-interacting kinetic energy, and $E_H[\rho]$ is the classical Coulomb electron repulsion energy. The exchange-correlation energy, $E_{xc}[\rho]$, accounts for non-classical electron interactions and must be approximated in practice since the exact form of the functional is unknown. The exchange-correlation energy is defined as

$$E_{xc}[\rho] = T[\rho] - T_s[\rho] + V_{ee}[\rho] - E_H[\rho].$$

(1.24)

Separating out the non-interacting kinetic energy leads to a new Euler equation defining the chemical potential

$$\mu = v_{eff}(r) + \frac{\delta T_s[\rho]}{\delta \rho(r)},$$

(1.25)

where the effective KS potential is the functional derivative of the energy with respect to the density, and is given by

$$v_{eff}(r) = v(r) + \frac{\delta E_H[\rho]}{\delta \rho(r)} + \frac{\delta E_{xc}[\rho]}{\delta \rho(r)}$$

$$= v(r) + \int dr' \frac{\rho(r')}{|r - r'|} + V_{xc}(r).$$

(1.26)

Again, here the chemical potential is equal to the variation of energy with respect to the density.

The self-consistent KS equations provide a practical procedure for finding the ground state energy in terms of the one-electron spin orbitals $\{\psi_i(r, s)\}$. The approach
requires defining an effective one-electron Hamiltonian

\[ \hat{h}_{\text{eff}} \psi_i = \left[ -\frac{1}{2} \nabla^2 + v_{\text{eff}}(r) \right] \psi_i = \varepsilon_i \psi_i, \quad (1.27) \]

where \( \varepsilon_i \) are the orbital energies, and the electron density is given by

\[ \rho(r) = \sum_i \sum_s |\psi_i(r, s)|^2. \quad (1.28) \]

Then the total energy is determined by the density according to:

\[ E = \sum_i \varepsilon_i - \frac{1}{2} \int dr dr' \rho(r) \rho(r') \frac{1}{|r - r'|} + E_{xc}[\rho] - \int dr v_{xc}(r) \rho(r). \quad (1.29) \]

1.2.1.1 Limitations in DFT: Underestimated Frontier Orbital Gap

This section provides a brief formal discussion on the relationship between DFT frontier orbital energies and the ionization potential (IP) and electron affinity (EA), which are used to calculate the fundamental transport gap, \( E_g \), in OSC molecular systems. For an N-electron system, the IP is equal to the energy required to remove an electron from the system, and the EA is equal to the energy gained when an electron is added to the system as follows:

\[ IP(N) = E(N - 1) - E(N) \quad (1.30) \]

\[ EA(N) = E(N) - E(N + 1), \quad (1.31) \]

where \( E(x) \) refers to the ground state energy of the \( x \) electron system. Accordingly, \( IP(N + 1) = EA(N) \). The fundamental gap is then given by

\[ E_g(N) = IP(N) - EA(N). \quad (1.32) \]
The fundamental gap in OSC molecular systems can be measured experimentally, as discussed in Dandrade, et al., and Djurovich, et al.[16, 17], and can also be calculated from ground state energy differences as in Equation 1.32.

The physical significance of orbital energies in DFT derives from two important relations to the chemical potential, Janak’s theorem and the piecewise-linearity property.[1, 57–63] According to Janak’s theorem, the orbital energy is equal to the change in total energy with respect to occupation of that orbital,[57]

$$\frac{\partial E[\rho]}{\partial n_i} = \varepsilon_i$$

(1.33)

where $n_i$ is the fractional occupation number ($0 \leq n_i \leq 1$) of orbital $\psi_i$, and $\rho(r) = \sum_i^N n_i \sum_s |\psi_i(r,s)|^2$. The orbital energy therefore corresponds to the chemical potential ($\mu$) that is understood to depend on the overall electron number. However, the energy required for removing an electron from the highest occupied molecular orbital (HOMO) of the $x$ electron system is also expressed in Equation 1.30, resulting in correspondence between the HOMO energy, $\varepsilon_H^x$, and the IP energy known as the IP theorem:[1]

$$\mu(x) = \begin{cases} 
\varepsilon_H^N = -IP(N), & N - 1 < x < N \\
\varepsilon_H^{N+1} = -IP(N + 1), & N < x < N + 1.
\end{cases}$$

(1.34)

In OSC materials, the $IP(N)$ is different than the $IP(N + 1)$, indicating that the chemical potential is piecewise-linear from $N - 1$ to $N + 1$, changing at integer electron occupation number, $N$. Indeed, it has been shown that for the exact DFT functional, the total energy is piecewise-linear with respect to the change in electron number, as illustrated by the solid line in Figure 1.4, where the slope is equal to the chemical potential.[1] While these relations hold for the exact DFT energy functional, widely-used approximations (e.g. the LDA, GGA, or hybrid functionals) do not exhibit
the piecewise-linearity property, leading to calculated gas phase orbital energies that speciously produce condensed phase results.

The physical significance of the HOMO energies leads us to consider the relation between the fundamental gap in Equation 1.32 and the DFT HOMO-LUMO gap, 

\[ E_{g}^{HL}(N) = \varepsilon_{L}^{N} - \varepsilon_{H}^{N}, \]

where \( \varepsilon_{L}^{N} \) is the LUMO energy. We point out that the HOMO-LUMO gap is a \( N \) electron quantity, while the fundamental gap requires consideration of the \( N - 1 \) and \( N + 1 \) electron systems as well. Combining Equations 1.32 and 1.34 reveals that the fundamental and HOMO-LUMO gaps are related by the difference between the HOMO of the \( N + 1 \) electron system and the LUMO of the \( N \) electron system

\[
E_{g}(N) - E_{g}^{HL}(N) = (\varepsilon_{H}^{N+1} - \varepsilon_{H}^{N}) - (\varepsilon_{L}^{N} - \varepsilon_{H}^{N}) \\
= \varepsilon_{H}^{N+1} - \varepsilon_{L}^{N}.
\]

(1.35)

In other words, the energy of the LUMO in the \( N \) electron system when it is empty is different than when it is occupied by a fractional charge \( (x = N + f; 0 < f < 1) \).[64]

This difference in LUMO energy is reflected by the change in the chemical potential that occurs at integer electron number.[1–3, 59, 64–66] As Figure 1.4 and Equation 1.39 (below) indicate, the jump in chemical potential also requires that the exact DFT potential must jump by a constant referred to as the derivative discontinuity, \( \Delta_{xc} \), where[59, 60]

\[
\Delta_{xc} = v_{xc}^{+}(r) - v_{xc}^{-}(r).
\]

(1.36)

The LUMO energy of the \( N + f \) electron system at the limit \( f \to 0 \) is determined by the potential \( v_{xc}^{+}(r) \) resulting in \( \varepsilon_{L}^{+} = -EA \). However, when determined by the potential \( v_{xc}^{-}(r) \) corresponding to the \( N - f \) electron system (i.e. the potential at which \( \varepsilon_{H}^{N} = -IP(N) \)), the LUMO differs from the \( -EA \) by a constant: \( \varepsilon_{L}^{-} = -EA - \Delta_{xc} \).[64]

Accordingly, the difference between the HOMO-LUMO gap and fundamental gap in
Figure 1.4: The energy should be piecewise linear dependent on the electronic occupation number in the grand canonical ensemble.[1] Here this behavior is illustrated using the experimental gas phase IP and EA of carbon (green solid curve). [Data are taken from the National Institute of Standards and Technology web book at (http://webbook.nist.gov).] At integer electron numbers, the chemical potential exhibits a discontinuity. Widely-used implementations of DFT do not possess this discontinuity, compensating for the change in chemical potential via curvature (shown schematically here as the gray dashed curve).[2, 3]

Equation 1.35 is equal to the derivative discontinuity:.[2, 3, 64, 67]

\[
E_g(N) - E_{g\text{HL}}(N) = IP(N) - EA(N) - (\varepsilon^N_L - \varepsilon^N_H)
= \Delta_{xc}
\]  

(1.37)

In general, the derivative discontinuity arises when we consider an \(x\) electron system, where \(x = N \pm f\) and \(0 < f < 1\). The chemical potential of an \(x\) electron system is given by Eq. 1.34, according to which the chemical potential exhibits a discontinuity at integer electron number (i.e., \(x = N\), as shown in Figure 1.4.[1] According to Eq. 1.25, the difference in the chemical potential at the limit \(f \to 0\) for
\( N \pm f \) is given by

\[
\Delta \mu = \lim_{f \to 0} \{ \mu(N + f) - \mu(N - f) \}
\]

\[
= \lim_{f \to 0} \left\{ \left[ v_{\text{eff}}(r) + \frac{\delta T_s[\rho]}{\delta \rho(r)} \right]_{N+f} - \left[ v_{\text{eff}}(r) + \frac{\delta T_s[\rho]}{\delta \rho(r)} \right]_{N-f} \right\}.
\] (1.38)

The external potential and classical Coulomb potential are continuous with respect to the density, and so do not contribute to the discontinuity at integer particle number.\([2, 64–68]\) Therefore the change in chemical potential is related to the kinetic energy and exchange correlation potential, so that Eq. 1.38 becomes

\[
\Delta \mu = \lim_{f \to 0} \left[ \frac{\delta T_s[\rho]}{\delta \rho(r)} \right]_{N+f} - \frac{\delta E_{xc}[\rho]}{\delta \rho(r)} \bigg|_{N+f} - \frac{\delta E_{xc}[\rho]}{\delta \rho(r)} \bigg|_{N-f}. \] (1.39)

It has been shown that the difference in kinetic energy terms in Eq. 1.39 are equal to the DFT orbital energies, so that the change in chemical potential is due to the difference in orbital energies plus the derivative discontinuity, \( \Delta_{xc} \),\([60, 67]\)

\[
\Delta \mu = \varepsilon_L^N - \varepsilon_H^N + v_{xc}^+(r) - v_{xc}^-(r)
\]

\[
= \varepsilon_L^N - \varepsilon_H^N + \Delta_{xc}. \] (1.40)

The difference in chemical potential at the limit \( f \to 0 \) for \( N \pm f \) is also given by the fundamental gap, according to Eq. 1.34.

\[
\Delta \mu = -IP(N + 1) - (-IP(N))
\]

\[
= IP(N) - EA(N)
\]

\[
= E_g \] (1.41)

Equating \( \Delta \mu \) and \( E_g \) also leads to Eq. 1.37, where the difference in the fundamental gap and the HOMO-LUMO gap is given by the \( \Delta_{xc} \).
While the exact DFT energy functional must possess a discontinuity in the chemical potential, conventional approximate DFT functionals are analytical and therefore do not possess the required derivative discontinuity.\(^{\text{iii}}\)\(^{[69]}\) Instead, the approximate potentials compensate for the missing \(\Delta_{xc}\), exhibiting curvature at integer particle number instead of piecewise-linear behavior as illustrated by the dashed curve in Figure 1.4.\(^{[2, 64, 68]}\) As a result, the \(v_{xc}\) underestimates and \(v_{xc}^+\) overestimates the chemical potential at the limit where \(f \to 0\). This behavior results in \(-\varepsilon_H\) (\(-\varepsilon_L\)) values that are lower (higher) than the experimental \(IP\) (\(EA\)). Namely, within approximate DFT, the HOMO-LUMO gap underestimates the fundamental gap.

1.2.2 Time-Dependent Density Functional Theory (TDDFT)

Analogous to the HK theorems, TDDFT is based on the Runge-Gross (RG) theorems, which state that the time-dependent external potential, up to a spatially constant, time dependent function, and the the time dependent wavefunction, up to a phase factor, are determined by the exact time dependent electron density of the system.\(^{[48]}\) The RG theorems also include a variational principle based on the action instead of on the total energy. We consider a wavefunction that is the solution to the time-dependent Schrödinger equation

\[
i \frac{\partial}{\partial t} \Psi(r, t) = \hat{H}(r, t)\Psi(r, t) = [\hat{T}(r) + \hat{V}_{ee}(r) + \hat{V}_{ne}(r) + \hat{V}(t)]\Psi(r, t) \quad (1.42)
\]

where the external time-dependent potential is the sum of one-electron time dependent potentials

\[
\hat{V}(t) = \sum_{i} \hat{v}(r_i, t) \quad (1.43)
\]

\(^{\text{iii}}\)It was recently shown that within an ensemble DFT approach, conventional functionals such as the LDA can in fact possess a derivative discontinuity.\(^{[69]}\) However, these discontinuities do not affect standard calculations which do not follow the ensemble approach.
and the density is given by

\[ \rho(r, t) = \int dr |\Psi(r, t)|^2. \]  (1.44)

Then the action, which is given by,

\[ A[\rho] = \int_{t_0}^{t_1} dt \langle \Psi[\rho](r, t)|i \frac{\partial}{\partial t} - \hat{H}(r)\rangle \Psi[\rho](r, t) \rangle \]  (1.45)

should be stationary with respect to variations of the density,

\[ \frac{\delta A[\rho]}{\delta \rho(r, t)} = 0. \]  (1.46)

Similar to ground state DFT, the KS approach can be applied to provide a practical way to minimize the action with respect to the density. The Hamiltonian can be separated into an internal Hamiltonian independent of the external potential and an external part that does depend on the potential, and so the action can likewise be separated in terms of a universal action, \( B[\rho] \), independent of the external potential for a given number of electrons.

\[ A[\rho] = B[\rho] - \int_{t_0}^{t_1} dt \int dr \rho(r, t)v(r, t), \]  (1.47)

where the universal action is given by

\[ B[\rho] = \int_{t_0}^{t_1} dt \langle \Psi[\rho](r, t)|i \frac{\partial}{\partial t} - \hat{T}(r) + \hat{V}_{ee}(r)\rangle \Psi[\rho](r, t) \rangle \]  (1.48)

According to the KS approach, the real time-dependent system can be mapped to a fictitious non-interacting system with the same time-dependent density. The non-interacting system can be represented by a single Slater determinant composed of
single electron orbitals that are solutions to the time-dependent Schrödinger equation:

\[ i \frac{\partial}{\partial t} \phi_i(r, t) = \left( -\frac{1}{2} + v(r, t) + \int dr' \frac{\rho(r', t)}{|r - r'|} + \frac{\delta A_{xc}}{\delta \rho(r, t)} \right) \phi_i(r, t) \]  \hspace{1cm} (1.49)

where,

\[ \rho(r, t) = \sum_i \sum_s |\psi_i(r, s, t)|^2. \]  \hspace{1cm} (1.50)

Here the time-dependent KS potential, \( v_S(r, t) \) is given by

\[ v_S(r, t) = v(r, t) + \int dr' \frac{\rho(r', t)}{|r - r'|} + \delta A_{xc} \]  \hspace{1cm} (1.51)

The action of the real system can be written in terms of the universal action of the non-interacting system,

\[ A[\rho] = B_S[\rho] - t_1 \int_{t_0}^{t_1} dt dr \rho(r, t)v(r, t) - \frac{1}{2} \int_{t_0}^{t_1} dt \int dr \int dr' \frac{\rho(r, t)\rho(r', t)}{|r - r'|} - A_{xc}[\rho] \]  \hspace{1cm} (1.52)

where

\[ B_S[\rho] = \int_{t_0}^{t_1} dt \langle \Psi[\rho](r, t)|i \frac{\partial}{\partial t} - \hat{T}_S(r)|\Psi[\rho](r, t) \rangle \]  \hspace{1cm} (1.53)

and

\[ A_{xc}[\rho] = B_S[\rho] - \frac{1}{2} \int_{t_0}^{t_1} dt \int dr \int dr' \frac{\rho(r, t)\rho(r', t)}{|r - r'|} - B[\rho]. \]  \hspace{1cm} (1.54)

This gives a new Euler equation (when evaluated at the exact interacting density to preserve causality)[70, 71]

\[ \frac{\delta B[\rho]}{\delta \rho(r, t)} \bigg|_{\rho = \rho(r, t)} = v_S(r, t). \]  \hspace{1cm} (1.55)

The functional derivative of the exchange-correlation action is extremely complex, and therefore the adiabatic approximation is applied so that the ground state
exchange correlation potential can be used in practice. The adiabatic approximation assumes the exchange-correlation action is local in time so that the variation of the action with respect to the time-dependent density is equivalent to the variation of the energy with respect to the density evaluated at time, t:

$$v_{xc}[^{\rho}](r, t) = \frac{\delta A_{xc}[\rho]}{\delta \rho(r, t)} \approx \frac{\delta E_{xc}[\rho]}{\delta \rho_{t}(r)} = v_{xc}[\rho_{t}](r). \quad (1.56)$$

In order to obtain excited state properties, the time-dependent KS equations can be written in terms of linear response theory, which provides the time-dependent response of the density of the ground state system to a weak perturbing electric field. The change in the ground state density of a system in response to a small change in the external potential is given by[72]

$$\delta \rho_\sigma(r, \omega) = \sum_{\sigma'} \int dr' \chi_{\sigma\sigma'}(r, r', w) \delta v_{ext\sigma'}(r', \omega), \quad (1.57)$$

where $\chi(r, r', w)$ is the linear density response function. In terms of the KS orbitals, this function becomes

$$\delta \rho_\sigma(r, \omega) = \sum_{\sigma'} \int dr' \chi_{KS\sigma\sigma'}(r, r', w) \delta v_{KS\sigma'}(r', \omega), \quad (1.58)$$

where the variation in the KS potential is

$$\delta v_{KS\sigma}(r, \omega) = \delta v_{ext\sigma}(r, \omega) + \int dr' \frac{\delta \rho(r', \omega)}{|r - r'|} + \sum_{\sigma'} \int dr' f_{xc\sigma\sigma'}(r, r', \omega) \delta \rho_{\sigma'}(r', \omega) \quad (1.59)$$

where $\delta \rho = \delta \rho \uparrow + \delta \rho \downarrow$ and $f_{xc\sigma\sigma'}(r, r', \omega)$ is the Fourier transform of the exchange correlation kernel,

$$f_{[xc\sigma\sigma'][\delta \rho \uparrow, \delta \rho \downarrow]}(r, r', t - t') = \frac{\delta v_{xc\sigma}[\delta \rho \uparrow, \delta \rho \downarrow](r, t)}{\delta \rho_{\sigma'}(r', t')} \quad (1.60)$$
The linear density response function is given by,

$$\chi_{KS\sigma'\sigma}(r, r', w) = \delta_{\sigma\sigma'} \sum_{jk} (f_{k\sigma} - f_{j\sigma}) \frac{\phi_{j\sigma}(r)\phi_{j\sigma}^*(r')\phi_{k\sigma}(r')\phi_{k\sigma}^*(r)}{\omega - (\varepsilon_{j\sigma} - \varepsilon_{k\sigma}) + i\eta},$$ (1.61)

where $\phi_{j\sigma}$ and $\varepsilon_{j\sigma}$ are the KS orbitals and corresponding energies, $f_{j\sigma}$ is the orbital occupation number, and $\eta$ is a positive infinitesimal. Applying algebraic manipulations and the single pole approximation, which assumes a single particle excitation between one occupied and one virtual orbital, results in the Casida equations, where the linear response is represented as an eigenvalue problem (in the random phase approximation [RPA]):[51, 52, 73, 74]

$$\begin{pmatrix} A & B \\ B^* & A^* \end{pmatrix} \begin{pmatrix} X \\ Y \end{pmatrix} = \omega \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} X \\ Y \end{pmatrix}$$ (1.62)

Here $X$ and $Y$ represent the occupied-to-virtual and virtual-to-occupied contributions to the perturbation density in the molecular orbital representation, and $\omega$ is the transition frequency. The matrix elements $A$ and $B$ are given by

$$A_{ia\sigma, jb\sigma'} = (i_\sigma a_\sigma | r_{12}^{-1} | j_{\sigma'} b_{\sigma'}) + (1 - c_{HF})(i_\sigma a_\sigma | f_{\sigma\sigma'} | j_{\sigma'} b_{\sigma'}) - c_{HF}\delta_{\sigma\sigma'}(i_\sigma j_\sigma | r_{12}^{-1} | a_{\sigma'} b_{\sigma'}) + \delta_{\sigma\sigma'}\delta_{ij}\delta_{ab}(\epsilon_{a\sigma} - \epsilon_{i\sigma'})$$ (1.63)

$$B_{ia\sigma, jb\sigma'} = (i_\sigma a_\sigma | r_{12}^{-1} | b_{\sigma'} j_{\sigma'}) + (1 - c_{HF})(i_\sigma a_\sigma | f_{\sigma\sigma'} | b_{\sigma'} j_{\sigma'}) - c_{HF}\delta_{\sigma\sigma'}(i_\sigma b_\sigma | r_{12}^{-1} | a_{\sigma'} j_{\sigma'})$$ (1.64)

where $i, j$ and $a, b$ are indices for the ground-state occupied orbitals and virtual orbitals, respectively, $\sigma, \sigma'$ are the spin indices, $\epsilon$ is the orbital energy, $c_{HF}$ is the percentage of HF exchange included in a hybrid functional.
1.2.2.1 Limitations in TDDFT: Underestimated Charge Transfer Excitations

The approximate implementations of TDDFT can pose serious limitations, for example, in treating CT states.[75–80] The limitations for treating CT using TDDFT are due, in part, to the inability of conventional local exchange-correlation kernels to account for the distance-dependent exchange contributions when treating transitions between orbitals with zero spatial overlap.[80–85] This failure can be observed by considering Equations 1.63 and 1.64.

In the case of a transition between spatially separated orbitals (off-site), when using a pure density exchange-correlation functional \( c_{HF} = 0 \), all terms in A and B vanish due to orthogonality, except for the last term in A [Equation 1.63], which corresponds to the energy difference between participating orbitals.[80] In this way, the CT excitation energies are approximated as the energy difference between the spatially separated orbitals. If these orbitals are, for example, frontier orbitals in a donor-acceptor system, such as potential building blocks for organic semiconducting materials, then the CT state energy is underestimated due to underestimated orbital energies, which result from the missing derivative discontinuity in the exchange correlation functional.[1, 57, 59, 60, 86–90] The CT state energies can be further underestimated since the electrostatic electron-hole interaction is neglected. As a result, the CT state energies lack the correct distance dependence, and are equal to the orbital energy difference regardless of the separation between the charges.

When a hybrid XC-functional is used, the exchange term in A does not vanish [third term in Equation 1.63], but depends linearly on \( c_{HF} \), and thus partial distance dependence is captured in the excitation energy. The third term in B [Equation 1.64] will vanish however, because the spatial overlap will be zero for \( i, b \), and \( j, a \) when the spatial overlap is non-zero for \( i, j \) and \( a, b \). Although hybrid functionals may partially compensate for some of the discrepancy in off-site excitation energies, the
final result often remains significantly underestimated as a result of underestimated orbital energies.

The $B$ terms are neglected in the Tamm-Dancoff Approximation (TDA)[91–93], and so the TDA expression for a charge transfer state becomes equivalent to the full TDDFT. Therefore, for pure CT excitations, TDDFT and TDA predict the same excitation energies.[80, 91–93] These relations are confirmed for the off-site excitations in the symmetric systems that are analyzed in Chapter 2.

1.2.3 Range-Separated Hybrid Functionals as Solutions to DFT Limitations

RSH functionals have been designed to overcome the limitations of conventional functionals discussed above.[88, 90, 94–106] These functionals are based on the Generalized KS (GKS) formalism, in which the KS scheme is extended to include non-local effective potentials, $v_{\text{eff}}(r, r').$[88, 89]

The KS approach provides a way to minimize the expectation value of the Hamiltonian (see Equation 1.22), without requiring calculation of the many-body wavefunction. Instead, the wavefunction can be replaced with a Slater determinant, composed of single-particle orbitals, that refers to a non-interacting system with the same density. The GKS scheme extends this idea to interacting reference systems, where some of the electron-interactions are incorporated along with the kinetic energy.[89] In this way, the expectation value of the Hamiltonian is expected to approach the true energy of the real system, depending on the choice of reference system.

The HK functional in Equation 1.23 can be rewritten in terms of a functional of the Slater determinants corresponding to the reference system, $S[\Phi]$, and the remainder part related to electron interactions not taken into account by $S[\Phi]$, referred to as
the GKS correlation energy, $E^{GKS}_c$ [89, 90]

\[
F_{HK}[\rho] = F_S[\rho] + R_S[\rho].
\]  

(1.65)

Then the total energy is given by

\[
E_0[\rho] = \min_{\rho \to N} \left[ F_S[\rho] + E^{GKS}_c[\rho] + \int dr \rho(r) v(r) \right]
= \min_{\rho \to N} \left[ \min_{\Phi \to \rho} S[\Phi] + E^{GKS}_c[\rho] + \int dr \rho(r) v(r) \right]
= \min_{\Phi \to N} \left[ S[\Phi] + E^{GKS}_c[\rho[\Phi]] + \int dr \rho([\Phi]; r) v(r) \right]
= \min_{\{\phi_i\} \to N} \left[ S[\{\phi_i\}] + E^{GKS}_c[\rho[\{\phi_i\}]] + \int dr \rho([\{\phi_i\}; r) v(r) \right].
\]  

(1.66)

The resulting GKS equations are analogous to the KS equations, however, the exchange-correlation energy is an orbital functional in the GKS approach.

\[
\left(-\frac{1}{2} \nabla^2 + v(r) + v_H(r)\right) \phi_j(r) + \hat{K}_x \phi_j(r) + v^{GKS}_c(r) \phi_j(r) = \varepsilon_j \phi_j(r)
\]

(1.67)

where

\[
\hat{K}_x \phi_j(r) = \frac{\delta E^{GKS}_x}{\delta \phi_j(r)} = - \sum_i^N \phi_i(r) \int dr \frac{\phi_k(r') \phi_k(r')}{|r - r'|}
\]  

(1.68)

and

\[
v^{GKS}_c(r) = \frac{\delta E^{GKS}_c}{\delta \rho(r)}.
\]  

(1.69)

According to this approach, RSH can incorporate exact non-local exchange to accurately treat the long range Coulomb interactions. The exchange consists of two terms, one corresponding to long-range and another to short-range contributions via a range-separation parameter, $\gamma$:

\[
E^{RSH}_{xc}[\{\phi_j\}] = E^{GKS}_x[\{\phi_j\}] + \int dr \varepsilon^{c\gamma}_x(\rho(r)) \rho(r) + \int dr \varepsilon^{\gamma-HEG}_x(\rho(r)) \rho(r) - E^{\gamma}_x[\{\phi_j\}]
\]

(1.70)
where $\varepsilon_x^{HEG}$ and $\varepsilon_c^H$ are the exchange and correlation energies per electron (in this case, for the homogeneous electron gas), and where

$$E^\gamma_x[\{\phi_j\}] = \frac{1}{2} \int dr \int dr' \left| \sum_j \phi_j(r)\phi_j(r') \right|^2 y_\gamma(|r-r'|). \quad (1.71)$$

$E^\gamma_x[\{\phi_j\}]$ accounts for short-range, screened electron interactions via $y_\gamma(|r-r'|)$, which is often the Yukawa potential, $y_\gamma(r) = \frac{e^{-\gamma r}}{r}$, or the complimentary error function, $y_\gamma(r) = \frac{erfc(\gamma r)}{r}$.

The corresponding GKS equations for the RSH approach are given by

$$(-\frac{1}{2}\nabla^2 + v(r) + v_H(r) + v_x^\gamma(r) + v_c^\gamma(r))\phi_j(r) + \hat{K}_x^\gamma\phi_j(r) = \varepsilon_j\phi_j(r) \quad (1.72)$$

where

$$K_x^\gamma\phi_j(r) = \frac{\delta E^\gamma_x}{\delta \phi_j(r)} = -\sum_i \phi_i(r) \int dr\phi_k(r')\phi_k(r')\bar{y}_\gamma(|r-r'|). \quad (1.73)$$

and $\bar{y}_\gamma$ is a complimentary electron interaction. The sum of the exchange interactions for adhere to the correct asymptotic decay of the potential with particle separation, which is why the complimentary switching functions between short and long range interactions are required: $\frac{1}{r} = \frac{erfc(\gamma r)}{r} + \frac{erf(\gamma r)}{r}$.\[90\]

1.2.3.1 Solutions to DFT Limitations

RSH functionals can provide a practical means to address the underestimated frontier orbital gap in DFT by reducing the size of the derivative discontinuity\[107\] and by minimizing the curvature in $v_{eff}(r)$, thereby mimicking the correct piecewise linear behavior.\[2, 3, 66, 108, 109\]

First of all, it has been shown that the non-local contributions to the $\Delta_{xc}$ are included in the GKS orbital energies along with the kinetic energy terms, resulting in a larger HOMO-LUMO gap and smaller $\Delta_{xc}$ in the GKS approach than in the KS
approach.\textsuperscript{[107]} Secondly, $\gamma$ can be tuned to minimize the difference in IP and $-\varepsilon_H$ of the neutral ($N$) and anionic ($N+1$) electron systems, and thereby minimize the curvature in $v_{\text{eff}}(r)$.\textsuperscript{[86]} In this scheme, the parameter is determined by minimizing $J^2(\gamma)$,\textsuperscript{[86]}

$$J^2(\gamma) = \sum_{x=N,N+1} [IP^\gamma(x) + \varepsilon_H^\gamma(x)]^2. \quad (1.74)$$

This optimal tuning procedure minimizes the curvature of the chemical potential at integer electron number, reducing the underestimation of the $-\varepsilon_H$ (IP) values.\textsuperscript{[2, 66, 86, 108, 110, 111]} Equation 1.74 also reduces overestimation of the $-\varepsilon_L$ (EA) when the difference in $\varepsilon_L^N$ and $\varepsilon_H^{N+1}$ (i.e., $\Delta_{xc}$) is small.

RSH functionals address the limitations of TDDFT in treating transitions between spatially separated orbitals. It is the explicit non-local HF exchange in the XC-potential, $r^{-1}_{\gamma} f_{\gamma}(\gamma r)$, which prevents the long-range Coulomb interaction term (third term in $A$ \cite{Equation 1.63}) from vanishing.\textsuperscript{[85]} Therefore, when a RSH functional is employed, the matrix element for an off-site excitation with zero spatial overlap between orbitals $i$ and $a$ is given by,

$$A^\text{RSH}_{ia,jb} (\text{off-site}) = \delta_{\sigma\sigma'} \delta_{ij} \delta_{ab} (\varepsilon_{a\sigma} - \varepsilon_{i\sigma'}) - \delta_{\sigma\sigma'} (i\sigma,j\sigma) r^{-1}_{12} f_{12} (\gamma r_{12}) a_{\sigma'} b_{\sigma'}. \quad (1.75)$$

The excitation energy for transitions between spatially separated orbitals is then equal to the orbital energy gap minus the distance-dependent Coulomb interaction.

While the system-dependent OT-RSH approach is an important step forward in improving the capability of DFT to reliably describe charge polarization and transfer in OSC materials, these approaches are not without limitations. For example, including an optimally-tuned range-separation parameter is known to violate size consistency. Karolewski, et al. recently reported errors related to this issue.\textsuperscript{[112]} Körzdörfer, et al. have also examined the range-separation parameter within the OT-RSH approach for polymers and other OSC molecules, demonstrating the $\gamma$ de-
pendence on system size and orbital character.\textsuperscript{[113, 114]} These limitation does not seem to affect the quality of the OT-RSH treatment in the small to medium-sized OSC molecular building blocks considered in this thesis.
CHAPTER II

Benchmarking Novel Range Separated Hybrid Density Functionals for Ground and Excited State Properties

2.1 Orbital Gap Predictions for Rational Design of Organic Photovoltaic Materials
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2.1.1 Introduction

Significant computational efforts have been recently focused on developing design principles for organic photovoltaics (OPV) and organic light emitting diodes (OLED).[8, 16–45] An important aspect of device design is understanding how fundamental properties of organic semiconducting (OSC) molecules are affected by the environment. For example, the ionization potential (IP) and electron affinity (EA) of OSCs play a vital role in electron transfer and transport processes, and these values have been shown to depend on the molecular environment in which they are measured.[16, 17, 115] Several studies investigating such environmental effects com-
pare gas phase, solution, and thin film experiments, thereby addressing the confusion in the literature related to the different types of IP and EA measurements. [16, 17] Unfortunately discrepancies still remain in the comparison between experimental and calculated properties, a particularly notable example of which is the accidental agreement between gas phase calculated orbital energies and condensed phase measured IPs and EAs.[16–19, 21, 22, 40, 41, 116]

While in general it is expected that computational modeling provides fundamental understanding of molecular systems, theoretical insights are unreliable when the underlying computational method succeeds due to an uncontrolled cancellation of errors.[18, 19, 21] Despite the benefits of using the DFT computational approach, widely-used implementations of DFT have been shown to systematically underestimate the IP, and overestimate the EA, obtained from calculated molecular orbital energies.[2, 64, 66, 69, 87, 108, 117] In fact, these values calculated at the gas phase erroneously compare quite well with condensed phase IP and EA measurements, rendering the resulting molecular level insights uncertain. [17–19, 21, 22, 40] For example, Djurovich et al. pointed out the correlation between inverse photoelectron spectroscopy EA measurements performed on thin films and calculated lowest unoccupied molecular orbital (LUMO) energies ($\varepsilon_L$) of single molecules in the gas phase.[17]

Clearly, gas phase calculations should not account for solid state effects, which are expected to vary across the wide range of OSC molecules. Instead, environmental effects should be carefully taken into account. Indeed, properly considering these effects in conventional DFT calculations reveals the specious agreement between gas phase orbital energies and condensed phase IP and EA measurements.

This work demonstrates the previously observed discrepancies in conventional DFT methods for predicting (gas phase) IP and EA energies of relevant OSC molecules.[1, 40, 66] Optimally-tuned range-separated hybrid (OT-RSH) DFT approaches offer improvements to gas phase IP and EA energies compared to conventional approaches.[1,
2, 40, 66, 108, 111] In particular, this study shows the improved modeling for condensed phase IP and EA properties of OSC molecules afforded by an OT-RSH DFT based approach. Specifically, we show that

1. orbital energies calculated at the gas phase using OT-RSH functionals compare well to gas phase measured IPs and EAs, thereby improving the notoriously underestimated band gap associated with conventional functionals.

2. orbital energies corrected for solid state effects using a polarizable continuum model (PCM) compare well to experimentally measured thin film IP and EA, thereby achieving reliable modeling of electron transport properties.

Thus, this study demonstrates that the OT-RSH approach achieves a predictive quality in modeling IP and EA properties and therefore can provide a theoretical foundation for developing design principles in organic optoelectronic devices.

2.1.2 Computational Methods

In this study, we analyze the IP and EA of a subset of the OSC molecules considered in Djurovich, et al., as shown in Figs. 2.1 and 2.2.[17] Molecular geometries were calculated using the B3LYP[118–121] functional. IP and EA were calculated from the orbital energies obtained using both B3LYP functional and the OT-RSH Baer-Neuhauser-Livshits functional (BNL).[86, 102, 103] Calculations were performed using the cc-pVTZ basis set, except for the CuPc molecule, for which calculations utilized the LANL2DZ effective core potential for the metal atom and 6-311+G(d,p) basis set for all other atoms. All calculations were performed using the Q-Chem version 4.1 software package.[122]

To approximate thin film effects on the RSH-BNL IP and EA values,[18, 19, 21] we also obtained the IPs and EAs using total energy differences of the neutral and ionic species (also known as the ∆SCF method[123]) at both the gas phase
and using the switching gaussian conductor-like screening model (SWIG-COSMO) PCM.[124–126] The PCM calculation for each molecule was carried out using the corresponding dielectric constant of that molecule. The dielectric constants were calculated according to the Clausius-Mossotti equation, which expresses the dielectric constant of a material by:

$$\epsilon = \left(1 + \frac{8\pi\alpha}{3V}\right)\left(1 - \frac{4\pi\alpha}{3V}\right)^{-1}$$  \hspace{1cm} (2.1)

where $\epsilon$ is the dielectric constant, $\alpha$ is the isotropic polarizability, and $V$ is the molecular volume. The isotropic polarizability was calculated using the B3LYP functional. The molecular volume was approximated based on the molecular surface area determined from the van der Waals surface generated during the PCM calculation.[18, 19, 21] The molecular volume was defined as the volume contained within a sphere having a surface area equivalent to the calculated molecular surface area. The calculated solvent parameters are provided in Appendix A.

The thin film IPs and EAs were determined by a direct calculation of the total energy using PCM, as well as by applying a PCM-based correction to the gas phase orbital energies. The environment-affected orbital energies are determined by adding the PCM effect on the IP and EA to the gas phase orbital energies:

$$\epsilon'_H = \epsilon_H + [IP_{gas-phase} - IP_{PCM}]$$  \hspace{1cm} (2.2)

$$\epsilon'_L = \epsilon_L + [EA_{gas-phase} - EA_{PCM}]$$  \hspace{1cm} (2.3)

The $IP_{gas-phase}$ and $EA_{gas-phase}$ are defined in Eqs. 2.4 and 2.5:

$$IP(N)_{gas-phase} = E(N - 1)_{gas-phase} - E(N)_{gas-phase}$$  \hspace{1cm} (2.4)

$$EA(N)_{gas-phase} = E(N)_{gas-phase} - E(N + 1)_{gas-phase}.$$  \hspace{1cm} (2.5)
where $E(x)$ refers to the ground state energy of the $x$ electron system. The $IP^{PCM}$ and $EA^{PCM}$ are the total PCM energy differences ($\Delta$SCF) between the neutral, anion, and cation energies expressed as:

$$IP^{PCM} = E^{PCM}(N - 1) - E^{PCM}(N)$$

(2.6)

$$EA^{PCM} = E^{PCM}(N) - E^{PCM}(N + 1)$$

(2.7)

In all OT-RSH PCM calculations, the optimization parameter ($\gamma$) is set to the corresponding gas phase value according to Equation 1.74.[111] This approximation is valid when the condensed phase environment (e.g. thin film) corresponds to a relatively weak polarizing dielectric resulting with little effect on the electronic densities of neutral molecule, as is the case for the molecules in this study. We point out that the PCM model is appropriate to represent the electrostatic environment effects, though more direct solid-state (periodic) calculations are another option that has been pursued.[111, 127]

### 2.1.3 Results and Discussion

We begin by comparing our computational results to gas phase measurements of the IP and EA for a benchmark set of small molecular OSC materials. The experimental gas phase energies used for comparison in this study were obtained from the NIST database,\(^\text{i}\) except for those of phthalocyanines for which we used values reported by Berkowitz.\(^\text{ii}\)[131] Figure 2.1 provides a comparison between the experimen-

\(^\text{i}\)Data are taken from the National Institute of Standards and Technology web book at [http://webbook.nist.gov]. The given values are the averages of the different experimental gas-phase vertical ionization potentials and electron affinities reported in the web book.

\(^\text{ii}\)The values reported in the NIST database by Eley, et. al.[128] for $H_2Pc$ and $CuPc$ (7.36 eV and 7.37 eV, respectively) differ from values reported in later studies.[129, 130] The later studies utilized experimental gas-phase IP energies for $H_2Pc$ and $CuPc$ (6.41 eV and 6.38 eV, respectively) reported by Berkowitz.[131] Berkowitz acknowledges that values reported in previous work by Eley, et al. may contain artifacts from the experimental method. Furthermore, a recent GW-BSE study corroborates the Berkowitz measurement.[130] In the current study, therefore, we compare our calculated results to the experimental values reported by Berkowitz.
Figure 2.1: OT-BNL and B3LYP $-\varepsilon_H$ calculated at the gas-phase compared to experimental IP measured in gas and condensed phase. Absolute errors between gas phase calculated and experimental energies are given by $\Delta\varepsilon_H = |\varepsilon_H^{\text{calc}} - \varepsilon_H^{\text{exp}}|$ (eV)
tally measured and calculated IP values for a range of small molecules with potential
applications in optoelectronic devices. As shown in Figure 2.1, the OT-RSH BNL
$\varepsilon_H$ agrees well with the experimental gas phase IP energies. The absolute errors,
$\Delta\varepsilon_H$, between the gas phase experimental and calculated results are provided in the
bottom of Figure 2.1. The mean absolute error (MAE) and standard deviation of
$\Delta\varepsilon_H$, 0.35 eV and 0.18 eV, respectively, are provided in Table 2.1. The $\Delta\varepsilon_H$ for the
set of molecules range from 0.06 eV to 0.62 eV. Similarly, the OT-BNL $-\varepsilon_L$ energies
are compared to experimental EAs in Figure 2.2. The MAE and standard deviation of
$\Delta\varepsilon_L$, 0.56 eV and 0.26 eV, respectively, are also provided in Table 2.1. As
shown in Table 2.1, the MAE and standard deviation of $\Delta\varepsilon_L$ are larger than for $\Delta\varepsilon_H$.
This trend is expected, since the EA is only equal to $\varepsilon_L$ when $\varepsilon_L(N) = \varepsilon_H(N + 1)$,
according to Equation 1.34.

In all cases, the OT-BNL functional predicts orbital energies in better agreement
with gas phase experimental values than the conventional B3LYP functional. Table
2.1 points out that the MAE of 1.92 eV between gas phase B3LYP $-\varepsilon_H$ and exper-
imental IP energies is substantially higher than the BNL value of 0.35 eV. Likewise,
the MAE between calculated and experimental EA energies for B3LYP, 1.32 eV, is
also greater than that for BNL, 0.56 eV. While the standard deviations of $\Delta\varepsilon_H/L$ are
similar in magnitude for BNL and B3LYP, the approaches exhibit opposite trends re-
garding the variation of $\Delta\varepsilon_H$ compared to $\Delta\varepsilon_L$. For B3LYP, the standard deviation is
greater for $\Delta\varepsilon_H$ than $\Delta\varepsilon_L$. This could be attributed to the fairly homogenous subset
of molecules with experimental EAs considered in this study (e.g., mostly acenes),
though as mentioned previously, we would typically expect the trend found for the
BNL functional. A greater variation in $\Delta\varepsilon_L$ than $\Delta\varepsilon_H$ is expected to result from the
more accurate association between IP and $-\varepsilon_H$, as well as the derivative discontinuity
that may distinguish EA from $-\varepsilon_L$. It is also important to note that the absolute
error does not reflect a constant shift from the experimental values. Instead, we stress
Table 2.1: MAE and standard deviation of gas phase $\varepsilon_H (\Delta \varepsilon_H)$ and $\varepsilon_L (\Delta \varepsilon_L)$ [eV]

<table>
<thead>
<tr>
<th></th>
<th>B3LYP</th>
<th></th>
<th>BNL</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>Std. Dev.</td>
<td>MAE</td>
<td>Std. Dev.</td>
</tr>
<tr>
<td>$\Delta \varepsilon_H$</td>
<td>1.92</td>
<td>0.37</td>
<td>0.35</td>
<td>0.18</td>
</tr>
<tr>
<td>$\Delta \varepsilon_L$</td>
<td>1.32</td>
<td>0.11</td>
<td>0.56</td>
<td>0.26</td>
</tr>
</tbody>
</table>

that the calculated EAs and IPs depend on the electron density for each molecule, resulting with a molecule-dependent absolute error. Indeed, a simple shifting of the gas-phase B3LYP frontier orbital gaps by a system-independent constant value would not achieve the detailed molecular insight sought from ab-initio calculations.

Next we proceed to consider the IP/EAs of the OSC materials at the solid phase. Experimental IP and EA values of thin films measured using ultraviolet photoelectron spectroscopy and inverse photoelectron spectroscopy, reported by Djurovich, et al., provide the solid state $-\varepsilon_H/L$ energies used to compare with calculated results.[17] The difference shown here between the gas phase and thin film IPs illustrates the dependence of these energies on the molecular environment.[16–19, 21, 22] Furthermore, it was recently shown that the various dipolar environments in condensed phases can significantly affect molecular properties such as IP.[115] On the other hand, the comparisons in Figs.2.1 and 2.2 indicate that the gas phase B3LYP orbital energies misleadingly appear to reproduce the solid state experimental measurements. Such findings reiterate that orbital energies calculated for single molecules should be treated with caution, as they may not provide molecular insight into condensed phase properties.

The OT-RSH approach substantially improves the description of gas phase molecular properties, where the frontier orbital energies correspond better to IP and EA. As explained above, this success is essentially achieved by assuring the correspondence of the frontier molecular orbital energies to the fundamental gap properties.
Figure 2.2: OT-BNL and B3LYP $-\varepsilon_L$ calculated at the gas-phase compared to experimental EA measured in gas and condensed phase. Absolute errors between gas phase calculated and experimental energies are given by $\Delta \varepsilon_L = |\varepsilon_{L}^{\text{calc}} - \varepsilon_{L}^{\text{exp}}|$ (eV)
(IP and EA values). We next address extending the RSH approach to treat condensed phase effects. Before proceeding, however, we point out that \( \Delta \text{SCF IP} \) and EA values calculated with conventional functionals in combination with PCM can reproduce measured values quite well.[18, 19, 21] However, we are concerned of the use of densities within functionals that do not provide a consistent value for IPs and EAs when comparing with the corresponding frontier molecular orbital energies. In such cases, the success of the \( \Delta \text{SCF} \) cannot be extended to provide predictive quality in modeling optoelectronic properties. On the other hand, as shown below our approach provides consistent \( \Delta \text{SCF} \) and orbital energies and therefore provides for a reliable platform to model molecular level optoelectronic properties affected by an extended electrostatic environment.

Indeed, an important advantage of OT-RSH functionals is the correspondence of the IP/EA and orbital energies in the gas phase. This correspondence is also observed for the condensed-phase adjusted models. Figures 2.3 and 2.4 provide a comparison between experimental thin film and calculated IP and EA energies. Namely, we compare experimental values to calculated \( IP(EA)_{\text{PCM}} \) [Eqs. 2.6 and 2.7] and corrected orbital energies [Eqs. 2.2 and 2.3]. As shown in Figure 2.3, the electrostatic environment effect calculated using the OT-BNL functional leads to environment-affected orbital energies \( \epsilon'_{H} \) that remain consistent with \( IP_{\text{PCM}} \) values. The correspondence between \( IP_{\text{PCM}} \) and \( \epsilon'_{H} \), as expected, is not confirmed for the B3LYP orbital energies. The B3LYP environment-affected orbital energies underestimate the experimentally measured values, even though the B3LYP \( IP_{\text{PCM}} \) energies agree with the BNL \( IP_{\text{PCM}} \) energies. The mean and standard deviation of the absolute error in condensed phase IP (\( \Delta IP_{\text{PCM}} \)) and orbital energies (\( \Delta \epsilon'_{H} \)) are given in Table 2.2. Importantly, the MAE for BNL \( \Delta \epsilon'_{H} \), 0.25 eV, is substantially lower than the corresponding B3LYP value of 1.17 eV. Indeed, the B3LYP \( \Delta \epsilon'_{H} \) and \( \Delta IP_{\text{PCM}} \) differ substantially in contrast to BNL calculations, even though the standard deviations
are similar for all calculations. Therefore, while B3LYP can predict the solid state corrections using $\Delta$SCF energies with relative accuracy, the orbital energies remain significantly underestimated as in the gas phase calculations, leading to unreliable condensed phase IP and EA values.

Similarly, when solid state effects on the EA energies are considered, BNL $E_A^{\text{PCM}}$ and $-\varepsilon'_L$ energies remain more consistent than compared to the conventional functional. Both B3LYP and BNL approaches seem to provide comparable $E_A^{\text{PCM}}$ energies, though they slightly underestimate the experimental EA. On the other hand, the B3LYP $-\varepsilon'_L$, as observed in the Figure 2.4 trend, is inconsistent with the other calculated values and overestimates the EA. Therefore, while Table 2.2 indicates that the MAE in $-\varepsilon'_L$ is similar between BNL and B3LYP functionals, only the BNL $-\varepsilon'_L$ features the correct trend between the calculated $E_A^{\text{PCM}}$ and orbital energy values.

We point out that the similarity in MAE results from the discrepancies between calculations for two molecules in this study: pyridine and pyrazine. Indeed, while the experimental trend suggests that the EA becomes larger for the triazine, pyrazine, and pyridine molecular series, all the calculated trends predict the EA to decrease instead. This failure to reproduce the trend seems to reflect limitations in the PCM to capture the specific solid state effects for these molecules. Clearly, a continuum model cannot account for differences in dipolar contributions arising from varied crystal structures, which have been confirmed to affect measured IPs. When the pyrazine and pyridine values are excluded from the MAE calculations [values included in parenthesis in Table 2.2], clearly the BNL $-\varepsilon'_L$ is in better agreement with experimental data than the B3LYP $-\varepsilon'_L$, with a MAE of 0.76 eV compared to 1.06 eV.
Figure 2.3: Calculated OT-BNL and B3LYP $IP_{PCM}$ and $\varepsilon'_H$ compared to the measured thin film IP. Absolute errors between condensed phase calculated and experimental energies are shown in the lower panels and are given by $\Delta x = |x^{calc} - x^{exp}|$ (eV)

<table>
<thead>
<tr>
<th></th>
<th>B3LYP MAE</th>
<th>B3LYP Std. Dev.</th>
<th>BNL MAE</th>
<th>BNL Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta IP_{PCM}$</td>
<td>0.33</td>
<td>0.17</td>
<td>0.54</td>
<td>0.24</td>
</tr>
<tr>
<td>$\Delta EA_{PCM}$</td>
<td>0.68 (0.50)</td>
<td>0.51 (0.22)</td>
<td>0.69 (0.52)</td>
<td>0.47 (0.21)</td>
</tr>
<tr>
<td>$\Delta \varepsilon'_H$</td>
<td>1.17</td>
<td>0.34</td>
<td>0.25</td>
<td>0.16</td>
</tr>
<tr>
<td>$\Delta \varepsilon'_L$</td>
<td>0.96 (1.06)</td>
<td>0.43 (0.36)</td>
<td>0.90 (0.76)</td>
<td>0.45 (0.28)</td>
</tr>
</tbody>
</table>

Table 2.2: MAE and standard deviation between thin film experimental and calculated IP and EA (values in parenthesis exclude pyrazine and pyridine values) [eV]
Figure 2.4: Calculated OT-BNL and B3LYP $EA^{PCM}$ and $\epsilon'_L$ compared to the measured thin film EA. Absolute errors between calculated and experimental energies are shown in the lower panels and are given by $\Delta x = |x^{calc} - x^{exp}|$ (eV)
2.1.4 Conclusions

This study highlights the importance in accounting for the molecular environment when considering optoelectronic properties of OSC materials. Specifically, we revisit the well known orbital gap issue in DFT, demonstrating the disparity between gas phase experimental IP and EA measurements and gas phase orbital energies calculated using conventional functionals. We then proceed to consider IPs and EAs measured in thin film environments relevant for optoelectronic applications. Unfortunately, the specious agreement between gas phase orbital energies and condensed phase IP and EA measurements weakens the theoretical insight that can be reliably gained from such calculations. Modern OT-RSH functionals offer a solution to the orbital gap problem in the gas phase, and can be combined with a polarizable continuum model (PCM) to address the condensed phase effects on the IP and EA. The success of the OT-RSH/PCM approach provided in this study also agrees with a recent study where screened-RSH functionals were shown to capture the effects of a solid state environment on the $\varepsilon_{H/L}$ energies.[111] These findings also indicate the importance in properly accounting for environmental effects to achieve predictive modeling of optoelectronic properties. Overall, this study illustrates the success of the combined OT-RSH/PCM scheme to gain insight into fundamental molecular properties affected by electrostatic environments.

2.2 Calculating Off-Site Excitations in Symmetric Donor-Acceptor Systems via Time-Dependent Density Functional Theory with Range-Separated Density Functionals

Contributions: Conception and design of study; acquisition, analysis, and interpretation of data; drafting and revision of final version to be published.
2.2.1 Introduction

Systematically improving the performance and efficiency of OPV devices calls for detailed molecular understanding of the underlying charge separated states and charge transfer (CT) processes within these devices. Since a purely experimental characterization of these states and processes is difficult, it is beneficial to use theoretical modeling and \textit{ab-initio} calculations for this purpose. TDDFT is a cost-effective approach to calculating electronic excited states, however serious limitations can affect the reliability of this approach for OSC systems, where CT excitations are of interest.\cite{75–80} The failure of these methods can appear more pronounced in model systems, such as those considered in this study.

Previously, conventional TDDFT was shown to underestimate \textit{off-site} excitation energies even when no net transfer of charge is involved.\cite{81–83} For instance, a previous study considered the low-lying $\pi - \pi^*$ excitations in a symmetric ethene ($\text{C}_2\text{H}_4$) dimer system, which correspond to the transition between the monomer highest occupied and lowest unoccupied molecular orbitals, HOMO and LUMO respectively.\cite{81–83} Four excitations were observed: Two \textit{on-site} excitations, which were localized on each monomer, and two \textit{off-site} excitations, which each involves CT from the HOMO of one ethene to the LUMO\textsuperscript{iii} of the other (see 2.5). In this case, the CT due to the \textit{off-site} excitations is vanishing when the two states are assigned equal weights. The two states are degenerate due to the system symmetry. We point out that the MO representation is arbitrary and can be chosen to be localized on each monomer (as shown in 2.5), or delocalized over the dimer, that is, written as symmetrical and anti-symmetrical linear combinations with equal weights for the monomer-localized orbitals.\cite{85} We emphasize that in either two possible MO representations, localized

\textsuperscript{iii}The $\pi - \pi^*$ excitation corresponds to the 1b1u to 1b2g orbital transition for all functionals considered in this study. In the Hartree-Fock approximation, the 1b1u orbital is the HOMO, however the 1b2g orbital is the LUMO+4 instead of the LUMO (which has 4 Ag symmetry). This is a basis set effect, and does not occur when a smaller basis is employed, such as 6-31G*. For the conventional functionals in this study, the LUMO does possess 1b2g symmetry.
and delocalized, we obtain pairs of equivalent excited states (further discussed in the Supporting Information provided in Appendix B). In the delocalized representation, each of the two states are of non-CT character, whereas in the localized representation, each of the states exhibit CT character and are mirror images of each other. Though the degenerate off-site excitations in a symmetric dimer possess zero net CT, due to the inherent CT nature of the individual off-site excitations, their energies are poorly described by conventional TDDFT.

This study demonstrates the ability of RSH functionals to correctly treat off-site CT excitations. The aim is two-fold:

1. Demonstrate that the shortcomings of conventional functionals in treating off-site CT excitations[81] can be more severe in symmetric systems, characterized by zero net CT. More specifically, we show that a qualitatively correct ordering of the excited electronic energy levels may be accidentally achieved as a result of symmetry-breaking. Thus, conventional functionals may fail in cases involving zero net CT, while they may appear qualitatively correct in cases involving non-zero net CT.

2. Demonstrate that the Baer-Neuhauser-Livshitz (BNL) RSH functional is able to accurately predict the off-site excitation energies in both the symmetrical and symmetry-broken cases, via applications to the spatially separated model ethene dimer and experimentally relevant dye-functionalized silsesquioxane (SQ). In a previous study, the BNL functional was shown to successfully capture off-site excitations between strongly coupled orbitals in oligoacenes.[85] Here we use modes in spatially separated dimer model systems to follow the effect of symmetry breaking on the off-site states’ energies.
Figure 2.5: The four possible $\pi - \pi^*$ excitations of the ethene dimer. The two on-site excitations and two off-site excitations are shown in the top and bottom panels, respectively. Orbital degeneracy in symmetric dimers allows the excitations to be written also as linear combinations of the individual off-site excitations pictured above, which can conceal the underlying CT nature evidenced in the localized MO representation.
2.2.2 Computational Methods

We begin our analysis by considering the ethene dimer model system previously used to demonstrate the shortcomings of the standard functionals in symmetric systems.[81] We then extend the analysis to the case of functionalized SQs. It should be noted that chromophore-functionalized SQs have recently drawn attention due to the ability to tune their optoelectronic properties by the choice of chromophores.[4, 35, 132, 133]

Two types of excitations are considered in our study: the on-site low-lying excitations, which are transitions between occupied and unoccupied orbitals localized on the same species, and the corresponding off-site excitations, which are transitions between an occupied orbital localized on one species and an unoccupied orbital localized on the other (see Figure 2.5). At sufficiently large dimer separation, the on-site excitations coincide with those of the isolated molecules. In the case of symmetric dimers, the off-site excitations have no preference for CT due to orbital degeneracy. We therefore also examine the effect of systematic symmetry breaking, which removes the degeneracy to reveal the CT nature of these excitations.

In the ethene dimer model, we consider two symmetry-breaking schemes. In one scheme, an electric field is applied, and in the other scheme, the bond of one ethene is stretched while that of the other ethene remains unchanged. The qualitative effect of these two symmetry breaking schemes on the orbital gap energies is illustrated in Figure 2.6. In the case where an electric field is applied, both orbital energies are shifted (i.e. gated) by a similar amount, thereby maintaining almost the same orbital gap. In the case of the bond stretching, the HOMO energy of the stretched ethene increases while the LUMO energy decreases to reduce the orbital gap.

All calculations were carried out using a developer version of the Q-Chem Program Package version 4.0.[122] The molecular geometry of the ethene monomer was optimized at the B3LYP//cc-pVTZ level of theory. TDDFT calculations on the monomer
Figure 2.6: Top: Ethene dimer orbital energies (eV) for symmetric (purple), symmetry broken by electric field (0.1V) (red), and symmetry broken by bond stretching (0.102 Å from equilibrium) (blue). The results shown were obtained for a dimer where the ethenes are 15 Å apart, using the HF approximation. Bottom: Pictorial description of dimer separation and symmetry breaking schemes.
and dimer systems were performed using the aug-cc-pVTZ basis set, with the Slater-Dirac (LDA),[134] PBE (GGA),[135] B3LYP (hybrid),[118–121] and BNL (RSH)[102, 103] functionals, and the HF approximation. The BNL is a recently developed RSH functional that has been used to successfully treat CT state energies.[37, 85, 136–138] The range-separation parameter ($\gamma$) for the BNL functional was independently determined for each system according to 1.74. The parameter values for the ethene dimer system were centered around 0.40 a.u., and values for the vinylstilbene-SQ systems were 0.20 a.u. All values are listed in Appendix C. All orbitals and densities were visualized using the Molekel program.[139]

### 2.2.3 Results and Discussion

In this study, we consider the lowest singlet valence excitations corresponding to $\pi - \pi^*$ transitions[81]. The excitation energies and corresponding orbital gaps for the *ethene monomer* predicted by each functional are listed in Table 2.3. Importantly, the BNL corresponding orbital gap,\(^{iv}\) of 12.4 eV, differs by only 0.1 eV from the fundamental gap, 12.3 eV, which was determined using the experimental IP (10.5 eV) and EA (-1.8 eV) values.[140] The excitation energy predicted by both HF and B3LYP is 7.46 eV. The B3LYP orbital gap of 5.45 eV is lower than that predicted by HF and BNL. The PBE and LDA functionals both predict lower excitation energies and orbital gaps than HF and BNL. The orbital gap for the BNL functional is found to be slightly lower than the HF orbital gap, however the BNL excitation energy is slightly higher.

To examine off-site excitations, we consider dimers where the ethenes are separated by 4 Å to 15 Å. First, we confirm that at the largest separation distance, 15 Å,

\(^{iv}\)For BNL, as for HF, the 1b1u orbital is the HOMO, and the 1b2g orbital is the LUMO+4, where the LUMO has 4 Ag symmetry. We compare the corresponding (1b1u-1b2g) orbital gap of the $\pi - \pi^*$ excitation to the fundamental gap, due to the significance of the IP and EA in transfer of an electron between ethene monomers. For reference, the BNL HOMO-LUMO gap, 11.2 eV, differs only 1.1 eV from the fundamental gap, outperforming the conventional functionals considered in this study.
Figure 2.7: B3LYP excitation energies (eV) as the bond of one ethene is increasingly stretched at a dimer separation of 15 Å. A schematic illustrating the orbital shift induced by the bond stretching is included to clarify the changes in excitation energies.
Table 2.3: Excitation energy and corresponding orbital gap for isolated ethene (eV)

<table>
<thead>
<tr>
<th>XC-functional</th>
<th>Excitation Energy</th>
<th>Orbital Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
<td>7.46</td>
<td>12.82</td>
</tr>
<tr>
<td>BNL</td>
<td>7.59</td>
<td>12.41</td>
</tr>
<tr>
<td>B3LYP</td>
<td>7.46</td>
<td>7.37</td>
</tr>
<tr>
<td>PBE</td>
<td>6.97</td>
<td>5.58</td>
</tr>
<tr>
<td>LDA</td>
<td>7.18</td>
<td>5.63</td>
</tr>
</tbody>
</table>

the excitation energies and orbital gaps are the same as the corresponding energies of the isolated molecule (orbital energies are included in Appendix C). We then illustrate the limitations of TDDFT with conventional XC-functionals in Figure 2.7. In this case we consider the ordering of the on-site and off-site excitation energies as a function of stretching the C=C bond in one of the ethene molecules. Indeed, as local functionals cannot account for the energy required to separate the electron-hole pair, TDDFT B3LYP underestimates the off-site excitation energies in the symmetric case. The symmetry breaking induced by stretching the bond in one of the ethenes stabilizes the off-site states and even more so the corresponding on-site state (see Figure 2.7). These trends result in an accidental correct ordering of the off-site excitation energies above the on-site energy for a sufficiently symmetry-broken system.

Importantly, in symmetric systems, the CT nature of off-site excitations can be hidden due to orbital degeneracy. However, these excitation energies remain underestimated within B3LYP. Likewise, in the symmetry-broken dimer, the off-site excitations are obviously CT in nature, but the failure of B3LYP can be hidden by the accidental correct ordering of the excitation energies due to the extent in which the orbital degeneracy is broken. The problem is enhanced as the electronic structure becomes more complex. For example, though the on-site and off-site excitations are clearly designated in the ethene dimer, the assignment is much more difficult in systems such as fully-functionalized 8-vinylstilbene-OHSQ.

In the next step, we show that the RSH BNL functional correctly handles off-
Figure 2.8: (a) Excitation energies (eV) when symmetry is broken by bond stretching (0.102 Å from equilibrium) with increasing dimer separation. Off-site energies are compared to Equation 2.8. (b) Excitation energies (eV) when symmetry is broken by applying a constant electric field with increasing dimer separation. The field ($E_f = 0.1$ V/Å) is applied at each separation value. Off-site energies are compared to Equation 2.10. For both plots, the off-site energies are compared to Equation 2.9 the long-range electrostatic interaction limit where experimental IP and EA values are used. On-site energies for the 15 Å separation are included for comparison (Note: HF and B3LYP on-site state energies overlap).
site excitations in both the symmetric and symmetry-broken ethene dimer. Figure 2.8(a) shows both the on-site and off-site excitation energies as a function of dimer separation in a dimer where the bond of one ethene is stretched by 0.102 Å relative to equilibrium. The on-site excitation energies follow the same trends as those of the isolated ethene molecule. However, the off-site excitation energies exhibit quite different trends depending on the XC-functional/method.

The energies of the off-site excitations should be equal to the orbital gap plus the contribution from the XC-kernel. We compare the off-site excitation energies, $E_{CT}$, to the corresponding orbital gap, $\Delta \epsilon_{orb}$, minus the Coulomb attraction between the separated charges, $-\frac{1}{R}$ (in atomic units)[81]

$$E_{CT} = \Delta \epsilon_{orb} - \frac{1}{R}.$$  \hspace{1cm} (2.8)

We use the orbital gaps calculated using HF and BNL, since the value of the expression calculated using the orbital gaps of the conventional XC-functionals is much lower than the on-site excitation energies. The Equation 2.8 expression mirrors the long-range electrostatic interaction, where[80, 81, 83]

$$E_{CT} = IP - EA - \frac{1}{R}.$$ \hspace{1cm} (2.9)

We present the electrostatic interactions by taking into account the fundamental gap. We use the experimentally determined IP (10.5 eV) and EA (-1.8 eV) energies[140] in order to benchmark the calculated off-site energies with the “experimental trend” in Equation 2.9.

We find that TDDFT PBE and LDA off-site excitation energies are considerably lower than the on-site excitation energies and do not exhibit correct dependence on the dimer separation distance. The B3LYP energies do depend on dimer separation, but only to the extent that HF exchange is included in the functional. The excitation
energy remains underestimated despite including a fraction of HF exchange. On the other hand, the TDHF and TDDFT BNL \textit{off-site} excitation energies are much higher than the other functionals and do in fact follow the Coulomb, $-R^{-1}$, dependence. In Figure 2.8, the \textit{off-site} excitation energies for HF and BNL are compared to energies predicted by Equation 2.8. The expression predicts that, upon breaking the symmetry through bond stretching, the two \textit{off-site} energies remain quite similar. The TDHF and the TDDFT BNL energies are shown to be only slightly offset from the values predicted by Equation 2.8. The other functionals greatly underestimate the \textit{off-site} energies when compared to Equation 2.8. Similarly, the BNL energies closely coincide with the Equation 2.9 expression, where the differences between them are attributed to the symmetry-breaking effects on the BNL energies.

We also present the calculated energies upon symmetry breaking by a constant electric field of 0.1V/Å applied perpendicular to the planes of the two parallel ethene molecules (see Figure 2.6[left]). The energy due to the electric field ($\pm E_{fr}$) is now added to the Equation 2.8 expression, leading to

$$E_{CT} = \Delta\epsilon_{orb} - \frac{1}{R} \pm E_{fr}. \quad (2.10)$$

Accordingly, one \textit{off-site} excitation is stabilized and the other is destabilized by the field. We find that the LDA, PBE and B3LYP \textit{off-site} energies are again underestimated in comparison to Equation 2.10. We also find that the \textit{off-site} energy following the field direction is stabilized with increasing distance. This results from applying the same field over a larger distance, which amounts to an overall larger potential bias. The plotted Equation 2.10 energies show that the Coulomb term ($R^{-1}$) is larger than the field term ($\pm E_{fr}$) at small dimer separation, and therefore dominates. At large dimer separation, the ($\pm E_{fr}$) term becomes dominant. The \textit{off-site} energies of the pure density functionals are shown only to depend on the field term, as ex-
Figure 2.9: Excitation energies (eV) of the symmetric system. Off-site energies are compared to Equation 2.8 and to Equation 2.9 the long-range electrostatic interaction limit, where experimental IP and EA values are used. On-site energies for the 15 Å separation are included for comparison (Note: HF and B3LYP on-site state energies overlap).

Expected. Likewise, initially the B3LYP hybrid functional energies partially depend on the Coulomb term, however the field term becomes dominant too quickly with increasing dimer separation. This spurious trend is eliminated in the case of the BNL functional, for which the evaluated off-site energies lie between both the formal expression in Equation 2.10 and the electrostatic interaction expression in Equation 2.9, which includes the experimental IP and EA.

In the symmetric limit of the dimer system, the off-site excitations exhibit no net CT. At this limit, the B3LYP functional was shown above to fail (Figure 2.7).
Indeed, conventional functionals greatly underestimate the *off-site* excitation energies, predicting energies lower than those of the *on-site* excitations (shown in Figure 2.9). A comparison between *off-site* excitation energies and corresponding orbital gaps also confirms the failure of the conventional functionals to incorporate the Coulomb distance dependence (shown in Appendix C). The HF and BNL *off-site* excitation energies are much higher than the *on-site* excitations, and they follow Equation 2.8 until the dimer separation becomes small (also illustrated in Appendix C). TDHF fails at short dimer separations, as HF theory does not treat correlation effects. The BNL functional, on the other hand, treats both the correlation effects at the short range and the Coulomb dependence at long range. It is important to note that both Equation 2.8 and the *off-site* excitation energies for the BNL functional follow Equation 2.9, essentially reproducing the ”experimental trend”. Therefore, the BNL functional is shown to produce accurate *off-site* excitation energies.

We next consider the vinylstilbene functionalized octahedral silsesquioxanes (2-vinylstilbene-OHSQ) shown in Figure 2.10. Recent experiments suggest the existence of CT (*off-site*) excitations in this system between the vinylstilbenes.[4, 132] Although we have recently reported the importance of considering solvation effects on the CT state energy in such systems, here we only consider the *off-site* excitation energies in the gas phase. [37]

We consider two geometries of the 2-vinylstilbene-OHSQ molecule, where the vinylstilbene ligands are aligned either perpendicular (symmetry-broken) or parallel (symmetric) to each other, as illustrated in Figure 2.10. We used the B3LYP//6-31G* level of theory for geometry optimizations. For the TDDFT calculations, we used the 6-31G* and 6-31+G* basis sets, with the BNL and B3LYP functionals. It should be noted that the importance of including diffuse functions has previously been shown.[35] The ground state energies of the two structures differ by less than $k_B T$ at room temperature, indicating that both are thermally populated at the ground state.
Figure 2.10: (a) Perpendicular 2-vinylstilbene-OHSQ, (b) Parallel 2-vinylstilbene-OHSQ (top: side view, bottom: overhead view).
Figure 2.11: Detachment and attachment densities corresponding to on-site and off-site excitations for 2-vinylstilbene-OHSQ in the perpendicular and parallel geometries. The non-degenerate off-site excitations are localized on a single vinylstilbene in the perpendicular geometry and involve net CT. The degenerate off-site excitations are delocalized on both vinylstilbenes in the parallel geometry and involve significantly smaller net CT.

(ground state energies are provided in Appendix C). Similar to the ethene dimer, the low-lying excitations are on-site and off-site $\pi - \pi^*$ transitions.

We compare the parallel and perpendicular geometries in order to demonstrate the effect of symmetry breaking on the off-site excitation energies in the SQ-functionalized system. Figure 2.11 illustrates the detachment and attachment densities[141] corresponding to the on-site and off-site excitations. In the parallel (symmetric) geometry, the HOMO and LUMO orbitals are degenerate, and therefore can be represented in the canonical MO basis as delocalized over both vinylstilbenes in the molecule, as
Figure 2.12: Orbital pictures and energies (eV) for 2-vinylstilbene-OHSQ structures. Top: Perpendicular; non-degenerate orbitals are localized on each vinylstilbene. Bottom: Parallel; degenerate orbitals are delocalized over both vinylstilbenes.

shown in Figure 2.12. In the perpendicular (symmetry-broken) geometry, the orbital degeneracy is broken and each orbital is localized on a single vinylstilbene in the canonical MO basis. The orbital symmetry breaking also affects the net CT observed in the off-site excitations of 2-vinylstilbene-OHSQ. For instance, the off-site transitions exhibit minimal net CT in the parallel geometry and significant CT in the perpendicular geometry, as illustrated in Figure 2.11.

The $\pi - \pi^*$ excitation energies calculated using B3LYP and BNL are compared in Figure 2.13. Results obtained using both the 6-31G* and 6-31+G* basis sets are shown. The BNL on-site energies are slightly higher than the B3LYP energies, and more so for the 6-31+G* basis set. The off-site excitations are less basis set dependent than the on-site excitations for the B3LYP functional. The B3LYP functional greatly underestimates the off-site excitation energies in accord with the TDDFT limitations discussed above. The RSH BNL functional correctly predicts the off-site excitation energies by correctly accounting for the electron-hole interaction and orbital gap.
Figure 2.13: Excitation energies (eV) obtained for 2-vinylstilbene-OHSQ in the parallel and perpendicular geometries via TDDFT with B3LYP and BNL. Results obtained using the 6-31G* (left) and 6-31+G* (right) basis sets are shown.

Importantly, even in the symmetric parallel case where there is minimal net CT, the BNL functional correctly identifies the \textit{off-site} excitations as linear combinations of CT-type excitations.

\subsection*{2.2.4 Conclusions}

Electronic states involving \textit{off-site} excitations are not always characterized by net CT when the system is symmetrical. Nevertheless, standard DFT functionals such as B3LYP are still unable to account for the energies of such states. Furthermore, breaking the symmetry, and thereby giving rise to net CT, may improve the ability of
the standard functionals to account for the energies of these states due to accidental cancellation of errors. In this study, we demonstrate the accuracy and robustness of the BNL RSH functional for obtaining off-site excitations in both symmetric systems with zero net CT and asymmetric systems with net CT. We utilized a systematic symmetry breaking scheme to determine the success of the BNL in treating off-site excitations in spatially separated dimer systems.

Indeed, the correct characterization of orbital gaps and CT character is particularly important in applications to OPV and OLED materials. In such systems, as exemplified by 2-vinylstilbene-OHSQ, multiple geometries with various symmetries can be populated at thermal equilibrium. Thus, robustness and accuracy of the BNL functional across geometries and symmetries makes it particularly suitable for understanding CT in these systems.
CHAPTER III

Application of Range Separated Hybrid Density Functionals to Promising Organic Photovoltaic Systems

3.1 Ab Initio Calculation of the Electronic Absorption of Functionalized Octahedral Silsesquioxanes via Time-Dependent Density Functional Theory with Range-Separated Hybrid Functionals

Contributions: Design of study; acquisition, analysis, and interpretation of data; drafting and revision of final version to be published.

3.1.1 Introduction

Ever since the oligomeric silsesquioxane (SQ), (CH3SiO1.5)n, was first isolated by Scott et al. in 1946,[142] these compounds have been studied extensively both experimentally and computationally.[4, 132, 133, 142–169] More recently, the ability to tune the electronic and photonic properties of these SQs by functionalizing them with different ligands has also turned them into attractive candidates for photovoltaic and optical applications.[4, 132, 133, 150, 167–169] The electronic structure and reactiv-
ity of octahedral SQ (OHSQ) and its derivatives have been studied extensively over the last two decades at varying levels of theory ranging from molecular mechanics to first-principles model studies.[133, 147–149, 151, 152, 154, 156, 159–165, 167] Xiang et al. studied the electronic structure of OHSQs of different cage sizes using density functional theory (DFT).[147] The electronic spectra of mono- and multi-phenyl functionalized OHSQs were calculated using plane-wave DFT by Lin et al.[152] The optical properties of methyl-functionalized OHSQ were modeled by Shen et al. via time-dependent DFT (TDDFT).[154] Kieffer and coworkers have recently calculated excitation and intramolecular reorganization energies of several OHSQs functionalized with variety of electron-withdrawing groups (EWG) and electron-donating groups (EDG) via DFT and TDDFT.[133] It is widely accepted that TDDFT can provide a reliable description of electronic excited states of molecular systems.[51, 90] TDDFT is particularly advantageous in the case of large systems, where other higher-level treatments are prohibitively expensive. However, TDDFT based on conventional density functionals is also known to suffer from well-documented limitations. For example, B3LYP-based TDDFT calculations are known to underestimate electronic excited state energies involving charge transfer character.[90, 102, 103, 136, 137, 170–172] This discrepancy can be traced back to density discontinuities and the electronic self-interactions introduced at the level of ground state DFT.[2, 64, 68, 90] Charge-transfer excitations are known to be sensitive to the asymptotic long-range behavior of the exchange-correlation functional, which is often not treated accurately in widely used functionals such as B3LYP.[80–85, 90] Range separated hybrid (RSH) functionals have been recently proposed by several groups as a way of overcoming these limitations.[85, 90, 102, 103, 136, 137, 170–172] The new RSH functionals have been shown to be reliable in predicting ionization potentials, excitation energies, and oscillator strengths in several benchmark charge transfer systems.[90, 103, 136, 172] Our purpose in this paper is twofold:
1. To test and benchmark (against experiment) TDDFT-calculated absorption excitation energies of functionalized OHSQs using RSH functionals and different basis sets and compare them to those obtained via the B3LYP functional.

2. To study the effect of different ligation schemes on the electronic absorption spectra, including the effect of multiple ligands and the presence of EWGs and EDGs.

3.1.2 Computational Methods

The electronic absorption spectra of functionalized OHSQs are dominated by excitations with large oscillator strength that take place between the ground state and excited singlet states at the equilibrium ground state geometry. The calculation of the excitation energies reported in this study were carried out via the Q-Chem program package version 4.0.[173] Mattori et al. have previously demonstrated the reliability of B3LYP in describing the ground state geometry of OHSQs.[148] In this study, all ground state geometry optimizations following the benchmarking were performed using the B3LYP functional together with the 6-311+G** basis set. The pairing of DFT functional and basis set for the excited state calculations was systematically studied in the case of vinyl-functionalized OHSQs. To this end, the excited state energies of ethylene and of 1Vinyl-OHSQ (i.e., OHSQ functionalized by a single vinyl, see Figure ??) were calculated using TDDFT with three different functionals, namely:

1. The B3LYP functional. [118–121]

2. The RSH functional recently introduced by Baer, Neuhäuser and Livshits (BNL).[102, 103]

3. The long range corrected (LRC-ωPBEh) RSH functional, also recently developed by Herbert and co-workers. [171, 172]
Convergence of the calculated excited state energies with respect to the following basis sets was considered: The all-electron 6-31G, 6-311G, 6-31G*, 6-311G*, 6-311G**, 6-31+G, 6-31+G*, 6-311+G*, 6-311+G**, 6-311++G**, aug-cc-pVTZ basis sets, and the effective core potential (ECP) basis set for the silicon atoms, LANL2DZ, combined with 6-311G**, 6-311+G**, 6-311++G** basis sets. In all cases we used the same basis set for the geometry optimization and the excited states evaluation. The BNL functional involves a system-dependent parameter ($\gamma$),\cite{85, 136} which is determined by minimizing the function $J(\gamma)$ as shown in \cite{85}, which minimizes the differences between the absolute values of the highest occupied molecular orbital (HOMO) energy and the ionization potential, IP:\footnote{Note that in this study, $J(\gamma)$ depends on the difference between HOMO and IP for the systems, instead of the square of these values as in \ref{1.74}. The current study was completed prior to wide acceptance of the $J^2(\gamma)$ scheme.}

$$J(\gamma) = (\epsilon_{N,HOMO} + IP(N)) + (\epsilon_{N+1,HOMO} + IP(N + 1)),$$

where $\epsilon_{HOMO}$ is the highest occupied molecular orbital energy, IP the ionization potential, and $N$ and $N + 1$ are the number of electrons referring respectively to the neutral and anion forms. The orbital and ionization energies are parametrically dependent on $\gamma$. We used vinyl-OHSQs to benchmark the convergence of the TDDFT calculations with respect to the basis set, using a fixed parameter value of $\gamma=0.5$ a.u.\cite{103} In all other calculations, system specific values of $\gamma$ were used. More specifically, the evaluated $\gamma$ values were 0.30 a.u. for 1vinyl-OHSQ, 0.22 a.u. for 1styrene-OHSQ, and 0.20 a.u. for 1vinylstilbene-OHSQ. These values are slightly smaller than the corresponding free molecule value (0.40 a.u., 0.27 a.u., and 0.21 a.u. for ethylene, styrene, and vinylstilbene molecules, respectively). It should also be noted that $\gamma$ is slightly reduced upon increased conjugation length of the chromophore, but remains relatively constant upon adding ligands of the same type. For example, the values of $\gamma$ for 1Vinyl-OHSQ and 2Vinyl-OHSQ (para isomer [see Figure 3.1]) were found
to be quite similar (2Vinyl-OHSQ parameter is slightly larger). Finally, the value of $\gamma$ for the unfunctionalized OHSQ molecule was found to be 0.47 a.u. The nature of the transition was analyzed by considering the underlying changes in charge densities upon excitation.[51, 141] The density change upon an electronic excitation is reflected in the corresponding attachment/detachment densities, which are derived from the one-electron difference density matrix between the ground state and excited state.[141] The detachment density describes the charge density that is removed upon excitation, i.e. the hole created in the electronic density. The attachment density describes the charge density created upon excitation. The densities are visualized using the Molekel program package.[139] Finally, we used the polarizable continuum model (PCM) in order to account for solvent shifts in the case of styrene and vinylstilbene dissolved in tetrahydrofuran (THF).[174–176] To this end, we evaluated the solvation energy for the molecules described at the B3LYP/6-311+G**//B3LYP/6-311+G** and B3LYP/6-311+G**//BNL/6-311+G** levels of theory.

3.1.3 Results and Discussion

3.1.3.1 Vinyl-OHSQ

In this section we report the results of benchmarking our approach on vinyl-functionalized OHSQs. The calculated excitation energies of ethylene and 1Vinyl-OHSQ (see Figure 3.1), using several combinations of functionals (B3LYP and BNL) and basis sets (all-electron and involving electron core potentials [ECP]) are shown in Table 3.1. Overall, the vinyl-OHSQ excitation energies obtained with B3LYP are significantly lower than those obtained using BNL. In contrast, the B3LYP and BNL calculated excitations energies are similar in the case of ethylene.

In the next step, we consider the convergence with respect to basis set type and size (as shown in Table 3.1). The addition of diffuse functions slightly decreases the excitation energies in most cases. The addition of polarization functions increases
Figure 3.1: Molecular models of the systems studied: OHSQ, 1vinyl-OHSQ, OVSQ, ortho, meta and para isomers of 2vinyl-OHSQ.

The B3LYP energies and decreases the BNL excitation energies, and also reduces the difference in the excitation energies between the two functionals. We note that adding diffuse and polarization basis functions on the hydrogen atoms does not impact the excitation energies. In addition, we find that the use of ECP for Si atoms reproduces the corresponding all-electron basis set results quite well. We find that the 6-31+G* basis set offers converged results in terms of the basis set size. Below we use the larger 6-311+G** basis set for vinyl-OHSQ and mono-ligated styrene and vinylstilbene derivatives of OHSQ, and 6-31+G* is used in the case of multi-ligated vinylstilbene derivatives of OHSQ.

The optimized geometry (bond angles and bond lengths) of OHSQ at the B3LYP/6-311+G** level agrees very well with the experimental X-ray diffraction resolved structures (provided in Appendix D).[177] The calculated Si-O bond length is only slightly overestimated by 0.02 Å and the bond angles deviate from experimental values by less than 2%. These deviations reflect the geometric distortions due to solid state packing and the overall tendency of DFT to overestimate bond lengths (as a general trend, hybrid functionals slightly reduce the overestimation of bond lengths featured
<table>
<thead>
<tr>
<th>Basis Set</th>
<th>1Vinyl-OHSQ B3LYP</th>
<th>BNL</th>
<th>Ethylene Only B3LYP</th>
<th>BNL</th>
</tr>
</thead>
<tbody>
<tr>
<td>6-31G</td>
<td>7.3125</td>
<td>8.3935</td>
<td>9.1743</td>
<td>9.1289</td>
</tr>
<tr>
<td>6-311G</td>
<td>7.3291</td>
<td>8.2755</td>
<td>8.8774</td>
<td>8.8250</td>
</tr>
<tr>
<td>6-31G*</td>
<td>7.7282</td>
<td>8.2847</td>
<td>9.0562</td>
<td>9.0295</td>
</tr>
<tr>
<td>6-31G**</td>
<td>7.7126</td>
<td>8.2725</td>
<td>9.0422</td>
<td>9.0052</td>
</tr>
<tr>
<td>6-311G*</td>
<td>7.6242</td>
<td>8.1270</td>
<td>8.7402</td>
<td>8.7091</td>
</tr>
<tr>
<td>6-311G**</td>
<td>7.6016</td>
<td>8.1102</td>
<td>8.7248</td>
<td>8.6782</td>
</tr>
<tr>
<td>6-31+G</td>
<td>7.1001</td>
<td>7.9349</td>
<td>7.9375</td>
<td>8.1264</td>
</tr>
<tr>
<td><strong>6-31+G</strong></td>
<td><strong>7.3849</strong></td>
<td><strong>7.8153</strong></td>
<td><strong>7.8463</strong></td>
<td><strong>8.0552</strong></td>
</tr>
<tr>
<td>6-31+G**</td>
<td>7.3684</td>
<td>7.7943</td>
<td>7.8361</td>
<td>8.0332</td>
</tr>
<tr>
<td>6-311+G*</td>
<td>7.4131</td>
<td>7.8376</td>
<td>7.9078</td>
<td>8.0958</td>
</tr>
<tr>
<td><strong>6-311+G</strong></td>
<td><strong>7.3894</strong></td>
<td><strong>7.8151</strong></td>
<td><strong>7.8960</strong></td>
<td><strong>8.0652</strong></td>
</tr>
<tr>
<td>6-311++G**</td>
<td>7.3888</td>
<td>7.7906</td>
<td>7.8958</td>
<td>8.0645</td>
</tr>
<tr>
<td>aug-ccP-VTZ</td>
<td>7.3351</td>
<td>7.7657</td>
<td>7.8219</td>
<td>8.0167</td>
</tr>
<tr>
<td>LANL2DZ with 6-311G**</td>
<td>7.4854</td>
<td>8.1912</td>
<td>8.7248</td>
<td>8.6782</td>
</tr>
<tr>
<td>LANL2DZ with 6-311+G**</td>
<td>7.3116</td>
<td>7.8840</td>
<td>7.8960</td>
<td>8.0652</td>
</tr>
<tr>
<td>LANL2DZ with 6-311++G**</td>
<td>7.3103</td>
<td>7.8686</td>
<td>7.8958</td>
<td>8.0645</td>
</tr>
</tbody>
</table>

Table 3.1: Absorption excitation energies (in eV) of OHSQ, 1-vinyl-OHSQ and ethylene as obtained using B3LYP and BNL with different types of basis sets. The same value of the BNL parameter was used in all cases: \(\gamma=0.50\) a.u. The bold font indicate basis sets for which converged results were obtained.
In Figure 3.2 we provide the HOMO-LUMO energies of the vinyl-substituted systems. In this figure, the BNL results were generated using system-specific values of $\gamma$. Energy gaps calculated via BNL are significantly larger than those calculated via B3LYP, with the BNL LUMO energy higher, and the HOMO energy lower than the corresponding B3LYP values. The excitation energies corresponding to the lowest absorption transitions of ethylene, 1Vinyl-OHSQ, the ortho, meta, and para isomers of 2Vinyl-OHSQ, and 8Vinyl-OHSQ (OVSQ) are shown in Table 3.2. In the case of BNL, the results reported in this table were obtained using the system-specific values $\gamma=0.47$ a.u. (OHSQ), $\gamma=0.40$ a.u. (ethylene), $\gamma=0.30$ a.u. (vinyl-OHSQ) by GGA functionals.)
values of $\gamma$. The electronic absorption spectrum of free ethylene has been measured extensively\cite{86, 178–180} and the comparison with the corresponding calculated value is discussed further in the Appendix E.

The vinyl substituted OHSQs are found to have two absorption excitation bands that correspond to the two excitations of the ethylene molecule but are shifted in energy. The vinyl-OHSQ system is unique as it exhibits strong mixing between the ethylene and OHSQ molecular orbitals. The mixing is reflected in the detachment and attachment densities corresponding to the excitations with largest oscillator strength of ethylene, 1Vinyl-OHSQ and OVSQ as provided in Figure 3.3. For example, in the case of 1Vinyl-OHSQ the excitation includes the OHSQ oxygen 2p lone-pair orbitals, in addition to the dominant vinyl $\pi$ and $\pi^*$ replacements. We also find that the ordering of the two excitations is switched by the BNL functional, compared to B3LYP, where the HOMO-LUMO dominated excitation is the first excited state (see Appendix D).

### 3.1.3.2 Multi-Chromophore effect on the absorption cross section

In this section, we analyze the effect of multiple ligands. We start out by considering 1Vinyl-OHSQ, 2Vinyl-OHSQ isomers and OVSQ. Figure 3.1 shows the molecular structures of these compounds, Figure 3.2 provides the corresponding HOMO-LUMO energy gaps and Table 3.2 lists the corresponding excitation energies and oscillator strengths. We find that the diagonal Si-Si distances are not affected by the addition of ligands, which implies that ligation does not affect the ground state structure of the OHSQ (more information is provided in Appendix D). HOMO-LUMO energies of the multiply-ligated OHSQs remain quite similar to those of 1Vinyl-OHSQ, where the energy gap decreases only slightly with the addition of a second ligand (as shown in Appendix D). The addition of a second ligand is also observed to double the overall oscillator strength, which is consistent with the view that the ligands are weakly
<table>
<thead>
<tr>
<th>Molecule</th>
<th>BNL Energy</th>
<th>BNL Strength</th>
<th>B3LYP Energy</th>
<th>B3LYP Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethylene</td>
<td>7.566</td>
<td>0.155</td>
<td>7.187</td>
<td>0.123</td>
</tr>
<tr>
<td>Average</td>
<td>7.583</td>
<td>0.526</td>
<td>7.334</td>
<td>0.461</td>
</tr>
<tr>
<td>1Vinyl-OHSQ</td>
<td>7.210</td>
<td>0.043</td>
<td>7.079</td>
<td>0.032</td>
</tr>
<tr>
<td>Average</td>
<td>7.220</td>
<td>0.495</td>
<td>7.092</td>
<td>0.480</td>
</tr>
<tr>
<td>2Vinyl-OHSQ ortho</td>
<td>7.175</td>
<td>0.063</td>
<td>7.033</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>7.184</td>
<td>0.020</td>
<td>7.051</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>7.202</td>
<td>0.236</td>
<td>7.069</td>
<td>0.154</td>
</tr>
<tr>
<td></td>
<td>7.256</td>
<td>0.650</td>
<td>7.122</td>
<td>0.606</td>
</tr>
<tr>
<td>Average</td>
<td>7.204</td>
<td>0.969</td>
<td>7.069</td>
<td>0.885</td>
</tr>
<tr>
<td>2Vinyl-OHSQ meta</td>
<td>7.189</td>
<td>0.007</td>
<td>7.064</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>7.192</td>
<td>0.020</td>
<td>7.065</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>7.212</td>
<td>0.500</td>
<td>7.092</td>
<td>0.464</td>
</tr>
<tr>
<td></td>
<td>7.250</td>
<td>0.474</td>
<td>7.139</td>
<td>0.453</td>
</tr>
<tr>
<td>Average</td>
<td>7.211</td>
<td>1.001</td>
<td>7.090</td>
<td>0.945</td>
</tr>
<tr>
<td>2Vinyl-OHSQ para</td>
<td>7.196</td>
<td>0.084</td>
<td>7.068</td>
<td>0.065</td>
</tr>
<tr>
<td></td>
<td>7.198</td>
<td>0.000</td>
<td>7.074</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.215</td>
<td>0.914</td>
<td>7.104</td>
<td>0.888</td>
</tr>
<tr>
<td></td>
<td>7.241</td>
<td>0.000</td>
<td>7.131</td>
<td>0.000</td>
</tr>
<tr>
<td>Average</td>
<td>7.213</td>
<td>0.998</td>
<td>7.094</td>
<td>0.952</td>
</tr>
<tr>
<td>OVSQ</td>
<td>7.0742</td>
<td>0.000</td>
<td>6.885</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.0796</td>
<td>0.062</td>
<td>6.907</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td>7.0801</td>
<td>0.062</td>
<td>6.908</td>
<td>0.056</td>
</tr>
<tr>
<td></td>
<td>7.0854</td>
<td>0.000</td>
<td>6.934</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.0872</td>
<td>0.008</td>
<td>6.947</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.0876</td>
<td>0.011</td>
<td>6.966</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.0925</td>
<td>0.000</td>
<td>6.966</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.0930</td>
<td>0.000</td>
<td>6.967</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>7.1624</td>
<td>0.001</td>
<td>7.035</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.1659</td>
<td>0.000</td>
<td>7.047</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.1673</td>
<td>0.000</td>
<td>7.051</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.1820</td>
<td>0.000</td>
<td>7.086</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>7.2023</td>
<td>1.999</td>
<td>7.094</td>
<td>1.678</td>
</tr>
<tr>
<td></td>
<td>7.2123</td>
<td>0.826</td>
<td>7.120</td>
<td>0.672</td>
</tr>
<tr>
<td></td>
<td>7.2134</td>
<td>0.827</td>
<td>7.121</td>
<td>0.677</td>
</tr>
<tr>
<td></td>
<td>7.3471</td>
<td>0.000</td>
<td>7.219</td>
<td>0.000</td>
</tr>
<tr>
<td>Average</td>
<td>7.146</td>
<td>3.795</td>
<td>7.016</td>
<td>3.140</td>
</tr>
</tbody>
</table>

Table 3.2: Excitation energies (in eV) for transitions that correspond to the absorbing states of ethylene and various vinyl-OHSQs. The absorption maximum \((\lambda_{\text{max}})\) is provided by the oscillator-strength-weighted average of excitation energies. The values of the BNL parameter used are: \(\gamma=0.400\) a.u. (ethylene), \(\gamma=0.300\) a.u. (vinyl-OHSQ).
Figure 3.3: Attachment (blue) and detachment (pink) densities for the transitions with the largest oscillator strength in the first excitation band for ethylene, 1Vinyl-OHSQ and OVSQ molecules.
Figure 3.4: The effect on the oscillator strength by multiple ligand functionalization. Shown on the right are the oscillator strengths for vinylstilbene, 2-vinylstilbene OHSQ (para, meta and ortho isomers), 4-vinylstilbene OHSQ (the isomer shown). Shown on the left are the oscillator strengths of the of the ligand arrangements obtained after removing the OHSQ.

coupled. Overall, the oscillator strengths predicted by both functionals are quite similar, however the differences are greater in the case of the smaller ligand. In the case of OVSQ, the oscillator strength, as obtained via BNL, is close to eight times that of the 1Vinyl-OHSQ, whereas for the B3LYP the strength is seen to be smaller. The corresponding OVSQ detachment-attachment plots in Figure 3.3 suggest that the excitation involves mixing between vinyl and OHSQ orbitals, as in the case of 1Vinyl-OHSQ.

The linear increase of the oscillator strength with the number of ligands was observed to persist even when across shift from the relatively small vinyl ligand to larger ligands, such as styrene and vinylstilbene. For example, the overall oscillator strength as a function of the number of vinylstilbene ligands is shown in Figure 3.4.

We also compared the increase of the oscillator strength with the number of ligands
Table 3.3: Excitation energies (in eV) for transitions that correspond to the absorbing states of vinylstilbene and vinylstilbene-OHSQs. 2-vinylstilbene-OHSQ isomers and 4-vinylstilbene-OHSQ are compared to the same ligand arrangement after removing the OHSQ. The absorption maximum ($\lambda_{\text{max}}$) is provided by the oscillator-strength-weighted average of excitation energies.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>BNL Energy</th>
<th>BNL Strength</th>
<th>B3LYP Energy</th>
<th>B3LYP Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vinylstilbene</td>
<td>3.709</td>
<td>1.179</td>
<td>3.488</td>
<td>1.224</td>
</tr>
<tr>
<td>2Vinylstilbene ortho</td>
<td>3.601</td>
<td>0.802</td>
<td>3.426</td>
<td>0.824</td>
</tr>
<tr>
<td></td>
<td>3.685</td>
<td>1.548</td>
<td>3.518</td>
<td>1.621</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.657</td>
<td>2.350</td>
<td>3.487</td>
<td>2.444</td>
</tr>
<tr>
<td>2Vinylstilbene meta</td>
<td>3.820</td>
<td>1.178</td>
<td>3.470</td>
<td>0.974</td>
</tr>
<tr>
<td></td>
<td>3.877</td>
<td>1.800</td>
<td>3.522</td>
<td>1.458</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.855</td>
<td>2.978</td>
<td>3.501</td>
<td>2.431</td>
</tr>
<tr>
<td>2Vinylstilbene para</td>
<td>3.632</td>
<td>2.427</td>
<td>3.460</td>
<td>2.523</td>
</tr>
<tr>
<td></td>
<td>3.663</td>
<td>0.000</td>
<td>3.494</td>
<td>0.000</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.632</td>
<td>2.427</td>
<td>3.460</td>
<td>2.523</td>
</tr>
<tr>
<td>4Vinylstilbene</td>
<td>3.576</td>
<td>0.002</td>
<td>3.406</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>3.612</td>
<td>1.011</td>
<td>3.449</td>
<td>0.974</td>
</tr>
<tr>
<td></td>
<td>3.624</td>
<td>1.555</td>
<td>3.464</td>
<td>1.600</td>
</tr>
<tr>
<td></td>
<td>3.744</td>
<td>2.093</td>
<td>3.613</td>
<td>2.230</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.675</td>
<td>4.661</td>
<td>3.530</td>
<td>4.805</td>
</tr>
<tr>
<td>1Vinylstilbene-OHSQ</td>
<td>3.589</td>
<td>1.533</td>
<td>3.395</td>
<td>1.513</td>
</tr>
<tr>
<td>2Vinylstilbene-OHSQ ortho</td>
<td>3.539</td>
<td>1.009</td>
<td>3.343</td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td>3.638</td>
<td>1.978</td>
<td>3.449</td>
<td>1.974</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.604</td>
<td>2.986</td>
<td>3.441</td>
<td>2.946</td>
</tr>
<tr>
<td>2Vinylstilbene-OHSQ meta</td>
<td>3.577</td>
<td>1.302</td>
<td>3.377</td>
<td>1.239</td>
</tr>
<tr>
<td></td>
<td>3.647</td>
<td>1.710</td>
<td>3.452</td>
<td>1.694</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.617</td>
<td>3.012</td>
<td>3.420</td>
<td>2.933</td>
</tr>
<tr>
<td>2Vinylstilbene-OHSQ para</td>
<td>3.564</td>
<td>3.187</td>
<td>3.370</td>
<td>3.159</td>
</tr>
<tr>
<td></td>
<td>3.620</td>
<td>0.000</td>
<td>3.429</td>
<td>0.000</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.564</td>
<td>3.187</td>
<td>3.370</td>
<td>3.159</td>
</tr>
<tr>
<td>4Vinylstilbene-OHSQ</td>
<td>3.523</td>
<td>0.003</td>
<td>3.359</td>
<td>1.006</td>
</tr>
<tr>
<td></td>
<td>3.552</td>
<td>1.312</td>
<td>3.368</td>
<td>0.662</td>
</tr>
<tr>
<td></td>
<td>3.565</td>
<td>1.923</td>
<td>3.380</td>
<td>1.354</td>
</tr>
<tr>
<td></td>
<td>3.714</td>
<td>2.514</td>
<td>3.539</td>
<td>2.597</td>
</tr>
<tr>
<td>Average ($\lambda_{\text{max}}$)</td>
<td>3.627</td>
<td>5.752</td>
<td>3.449</td>
<td>5.618</td>
</tr>
</tbody>
</table>

in the presence of the OHSQ to that in its absence. More specifically, we removed the OHSQ from the structure and calculated the oscillator strength of the resulting OHSQ-free arrangement of ligands (which remains the same as it was in the presence of the OHSQ). We found that the presence of the OHSQ gave rise to a modest increase of the oscillator strength. For example, the oscillator strength increased from 1.2 to 1.5 for 1Vinylstilbene-OHSQ (Table 3.3). Additional examples are discussed below.
3.1.3.3 Vinylstilbene-OHSQ and Styrenyl-OHSQ

In this section, we focus on the ligands for which there are available experimental data to compare with. We model the absorptive excitations of vinylstilbene- and styrene-functionalized OHSQ and compare them to available spectroscopic data.\[4, 132, 169\] Importantly, the vinylstilbene and styrene ligands feature a HOMO-LUMO energy gap that is significantly smaller relative to that of the bare OHSQ, thereby leading to significantly less mixing between the two subsystems in comparison to the vinyl-OHSQ system. The calculated excitation energies and oscillator strengths for these systems are listed in Appendix D.

We also considered a series of EDG-substituted styrene and vinylstilbene as the ligands. Specifically, we model the absorption spectra of octa-\(R_s\)-styrene-SQ (\(R_s = \text{H, CH}_3, \text{CH}_3\text{O}\)) and octa-\(R_v\)-vinylstilbene-SQ (\(R_v = \text{H, CH}_3, \text{CH}_3\text{O, NH}_2\)) (see Figure 3.5). The absorption and emission spectra of these molecules have recently been measured experimentally and the absorption band was observed to be centered around 260nm for the styrene series and 330nm for the vinylstilbene series.\[??\] We also consider the effect of EWG substitutions that have not been considered experimentally (see Figure 3.5).

A correlation plot of the calculated vs. experimental excitation energies of the EDG-functionalized molecules is shown in Figure 3.6 (the values of the excitation energies and the corresponding oscillator strengths are included in Appendix D). For the styrene series, the plotted excitation energy is given by the oscillator-strength-weighted average of the two excited states in the lowest absorption band. In general, the ligation lowers the excitation energies relative to the free ligands. This ligation effect is even greater when the ligands are functionalized by an EDG.

We also found that the excitation energy decreases with increasing EDG strength for both \(R_s\)-Styrenyl-OHSQ and \(R_v\)-Vinylstilbene-OHSQ series, with a larger EDG-induced shift observed for the smaller styrene chromophore. As expected, the B3LYP
Figure 3.5: (a) Top: The molecular building blocks of the systems considered in this paper, namely OHSQ, styrene and vinylstilbene. Bottom: Different ligand-functionalized OHSQs, including different substitutions of the ligands by EDGs or EWGs. (b) Molecular models of the systems studied in this paper.
Figure 3.6: A correlation plot of the calculated vs. experimental absorption excitation energies. Perfect agreement corresponds to the black line. Shown are calculated results obtained for both $R_s$-Styrenyl-OHSQ and $R_v$-Vinylstilbene-OHSQ by using BNL (purple), B3LYP (orange) and LRC-$\omega$PBEh (green). The root mean square deviation of the calculated values from the measured excitation energy is provided in the legend.

Functional underestimates the excitation energies by as much as 0.3 eV root mean square deviation (RMSD) in comparison to the experimental values. At the same time, the BNL functional underestimates the excitation energies by as little as 0.1 eV RMSD, while the LRC-$\omega$PBEh functional overestimates the excitation energies by a similar amount (0.1 eV RMSD).

We also note the ligation effect on the absorption oscillator strength (Appendix D). Upon ligation, the oscillator strength becomes approximately 1.8 and 1.3 times higher relative to the free ligand, in 1Styrenyl-OHSQ and 1Vinylstilbene-OHSQ, respectively. This trend of increased oscillator strength upon ligation is confirmed for all functionals. In addition, the RSH functionals show a trend of slightly increasing oscillator strengths with EDG substitution, while for the B3LYP functional the
oscillator strength decreases with increasing EDG strength.

The experimental spectra are measured in tetrahydrofuran (THF) solvent.\cite{4} We used a polarizable continuum model\cite{174, 175} to estimate solvation effects on the absorption. We have found that with BNL, the solvation energies for the styrene and vinylstilbene are 0.17 eV and 0.32 eV, respectively (Appendix D). Solvent stabilization is increased by approximately 0.1 eV upon chromophore ligation to the OHSQ, where 1styrenyl-OHSQ and 1vinylstilbene-OHSQ solvation energies are 0.30 eV and 0.44 eV, respectively. The B3LYP functional predicts the same trends as BNL, with solvation energies that are slightly smaller by 0.1 eV.

Excited state detachment and attachment densities for some of the styrene- and vinylstilbene-functionalized systems are provided in Figure 3.7. The excitations are observed to involve transitions from the ligand’s $\pi$ bonding orbital into the ligand’s $\pi^*$ anti-bonding orbital, with no significant charge transfer to or from the OHSQ. The largest eigenvalues of the different detachment/attachment density matrices are listed in Appendix D. Additional density plots are also provided in Appendix D.

The HOMO-LUMO energy gaps for the $R_s$-Styrenyl-OHSQ and $R_v$-Vinylstilbene-OHSQ systems are shown in Figure 3.8 and are listed in Appendix D. Both the HOMO and LUMO are dominated by the chromophore-localized $\pi$ bonding and $\pi^*$ anti-bonding MOs, respectively. The BNL and LRC-$\omega$PBEh functionals predict significantly higher HOMO-LUMO energy gaps than B3LYP. Both the HOMO and LUMO energies are reduced when the ligand is substituted with an EDG, and are increasingly reduced as the electron-donating strength of the EDG increases (from CH3 to NH2). Our results are consistent with those of Ronchi et al. who performed ground state electronic structure analyses on $[\text{RSiO1.5}]_8$ (R = H, F, HO, NH2, alkyl) compounds and reported decreasing HOMO-LUMO energy gap with increasing EDG strength.\cite{132}

Ligation to OHSQ is observed to lower both the HOMO and LUMO energies.
Figure 3.7: Detachment (pink) and attachment (blue) densities associated with transitions that have the strongest oscillator strengths in the first excitation band, for 1-Styrenyl-OHSQ, 1-CH$_3$O-Styrenyl-OHSQ, 1-Vinylstilbene-OHSQ, 1-NH$_2$-Vinylstilbene-OHSQ and 1-NO$_2$-Vinylstilbene-OHSQ molecules.
Figure 3.8: HOMO and LUMO energies calculated for OHSQ, \( R_s \)-Styrene, \( R_s \)-Styrenyl-OHSQ; \( R_v,w \)-Vinylstilbene, \( R_v,w \)-Vinylstilbene-OHSQ using B3LYP (orange), BNL (purple) and LRC-\( \omega \)PBEh (green).

relative to the free ligand, as shown in Figure 3.8. The effect of ligation on the orbital energies is demonstrated in Figure 3.9, which shows the difference between the ligated-OHSQ orbital energy and the free ligand orbital energy. The LUMO energy is stabilized by ligation more so than the HOMO, which is consistent with a similar finding reported in Ref. [133]. Interestingly, the LUMO stabilization in the styrene series is greater than that in the vinylstilbene series. The larger stabilization in the styrene series is likely due to the greater proximity between the LUMO energies of free styrene and free OHSQ, which leads to more mixing and thereby enhanced stabilization of the \( R_s \)-Styrene-OHSQ LUMO orbitals. The same reasoning can be applied to the HOMO energies. For instance the BNL functional, when compared to the other functionals, predicts the smallest energy difference between the free styrene and free OHSQ LUMOs and the largest energy difference between the corresponding HOMOs. As a result, BNL predicts the largest stabilization of the LUMO and the smallest stabilization of the HOMO for \( R_s \)-Styrene-OHSQ.

We also considered the effect of electron withdrawing groups (EWG), which has not been experimentally measured yet. We modeled the spectra of \( R_w \)-Vinylstilbene-
OHSQ ($R_w = \text{NO}_2$ [strong EWG], COOH [moderate EWG] and Br [weak EWG]). The Br and NO2 EWG are also considered in the experimentally relevant ortho and meta positions, respectively, as shown in Figure 3.5. The HOMO-LUMO energies and band gaps are plotted in Figure 3.8 with the values listed in Appendix D. The calculated excitation energies of this molecular series are listed in Table 3.4. As is the case of the EDGs, when the ligand is substituted with EWGs the HOMO and LUMO are dominated by the ligand’s $\pi$ bonding and $|\pi^*|$ anti-bonding orbitals, respectively. We find, in general, that the HOMO-LUMO energy gap and the corresponding excitation energies decrease with increasing EWG strength. Unlike the trends observed with EDG-functionalized ligands however, the excitation energies of the EWG-functionalized ligands are less affected by ligation to OHSQ than the excitation energies of the unfunctionalized ligand. Therefore, EWG-functionalization lessens the ligation effect on the excitation energies, while EDG-functionalization increases it.

Similar to the trends observed for the EDG series, the LUMO energy is stabilized
Table 3.4: Absorption excitation energies, in eV, and oscillator strengths of $R_w$-Vinylstilbene-OHSQ as obtained using B3LYP and BNL

<table>
<thead>
<tr>
<th>Molecule</th>
<th>BNL Energy</th>
<th>BNL Strength</th>
<th>B3LYP Energy</th>
<th>B3LYP Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>o-Br-Vinylstilbene</td>
<td>3.42</td>
<td>1.14</td>
<td>3.61</td>
<td>1.11</td>
</tr>
<tr>
<td>o-1Br-Vinylstilbene-OHSQ</td>
<td>3.40</td>
<td>1.40</td>
<td>3.59</td>
<td>1.42</td>
</tr>
<tr>
<td>p-Br-Vinylstilbene</td>
<td>3.45</td>
<td>1.40</td>
<td>3.67</td>
<td>1.37</td>
</tr>
<tr>
<td>p-1Br-Vinylstilbene-OHSQ</td>
<td>3.34</td>
<td>1.66</td>
<td>3.54</td>
<td>1.68</td>
</tr>
<tr>
<td>COOH-Vinylstilbene</td>
<td>3.31</td>
<td>1.35</td>
<td>3.59</td>
<td>1.42</td>
</tr>
<tr>
<td>1COOH-Vinylstilbene-OHSQ</td>
<td>3.27</td>
<td>1.71</td>
<td>3.49</td>
<td>1.73</td>
</tr>
<tr>
<td>m-NO2-Vinylstilbene</td>
<td>3.51</td>
<td>1.22</td>
<td>3.62</td>
<td>0.72</td>
</tr>
<tr>
<td>m-1NO2-Vinylstilbene-OHSQ</td>
<td>3.46</td>
<td>1.55</td>
<td>3.57</td>
<td>1.24</td>
</tr>
<tr>
<td>p-NO2-Vinylstilbene</td>
<td>2.96</td>
<td>0.94</td>
<td>3.46</td>
<td>1.33</td>
</tr>
<tr>
<td>p-1NO2-Vinylstilbene-OHSQ</td>
<td>3.00</td>
<td>1.24</td>
<td>3.42</td>
<td>1.65</td>
</tr>
</tbody>
</table>

more so than the HOMO energy when the ligand is substituted with an EWG. However, the LUMO stabilization decreases as the electron-withdrawing strength of the EWG increases, while the HOMO is further stabilized by increasing EWG strength. These trends are opposite to those observed for the EDG series, though as discussed above, they can be attributed to the energy difference between free ligand and OHSQ orbitals. More specifically, the ligand’s LUMO energy becomes much lower than the OHSQ LUMO energy as the EWG strength increases, which reduces the stabilization achieved from mixing the molecular orbitals (see Figure 3.8). Likewise, the chromophore HOMO energy becomes closer to that of OHSQ as EWG strength increases, thereby enabling greater mixing between the molecular orbitals.

We note that the detachment-attachment analysis demonstrates that a C=N or C=C double bond forms during the excitation process for the COOH and p-NO2 functionalized ligands (shown in Figure 3.7 and in Appendix D). No double bond can be formed in the case of the Br functional group. Thus, the decrease of the excitation energy upon increasing EWG strength seems to be associated with an electronic resonance effect that results in the formation of a double bond.
Finally, we point out that the success of the RSH functional in reproducing the measured absorption spectra results from the improved ground state treatment. With the RSH treatment, the HOMO and LUMO energies are closer to the experimental IP and EA energies. Indeed, Stein et al. have shown that the RSH functional reduces the difference between the fundamental gap (IP-EA) and the (HOMO-LUMO) gap.[86] The difference in these gaps, the derivative discontinuity, affects the description of the electron and hole mobility, which are key properties in photovoltaic applications.

### 3.1.4 Conclusions

The absorption excitation energies of functionalized OHSQs have been investigated computationally via TDDFT, using B3LYP and RSH (BNL and LRC-ωPBEh) functionals. We find that pairing the RSH functionals with basis sets that include diffuse and polarized basis functions is required to obtain converged results. The calculated excitation energies at the RSH/6-311+G**//B3LYP/6-311+G** level for vinylstilbene- and styrenyl-functionalized OHSQ are found to be in better agreement with the available experimental data than the B3LYP results, which significantly underestimate the excitation energies. Functionalization of these ligands by EDG and EWG decreases the excitation energies, in agreement with available experimental data. The excitations are mainly localized on the ligands, with the exception of vinyl, where mixing between vinyl and OHSQ was observed. We present the success of the RSH functional to improve the description of the HOMO and LUMO energies and of the excited state energies as compared to the experimental data. The LUMO (HOMO) mediates the photo induced electron (hole) transport in photovoltaic applications. The demonstrated success to eliminate the derivative discontinuity error provides promise for the prospect of using RSH functionals for modeling materials used in photovoltaic applications.
3.2 Ab Initio Study of the Emissive Charge-Transfer States of Solvated Chromophore-Functionalized Silsesquioxanes

Contributions: Design of study; interpretation of data; drafting and revision of final version to be published.

3.2.1 Introduction

The ability to tune the electronic and photonic properties of silsesquioxanes (SQ) by functionalizing them with different ligands has recently turned them into attractive candidates for photovoltaic and optical applications. [4, 132, 133, 150, 167, 168, 181]. These compounds have also been studied computationally at various levels of theory ranging from molecular mechanics to first-principles model studies.[133, 147, 148, 150–152, 154, 159–165, 167, 168, 182] One of the most striking spectroscopic observations pertaining to these compounds is the significant increase in the red-shift of the emission spectrum, relative to the absorption spectrum, that occurs upon ligation.[4, 132] For example, whereas the red shift in stilbene is \( \sim 0.3 \) eV, that of stilbene-functionalized octahedral SQ is \( \sim 0.8–0.9 \) eV.[132] The emission spectrum of the SQ-coupled chromophores is strongly red-shifted, while the absorption spectrum remains similar to that of the isolated stilbene. This suggests that while the absorption spectrum is dominated by excitations which are localized on the ligand, the increase in the red-shift is associated with the emergence of low lying emissive states that extend beyond a single ligand. The fact that the red-shift increases with increasing polarizability of the solvent[183, 184] also suggests that these emissive states involve extensive charge-transfer (CT) character. Figure 3.10 provides an illustration of the expected behavior of the charge transfer states according to these observations.

Our goal in this study is to elucidate the nature of the emissive CT states in
Figure 3.10: Illustrated picture of the behavior of chromophore-functionalized OHSQ. Absorption of functionalized OHSQ resembles that of the chromophore, but emission is red-shifted compared to chromophore emission due an expected charge transfer state.

functionalized SQs with the help of state-of-the-art density functional theory (DFT) techniques. To this end, we employed time-dependent DFT (TD-DFT) and the Tamm Dancoff approximation (TDA)\[91–93\] with the recently developed range separated hybrid (RSH) functional of Baer-Neuhauser-Livshits (BNL).\[102, 103, 136\] We present a state-of-the-art approach to address the solvation effects on the charge transfer states. We combine charge-constrained DFT (C-DFT)\[185–188\] optimizations with novel polarizable continuum models (PCM)\[174, 175\] implementing switching/Gaussian (SWIG)\[125, 126\] PCMs. We successfully benchmark our scheme against the experimental emission spectrum.

### 3.2.2 Computational Methods

All the calculations reported here were carried out within version 4.0 of the Q-Chem program package\[122\] and using the 6-31G* basis set. We use the B3LYP functional\[118–121\] for all the geometry optimizations described below. In calculating the BNL $\gamma$ parameter, we use the $J(\gamma)$\[85, 136\] scheme that has been previously
introduced:

\[ J(\gamma) = (\epsilon_{(N,HOMO)} + IP(N))^2 + (\epsilon_{(N+1,HOMO)} + IP(N+1))^2, \] (3.2)

where \( \epsilon_{(HOMO)} \) is the highest occupied molecular orbital energy, IP the ionization potential, and \( N \) and \( N + 1 \) are the number of electrons referring respectively to the neutral and anion forms. The PCM dielectric constant was set equal to that of tetrahydrofuran (THF)\([7.42\epsilon_0]\), which is the solvent used in the experiment.\([132]\)

### 3.2.3 Results and Discussion

The ground state trends reflected in the molecular orbital energies are essential for understanding the electronic spectra and the roles of the SQ and chromophore as an electron acceptor and donor, respectively. In particular, the highest occupied and lowest unoccupied molecular orbital (HOMO-LUMO) gaps must correspond to the fundamental gap\([80, 87]\) (the difference between the ionization potential and the electron affinity), which is taken into account by obtaining the correct BNL \( \gamma \) parameter. Indeed, Section 3.1 points out that TD-DFT with the BNL functional provides excellent agreement with the experimental absorption spectra for a wide range of functionalized OHSQs.\([189]\) We also found that for the system under study here, the absorptive excitations are localized on the stilbene ligands. In the present study, we address the significantly more challenging problem of identifying the emissive CT state and quantitatively predicting its energy relative to the absorptive state.

We demonstrate that the combined RSH-CDFT-PCM scheme as implemented in this report yields predictions related to CT processes which are in excellent agreement with experiment. This is contrasted with the results obtained using more traditional functional choices, such as B3LYP, which are known to significantly underestimate the energy of CT states. In general, we have found that TDA provides a slightly
better agreement with experiment in reproducing the absorption spectra with about 0.2 eV higher excitation energies than TD-DFT. For completeness both the TDA and TD-DFT excitation energies are listed in the Appendix Table F.1. This comparison between TDA and the full TD-DFT is indicated in other previous studies as well.[52, 190, 191] We therefore continue below with the TDA and note that the CT excited state energies are found to have even smaller difference between the TDA and the full TD-DFT energies.[52, 91–93, 190–194]

The current study is focused on octahedral silsesquioxane (OHSQ) functionalized with trans-stilbene that has been shown to result in the large shift of the emission spectrum of up to 0.9 eV.[132] The systems studied via experimental methods are assumed to be fully functionalized by eight chromophores, as shown in Figure 3.11[4, 132] Two charge transfer pathways may explain the red-shift in the emission spectrum. The first involves charge transfer from the chromophore to the SQ core, and the second is solvent-mediated charge transfer between chromophores. The CT between chromophores can be intramolecular, involving chromophores attached on the same SQ molecule, or intermolecular, within aggregates of the functionalized SQs. However, it remains unclear which of these pathways is relevant to the
Table 3.5: The BNL HOMO and LUMO energy (eV). (The subscript 's' refers to stilbene and the subscript 'o' to the OHSQ cage).

<table>
<thead>
<tr>
<th></th>
<th>HOMO&lt;sub&gt;s&lt;/sub&gt;</th>
<th>LUMO&lt;sub&gt;s&lt;/sub&gt;</th>
<th>HOMO&lt;sub&gt;o&lt;/sub&gt;</th>
<th>LUMO&lt;sub&gt;o&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trans-stilbene</td>
<td>-6.67</td>
<td>0.71</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>OHSQ</td>
<td>—</td>
<td>—</td>
<td>-9.42</td>
<td>2.10</td>
</tr>
<tr>
<td>1-stilbene-OHSQ</td>
<td>-6.86</td>
<td>0.35</td>
<td>-9.14</td>
<td>2.07</td>
</tr>
<tr>
<td>2-stilbene-OHSQ</td>
<td>-6.78</td>
<td>0.33</td>
<td>-8.95</td>
<td>2.10</td>
</tr>
</tbody>
</table>

red-shifted emission.

In order to answer this open question concerning the charge transfer, we use one and two trans-stilbene functionalized OHSQ as models. The corresponding models are illustrated in Figure 3.11[right] and are referred to as 1-stilbene-OHSQ and 2-stilbene-OHSQ respectively. In the 2-stilbene-OHSQ, the chromophores are added at two nearest neighbor Si sites, where the strongest coupling is expected. The energies of the HOMOs and LUMOs of the OHSQ, stilbene, 1-stilbene-OHSQ and 2-stilbene-OHSQ are listed in Table 3.5. Importantly, we find that the chromophore gap is substantially lower than the OHSQ, with a 1.4 eV lower LUMO energy. We also point out that the chromophore-localized LUMO in the functionalized-SQ system is stabilized by 0.3 eV, however the orbital localized on the SQ, the LUMO of OHSQ, remains at a higher energy.

We begin by considering the gas phase vertical electronic excitation energies for stilbene-OHSQ at the solvated ground state geometry (i.e. the optimized ground state structure obtained within PCM at the B3LYP level). The excitation energies obtained via TDA using the BNL and the B3LYP functionals are shown in Figure 3.12. A tabulated list of the TDA excited states energies is provided in the Supporting Information [Table F.1].

The excitations can be classified into three different types: (1) $\pi - \pi^*$ excitations which are localized on the stilbene ligands; (2) Type CT1 excitations that involve CT between stilbene and OHSQ; (3) Type CT2 excitations that involve CT from
Figure 3.12: Gas phase vertical electronic excitation energies for 2-stilbene-OHSQ at the solvated (within PCM) ground state geometry, as obtained via TDA with BNL and B3LYP functionals.
one stilbene to another stilbene. We report the CT1 energies calculated with the 1-stilbene-OHSQ model and CT2 energies calculated with the 2-stilbene-OHSQ model (See Figure 3.11). We find that the two CT1 energies calculated using the 2-stilbene-OHSQ model are in good agreement with the CT1 energy of the 1-stilbene-OHSQ model. In our current study, the 2-stilbene-OHSQ model directly represents CT2 excitations between chromophores on the same SQ molecule and CT between chromophores within aggregates of functionalized SQs. The energetics of the CT states is expected to remain qualitatively the same with models that explicitly address the possibility of aggregates.

The $\pi - \pi^*$ excitations with the larger oscillator strengths dominate the absorption spectra and have been studied extensively recently.[189] The BNL energies of these absorbing states are 0.2 eV higher than the B3LYP values.[189] The CT states are characterized by oscillator strengths which are significantly smaller than the oscillator strength of the $\pi - \pi^*$ transitions. The CT excited states are classified as either CT1 or CT2 based on the corresponding attachment and detachment densities, as shown in Figure 3.13.[141] The $\pi - \pi^*$ excitations are identified with HOMO to LUMO replacements occurring on the same chromophore unit. The CT2 state involves mainly HOMO to LUMO replacements where the orbitals are related to different chromophores. Finally, the CT1 state is dominated by the replacement of the chromophore HOMO by the SQ-LUMO.

Both CT1 and CT2 excited state energies obtained via BNL are significantly higher than those obtained via B3LYP. This is consistent with the well documented tendency of B3LYP to over-stabilize CT states.[80, 195–199] The gas phase CT1 energies obtained with both BNL and B3LYP functionals are observed to be significantly higher than the corresponding $\pi - \pi^*$ excited state energy. This implies that the CT1 state does not affect the emission spectrum following the $\pi - \pi^*$ excitations. The situation is quite different for the CT2 state, however.
Figure 3.13: The CT1 and CT2 detachment and attachment electronic densities.
The B3LYP functional indicates that the CT2 state affects the emission spectrum, where the CT2 energy lies below the corresponding $\pi - \pi^*$ energy. However B3LYP is known to underestimate the energies of CT states, and therefore the low CT2 energy observation cannot be used to conclusively indicate the CT2 state as the low lying emissive state. Indeed, the CT2 states at the gas phase are indicated to lie significantly above the $\pi - \pi^*$ by BNL. We therefore proceed with only BNL, which is expected to be more reliable for CT states. In the next step, we consider solvation that strongly affects the CT state energies.

The relatively strong dependence of the emission spectrum on solvent polarity indicates that the emissive state energies are strongly influenced by solvation. We consider the solvation effect on the excited states by starting with the vertical excitations at the solvated ground state geometry, then allowing for solvated geometry relaxation using C-DFT. We evaluate the CT state solvation energies from the difference between the C-DFT/PCM energy and the gas phase C-DFT energy at the same solvated molecular geometry (particular to each CT type):

$$E_{\text{solvation}}^{CT} = E(\text{CDFT}_{PCM}) - E(\text{CDFT}_{GAS}). \quad (3.3)$$

The C-DFT relaxations use charge constraints ranging from the subunit partial charges at the gas-phase TDA level to the limit where a whole electron is transferred. The TDA charges correspond to the Mulliken atomic populations. We find that the donor chromophore in the CT1 and CT2 at the ground state geometry is charged 0.84 and 0.95 respectively, where 1.0 indicates the complete electron transfer limit. For CT1 we consider the fragment charges of the chromophore (donor) and the SQ unit (acceptor) and for CT2 we define the constraints to apply on the sum of the atomic charges of the two chromophores, designating one as the donor and the other as the acceptor.
Figure 3.14: Solvated electronic excitation energies (eV), accounting for intramolecular reorganization. $G_0$ is the ground electronic state energy. Molecular geometries- Ground: solvated ground state geometry; CT(1,2): solvated CT(1,2) with TDA partial-charge constraints; CT(1,2)c: solvated CT(1,2) with complete electron transfer constraints.
The solvated excited state energies are shown in Figure 3.14. A list of the corresponding energies is provided in the Appendix Table F.2. We first consider the solvated excited state energies at the solvated ground state geometry. As expected, solvation gives rise to significant stabilization of both CT1 and CT2 states. However, even with this extra stabilization, the CT1 energy remains significantly higher than that of the non-CT $\pi - \pi^*$ state. At the same time, the solvation lowers the CT2 state energy below that of the $\pi - \pi^*$ state by up to 0.1 eV at the solvated ground state geometry, which suggests that CT2 is the emissive state, rather than CT1.

We focus next on the relaxation processes following the electronic excitation that result in an even larger red-shift between absorption and emission. The different types of energy contributions to the relaxation are illustrated in the insert in Figure 3.14. The intramolecular reorganization energies affecting the emission spectrum include the stabilization of the excited state ($\lambda_e$) and destabilization at the ground electronic level ($\lambda_g$). An additional third term, $\Delta E_0$, is the energy difference between the absorbing excited state and the emitting excited state. Here the energy difference is between the vertical excited states at the solvated and unrelaxed ground state geometry. The overall red-shift of the emission spectra, therefore, becomes:

$$\Delta E = \lambda_g + \lambda_e + \Delta E_0.$$  \hfill (3.4)

The solvated electronic state energies at the CT state optimized structures are also illustrated in Figure 3.14 and in Appendix F. For the CT2 case, we consider the two possible transfer directions (CT to and from each chromophore), where the symmetry breaking effect due to SQ binding results with the slightly different energies for the two possible CT2 processes. Therefore, geometry optimization for each CT2 state was performed separately.

We consider the intramolecular reorganization energies for the CT states, where
Table 3.6: The modeled relaxation energies (eV) of the electronic CT states and their difference from the excitonic $\pi - \pi^*$ energy at the ground state geometry ($\Delta E_0$, a negative sign means a higher energy). The sum of the relaxation energy and the $\Delta E_0$ defines the overall emission spectra shift ($\Delta E$). In the parenthesis we specify the charge on the donor designated chromophore used in the corresponding C-DFT calculations.

<table>
<thead>
<tr>
<th>Electronic states</th>
<th>Relaxation Energy $\lambda e$</th>
<th>$\lambda g$</th>
<th>$\Delta E_0$</th>
<th>$\Delta E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi - \pi^*$</td>
<td>0.10</td>
<td>0.17</td>
<td>0.00</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>0.12</td>
<td>0.00</td>
<td>0.18</td>
</tr>
<tr>
<td>CT1(0.84)</td>
<td>0.05</td>
<td>0.10</td>
<td>-2.16</td>
<td>—</td>
</tr>
<tr>
<td>CT2(0.95)</td>
<td>0.31</td>
<td>0.26</td>
<td>0.13</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>0.33</td>
<td>0.25</td>
<td>-0.02</td>
<td>0.56</td>
</tr>
<tr>
<td>CT2(1)</td>
<td>0.48</td>
<td>0.28</td>
<td>0.13</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>0.50</td>
<td>0.27</td>
<td>-0.02</td>
<td>0.75</td>
</tr>
</tbody>
</table>

the geometry optimization was carried out only with respect to the ligands while keeping the OHSQ in its ground state geometry. We do so because full optimization leads to a distortion of the SQ unit, which we believe to be a nonphysical artifact of using a continuum model for solvation. More specifically, the attraction between the positively and negatively charged ligands tends to bring them together more than they would be in a molecular liquid, where the solvent molecules would keep them further apart. As a result, the SQ unit is distorted more than it would have in a molecular liquid. However, it is important to note that even when full optimization is carried out, the CT1 state energy remains substantially higher than the absorbing state energy. On the other hand, we find that the intramolecular reorganization associated with the CT2 states lowers the energy by 0.3 eV.

Another contribution to the emission spectral shift is the corresponding destabilization of the ground electronic state, which is close to 0.3 eV for either of the CT2 optimized geometries. Interestingly the relaxation terms are effectively the same for the two CT2 states. The contribution to the spectral red-shift due to excited state
energy differences (\(\Delta E_0\)) is 0.1 eV for the first state and almost vanishing for the second state. The 0.1 eV energy split emerges from the difference between the two low lying \(\pi - \pi^*\) excitations, where the SQ binding induces the symmetry breaking in the absorption energies.

The solvation due to using the partial charges from the BNL TDA gas-phase calculation as C-DFT constraints already indicates significant stabilization. However as summarized in Table 3.6 the predicted shift still does not account for the experimentally observed red-shift in the emission spectrum. Indeed, the solvation may stabilize the transfer of a whole electron, therefore we consider the electronic CT2 state upon a complete electron transfer. We assign the charge constraints 1.0 and -1.0 for the donor and acceptor, respectively. We denote this state as CT2c and illustrate the corresponding energy levels to the right side of Figure 3.14. (A list of the corresponding energies is provided in the Appendix F). The solvation energies corresponding to the complete electron transfer increase for either of the CT states by 0.2 eV. The destabilization of the ground state at the new geometry, however, remains almost unchanged. We therefore find that the stabilization of the CT2c state is twice the destabilization of the ground state energy.

The resulting red-shift between absorption and emission spectra for the CT2 state represented by the CT2c model adds up to 0.8 eV and 0.9 eV which is in excellent agreement with the experimental values of 0.8 eV and 0.9 eV[132]. This suggests that the polarizable nature of the solvent increases the partial charges in solution beyond their values as obtained from the gas phase calculation, thereby leading to further stabilization of the CT states. We list the different energy contributions to the spectral shift in Table 3.6. We include for comparison the relaxation energies of the CT1 state, but emphasize again that only CT2 is indicated to be lowered enough by the solvent to potentially play the role of the emissive state in the relaxation process of the \(\pi - \pi^*\) state.
3.2.4 Conclusions

To summarize, we have been able to quantitatively reproduce the enhanced red-shift between the absorption and emission spectra of stilbene-functionalized OHSQs using a strategy that combines TD-DFT/TDA with the BNL range-separated hybrid functional, and accounts for solvation effects via C-DFT and PCM. We have been able to identify the emissive states as ligand-to-ligand (CT2) as opposed to ligand-to-silsesquioxane (CT1) CT states. Our results demonstrate the importance of using range-separated hybrid functionals, and of accounting for solvent effects in modeling the unique spectroscopic properties of this multi-chromophoric system.

3.3 Future Directions: Selectively Tuning Charge Transfer Pathways via Chromophore-Functionalized Silsesquioxanes

In the previous studies discussed in this chapter, accurate characterization of the excitations in chromophore-functionalized SQ was achieved. It was found that charge transfer between chromophores (CT2) is more energetically favorable and is therefore more likely to play a role in the excited state relaxation of silbene-functionalized OHSQ. However, additional investigations into excited state relaxation processes in functionalized SQ molecules suggest multiple emissive states that may depend on the spatial orientation of the chromophores.[200] Furthermore, the lifetime of an excitation in functionalized SQs has been shown to depend on the presence and size of the SQ cage.[200] While the results presented in this work provide explanations for the red-shifted emission spectra in these molecules based on chromophore interactions, for example, as expected in molecular aggregates,[201], a more detailed description of the role of the SQ core in excited state relaxation is required.

Current effort is focused on understanding the solvent stabilization that can occur
for the chromophore to SQ cage (CT1) charge transfer state in more detail. Preliminary calculations according to the methods presented in Chapter 3.2 are presented here. We seek to understand the interaction between the SQ cage and ligated chromophores by comparing the behavior for chromophores weakly coupled to the SQ core to those more strongly coupled to the SQ core.

According to the findings presented in Chapter 3.1, the proximity between molecular orbitals of the SQ core and the free ligand plays a role in determining the mixing between the these molecular components in functionalized-SQs.[35] Figure 3.15 highlights the proximity of free chromophore molecular orbital energies to those of the SQ core. The HOMO and LUMO energies for free benzene are only slightly higher in energy than those of the OHSQ, and therefore can achieve better mixing with the SQ core than the stilbene HOMO and LUMO, also shown in the figure. Therefore, current studies investigate the relaxation of CT1 in phenyl-functionalized SQ cages (including octahedral (T8 or OHSQ), decahedral (T10) and dodecahedral (T12) SQ cages).

Following the first step in calculating the solvent stabilization, structural optimization using a polarizable continuum model and RSH-DFT was performed as outlined in Chapter 3.2. Figure 3.16 indicates similar behavior for CT1 in phenyl-SQ systems as was observed for CT2 in stilbene-SQ systems. The solvent stabilization of the CT1 state may suggest that this type of charge transfer is energetically favorable in phenyl-SQ systems, which prompts deeper investigation into the relaxation of the CT1 state in these systems. Current and future work will be pursued in this direction.
Figure 3.15: Orbital energies for benzene, stilbene, OHSQ, phenyl-OHSQ, and stilbene-OHSQ (eV)

Figure 3.16: Calculated $\pi - \pi^*$ and CT1 (chromophore-to-SQ) excitation energies at the equilibrium geometry (optimized using a PCM). (eV)
CHAPTER IV

Time-Dependent Electron Transport Through Model Molecular Junctions

4.1 Introduction

The study of electron and energy transport through molecular and nanoscale systems has recently drawn wide research attention. [202–242] The appeal stems mainly from prospects associated with nanotechnology and requires understanding of the complex physics of electron transport (ET) processes at the atomic and electronic structure levels.[218, 219, 243–253] A wide range of experimental schemes[202, 203, 210, 211, 214–216, 223, 231, 233, 238, 241] are used to fabricate molecular transport junctions, where typically large statistical sampling and elaborate control schemes are required. It therefore remains a challenge to identify a robust, controllable, and reproducible molecular junction fabrication scheme. Recent technological advances are also promising to shift the focus of electron transfer studies from steady state to non-equilibrium phenomena.[254, 255]

A promising prospect for enhancing characterization of molecular junctions under bias is offered by combining spectroscopy and current measurements. The charging of a small molecular bridge during the conductance process is coupled with changes in nuclear configuration. These geometric changes underlie the strong dependence
of electron transport (ET) on vibrational degrees of freedom. Experimentally, the vibrational spectra of single molecules are obtained by inelastic electron tunneling spectroscopy (IETS).[256–258] This procedure has been accompanied by substantial progress in modeling phonon-assisted conduction.[259–263] Other experimental developments combine optical spectroscopy with transport studies,[264–268] whereby conductance enhancement of the junction is correlated with changes of the in situ measured Raman spectra.

Computational transport modeling through molecular systems has the potential to address this difficulty and has indeed demonstrated strong conductance dependence on geometric aspects related to the bonding at the interface.[269, 270] Proper characterization of bulk-coupled molecular systems is crucial for establishing a meaningful comparison between modeled and measured conductance. Therefore, accurate modeling of the temporal resolution of electron transport becomes essential for obtaining fundamental insight.[271–278]

In general, resolution of the time-dependent (TD) conductance is necessary in systems where quantum interferences affect the electron transport. This includes the study of transient conductance, where the system still evolves to a steady state. TD studies revealed interesting quantum effects associated with photo-assisted conductances in mesoscopic systems, such as absolute negative conductance, Coulomb blockade, and Kondo effects driven by alternating-current (AC) fields.[245–247, 252, 253, 279] Other studies highlight the importance of transient effects, where the non-equilibrium nature of electron transport determines the switching rate and efficiency of the transport.

The dynamics of electron transport is greatly complicated by inherent dissipative aspects. The complexity of the electron transport due to quantum dephasing is reflected even for model systems of non-interacting electrons in bulk-coupled systems driven by TD potentials.[278, 280–289] Recent TD computational studies that analyze
currents under TD applied potentials include approaches based on TDDFT,[271–273, 290–296] density matrix equations with Floquet representation or quantum master equations,[278, 297–301] Floquet scattering matrix approach,[302, 303] and Keldysh non-equilibrium formalism.[274, 278, 304–308] Keldysh Green’s function (GF)-based expansions[309–313] provide for a rigorous route to treat electron dynamics in biased systems[304] and are utilized in the following studies to analyze quantum interferences affecting the transient transport, and bias-induced non-equilibrium effects on the electronic spectra of model systems.

Specifically, we implement a dynamical approach based on Keldysh formalism to study electron transport. The coupling between a molecular junction and the bulk electrodes broadens and shifts the electronic density of states, resulting with an energy distribution of the electronic density matrix ($\rho(E)$). This may involve broadened states that can couple the two leads, thereby providing an efficient transport channel. The Keldysh non-equilibrium Green’s function (GF) formalism relates a coupled electronic system experiencing a TD perturbation to its thermally equilibrated initial state. In this approach, by expressing the electronic equations of motion on a time ordered contour, the bulk-coupling induced non-Hermiticity in the Hamiltonian is addressed. Broadening effects due to the electrode coupling are treated consistently, where the bulk-induced manifolds of junction states are directly propagated. The electronic density of the coupled system can be extracted from these equations.

Most descriptions of dynamic transport that are GFs-based formalisms follow the seminal work of Jauho et al.,[304] where system partitioning for the unperturbed state is employed. In this picture the system’s components are each kept in thermal isolation up to switching on the perturbation. Initial state designation, as reflected from model-partitioning, however, may affect the evolution of the system to steady state. Transient effects, therefore, can reliably be treated only by a non-partitioning scheme, which is fully and consistently equilibrated. The following studies employ
the more consistent approach within the Keldysh formalism, where the full equilibration of the unperturbed device with the electron baths is included.[314] The importance of the partition-free approach was highlighted in several recent real time-based propagations.[271, 272, 278]

4.1.1 Theoretical Background

The approach for evaluating the evolving electronic density that is used to derive the electronic properties of a molecular junction under bias conditions is described here. We solve the electronic equations of motion using Keldysh formalism, in which electron dynamics is represented by the lesser Green’s function (GF),

$$G^<(x_t, x_{t'}) \equiv i \frac{Tr[U(t_0 - i\beta, t_0)\hat{\Psi}_H^{\dagger}(x_{t'}, x_t)\hat{\Psi}_H(x_t)\hat{H}(x_t)]}{Tr[U(t_0 - i\beta, t_0)]},$$  \hspace{1cm} (4.1)

where $\hat{U}(t_0 - i\beta, t_0)$ is the grand canonical density operator,

$$\hat{U}(t_0 - i\beta, t_0) = e^{-\beta(\hat{H}_0 - \mu \hat{N})}$$  \hspace{1cm} (4.2)

and can be viewed as a propagator of the time independent Hamiltonian, $\hat{H}_0 = \int h(x_{t_0})\hat{\Psi}_H^{\dagger}(x_{t_0})\hat{\Psi}_H(x_{t_0})dx$, offset by the electron number operator, $\hat{N} = \int \hat{\Psi}_H^{\dagger}(x_{t_0})\hat{\Psi}_H(x_{t_0})dx$, at equilibrium conditions designated by a given initial chemical potential $\mu$ and temperature $\beta \equiv (k_B T)^{-1}$. This propagator then acts over the complex time interval $[t_0, t_0 - i\beta]$. The traces in Eq. (4.1) are taken over states of all possible energies and electron numbers. The field operator, $\hat{\Psi}_H^{\dagger}(x_{t'}) (\hat{\Psi}_H(x_t))$ is a sum of single electron creation (annihilation) operators weighted by corresponding single electron states in the Heisenberg picture. For example,

$$\hat{\Psi}_H(x_t) = \hat{U}(t_0, t) \left[ \sum_j \psi_j(x)\hat{a}_j \right] \hat{U}(t, t_0)$$  \hspace{1cm} (4.3)
Figure 4.1: The Keldysh time contour includes three branches defined in the complex plane: forward and backward real time and, extended into the imaginary axis at $t_0$, the thermal lifetime. The forward and backward branches along the real axis are vertically shifted for purposes of illustration.

where $\hat{U}(t, t')$ propagates the full time dependent Hamiltonian, $\hat{H}_0 + \hat{V}(t) - \mu \hat{N} = \int h(xt) \hat{\Psi}_H(xt_0) \hat{\Psi}_H(xt_0) dx$, over the real time interval $[t', t]$. Note that we have chosen to absorb $\mu$ into $h(xt)$. This convention will be followed from this point forward. The numerator in Eq. (4.1) can be viewed as containing a sequence of propagators and field operators. This sequence defines the Keldysh contour (Figure 4.1).

In the absence of explicit electron correlation and exchange terms (i.e., for non-interacting electrons) the lesser GF solves the equation of motion:

$$\left[i \frac{\partial}{\partial t} - h(xt)\right] G^< (xt, x't') = 0 \quad (4.4)$$

$$[G^< (xt, x't')]^* = -G^< (x't', xt). \quad (4.5)$$
where \( h(x,t) \) is the one-body hamiltonian describing the system. Here, we use the variable \( x \) to represent a vector of the spatial coordinates and use atomic units, where \( \hbar \equiv 1 \). We express operators in a localized diadic basis representation, where, for example, the propagated \( G^< \) becomes

\[
G^<(x,t,x',t') = \sum_{i,j} G^<_{i,j}(t,t') \phi_i(x) \phi_j(x'),
\]

(4.6)

and \( h_{i,j}(t) = \int dx \phi_i(x) h(x,t) \phi_j(x) \). Note that a localized non-orthogonal basis set, such as the gaussian basis sets typically used in electronic structure theory, can be rotated to a localized orthogonal basis set. Therefore, without loss of generality, Eqs. (4.4) and (4.5) become

\[
\left[ i \frac{\partial}{\partial \bar{t}} - h(\bar{t}) \right] G^<(t,t') = 0,
\]

(4.7)

\[
[G^<(t,t')]^\dagger = -G^<(t',t).
\]

(4.8)

The complete one body Hamiltonian takes the following form

\[
h(t) = h_0 + v(t),
\]

(4.9)

where \( h_0 \) represents the electron kinetic energy and electron-nuclear attractions, which are defined by the model system, and the TD component \( v(t) \) is the external potential acting on the electrons. We combine the Equations 4.7 and 4.8, and rewrite in terms of the time variables: \( \bar{t} \equiv \frac{t+t'}{2} \) and \( \Delta t \equiv t-t' \) to obtain:

\[
\frac{\partial}{\partial \bar{t}} G^<(\bar{t},\Delta t) = i \left[ G^<(\bar{t},\Delta t) h(\bar{t} - \frac{\Delta t}{2}) - h(\bar{t} + \frac{\Delta t}{2}) G^<(\bar{t},\Delta t) \right].
\]

(4.10)

The two-time variable GF is the correlation function of an electronic system coupled to electron reservoirs as expressed on the Keldysh contour.[311, 313] The dynamical electronic density \( \rho(E,t) \) in Eq. 4.32 can be extracted from this GF by Fourier trans-
forming from the \( \Delta t \) domain to the frequency (\( \bar{\omega} \)) or energy (\( E = \hbar \bar{\omega} \)) domain[277]:

\[
\rho(E, \bar{t}) = -i \int_{-\infty}^{\infty} d(\Delta t) e^{iE \Delta t} G^<(\bar{t}, \Delta t).
\] (4.11)

The first transformation over \( \Delta t \) results directly with the desired evolving electronic distribution. The bulk projection is based on using the electrode’s self-energy expressed by \( \Sigma \)’s.

The corresponding \( G^< \) electronic Kadanoff-Baym equations of motion[311, 313] are written as

\[
\frac{i}{\hbar} \partial_{\bar{t}} \Delta G^<(\bar{t}, \bar{\omega}) = [h_0 + v_0, \Delta G^<(\bar{t}, \bar{\omega})] + \int d\omega'[v(\bar{t}, \omega')G^<(\bar{t}, \bar{\omega} - \omega') - G^<(\bar{t}, \bar{\omega} + \omega')v(\bar{t}, \omega')] \\
+ \int_{-\infty}^{\infty} dt' [\Sigma^R(\bar{t} - t') \Delta G^<(t', \bar{\omega}) - e^{i h_0 (\bar{t} - t')} \Delta G^<(t', \bar{\omega}) \Sigma^A(t' - \bar{t})].
\] (4.12)

The self energy (\( \Sigma \)) terms above introduce the effects of the electrodes by projecting the GFs for the time independent electrode hamiltonian, \( g^R_i(t) \), onto the device,

\[
\Sigma^R(t) = \sum_i h_{0i} g^R_i(t) h_{0i}^\dagger.
\] (4.13)

Here \( h_{0i} \) is the electrode-device hopping term for the \( i \)-th electrode in the time independent hamiltonian. Several methods exist for calculating \( g^R \). We use a decimation technique that, in effect, iteratively renormalizes the tight-binding hamiltonian for a periodic semi-infinite electrode.[315, 316]

The \( G^< \) of the bridging system written in the mixed time-frequency representation,

\(^1\)Pure time-domain representations require using sufficiently large clusters to reliably treat conductance through a device region. In the frequency domain on the other hand self-energy expressions can use a cluster model to effectively represent an open system. Frequency domain bulk-self energy models can be used to represent the dissipative effect of coupling to the electrodes.

\(^{ii}\)The full derivation of Eq. (4.12) is provided in Ref. [277].
can be separated into time dependent and independent components:

\[ G^< (\bar{t}, \bar{\omega}) = G_{v_0}^0 < (\bar{\omega}) + \Delta G^< (\bar{t}, \bar{\omega}). \] (4.14)

In this picture, the \( \Delta G^< (\bar{t}, \bar{\omega}) \) is defined to be the difference between the total lesser GF, \( G^< (\bar{t}, \bar{\omega}) \), and the steady state lesser GF, \( G_{v_0}^0 < (\bar{\omega}) \), under the effect of a constant bias \((v_0)\). At steady state, the electronic density reduces to an energy distribution that results from coupling to electrodes. The electronic density distribution can be extracted from the lesser GF, where \( G^< (t_1, t_2) \rightarrow G^< (t_1 - t_2) \) and, therefore, \( \rho(E; \bar{t}) \rightarrow \rho(E) \), which is an appropriate form for a perturbation theory (PT) treatment.

We re-express the GFs using Fourier transforms and solve for the response of the system to a TD perturbation \( v(t) \) using PT. In this approach, the excitation spectrum of the biased system is obtained from the first order electronic response to the instantaneously impulsive perturbing potential (see Eq. 4.33). As reference for the PT treatment we use the simplified equation of motion under steady biasing conditions \((G_{v_0}^0 < (\bar{\omega}))\). The energy distribution, \( v(\bar{t}, \omega) \), of the TD perturbation acting on the electrode-coupled system, \( v(t) \), is given in terms of the perturbation’s Fourier transform, \( \tilde{v}(2\bar{\omega}) \):

\[ v(\bar{t}, \bar{\omega}) = \frac{1}{\pi} e^{-i2\bar{\omega}\bar{t}} \int_{-\infty}^{\infty} dt e^{i(2\bar{\omega})t} v(t) = \frac{1}{\pi} e^{-i2\bar{\omega}\bar{t}} \tilde{v}(2\bar{\omega}). \] (4.15)

In calculating \( G_{v_0}^0 < (\bar{\omega}) \), we use the relationship between \( G^< (\bar{\omega}) \) and the retarded GF, \( G^R (\bar{\omega}) \), which entails calculating the Fermi-matrix.[277]

In the full frequency representation, where \( G^< (\Delta \omega, \bar{\omega}) \equiv \int_{-\infty}^{\infty} d\bar{t} e^{i\Delta \omega \bar{t}} G^< (\bar{t}, \bar{\omega}) \), the application of the TD-PT treatment becomes more effective than in the mixed

\[ ^{iii}\text{The effect of } v_\circ \text{ enters explicitly into the Hamiltonian super operator (Eq. 4.17) and the initial lesser GF } G^{0, <}. \text{ The constant perturbation cannot be simply added to the Hamiltonian for calculating the initial lesser Green function } G^{0, <} (\bar{\omega}) \text{ for proper description of existing non-equilibrium conditions. The effect of a source-drain bias on an initially decoherent electronic charge density cannot be modeled by a simple field asymmetry embedded within the Hamiltonian.} \]
representation. In the PT expansion expressed in the frequency domain the bulk self
energies are written exactly; for example, without using the wide band approximation.
The equation of motion takes the following form[317]

\[
\sum_{k,l} \mathcal{H}_{ijkl}(\Delta \omega) \Delta G_{kl}^{<}(\Delta \omega, \bar{\omega}) = B^{(1)}(\Delta \omega, \bar{\omega})_{ij} + \frac{1}{\pi} \int d\omega' [\bar{\nu}(2\omega') \Delta G^{<}(\Delta \omega - 2\omega', \bar{\omega} - \omega') - \Delta G^{<}(\Delta \omega - 2\omega', \bar{\omega} + \omega') \bar{\nu}(2\omega')]_{ij},
\]

(4.16)

where

\[
\mathcal{H}_{ijkl}(\Delta \omega) \equiv (\Delta \omega + i\eta - \Delta \epsilon_{ij})\delta_{ik}\delta_{jl} - \Gamma_{ijkl}(\Delta \omega) - (v_{0ik}\delta_{lj} - v_{0lj}\delta_{ik}).
\]

(4.17)

Here

\[
B^{(1)}(\Delta \omega, \bar{\omega}) \equiv [\bar{\nu}(\Delta \omega)G_{v_0}^{0,<}(\bar{\omega} - \Delta \omega/2) - G_{v_0}^{0,<}(\bar{\omega} + \Delta \omega/2)\bar{\nu}(\Delta \omega)],
\]

(4.18)

and \(\Gamma_{ijkl}(\Delta \omega)\) is the broadening function due to coupling to the electrodes that is
generalized to include dynamical effects (i.e., serves as a memory kernel) by defining

\[
\Gamma_{ijkl}(\Delta \omega) \equiv \int dt e^{i\Delta \omega t} [\Sigma_{ik}^{R}(t)e^{i\epsilon_{j}t}\delta_{lj} - \Sigma_{lj}^{A}(-t)e^{-i\epsilon_{j}t}\delta_{ik}] = \Sigma_{ik}^{R}(\epsilon_{j} + \Delta \omega)\delta_{lj} - \Sigma_{lj}^{A}(\epsilon_{i} - \Delta \omega)\delta_{ik}.
\]

(4.19)

In the above equation \(\Delta \epsilon_{ij} \equiv \epsilon_{i} - \epsilon_{j}\) is the difference between the \(i\)-th and \(j\)-th
eigenvalues (\(\epsilon_{i}, \epsilon_{j}\)) of \(h_{0}\). The bias (\(v_{0}\)) effect is entered in the expansion treatment
but also in defining the \(\mathcal{H}\) super operator. The implemented formalism includes a
broadening factor (\(\eta\)) in defining the tensor \(\mathcal{H}\) (see Eq. 4.17). This broadening
ensures that eventually (at \(t \to \infty\)) the system will return to its initial equilibrium
configuration.\(^{iv}\)

\(^{iv}\)In practice, any finite grid method in the frequency domain requires an artificial broadening to
In Eq. (4.16), which can formally be expanded to arbitrary order in the perturbation, we express the TD electronic density in terms of the evolving occupations of the projected junction states.\cite{317} The band structure due to the electrode-coupling is included directly in this expansion through the energy distribution variable, $\tilde{\omega}$. The final result in Eq. (4.16) can be Fourier transformed back to the mixed representation to generate Wigner type information that provides important insight on the quantum mechanical effects that determine the time-dependence of the observable (i.e. the current operator).

Eq. (4.16) involves a tensor of rank four that is contracted with a matrix (tensor of rank two), and so tetradic notation can be employed to re-express matrices as vectors and rank four tensors as matrices. In this notation, a tensor equation appears as a matrix equation and all matrix operations (multiplication, inversion, diagonalization, etc.) can be applied to the reexpressed equation of motion. The convolution integral (second term in the RHS of Eq. 4.16) is dropped in the first order expansion. Using tetradic notation, the tensor $\mathcal{H}_{ijkl}$ of rank four with $n$ dimensionality in each index is re-expressed as a matrix with elements $H_{ni+j,nk+l}$ and $n^2$ dimensionality in each index, likewise a matrix becomes a vector. The first order expansion of Eq. (4.16) then becomes:

$$H(\Delta \omega)|\Delta G^<_{\omega}(\Delta \omega, \tilde{\omega})\rangle\rangle = |B^{(1)}(\Delta \omega, \tilde{\omega})\rangle\rangle,$$

where $H_{ni+j,nk+l}(\Delta \omega) \equiv \mathcal{H}_{ijkl}(\Delta \omega)$, $|\Delta G^<_{\omega}(\Delta \omega, \tilde{\omega})\rangle\rangle_{ni+j} \equiv \Delta G^<_{ij}(\Delta \omega, \tilde{\omega})$ and $|B^{(1)}(\Delta \omega, \tilde{\omega})\rangle\rangle_{ni+j} \equiv B^{(1)}_{ij}(\Delta \omega, \tilde{\omega})$.

The grand canonical expectation value of any dynamical variable (following the

\[\text{resolve infinitesimally narrow peaks.}\]
KC formalism[311, 313, 318]) is given by

\[
\langle \hat{J}(t_1) \rangle = -i \int_{-\infty}^{\infty} d\vec{x}_1 \lim_{x_2 \to x_1} [\mathcal{J}(\vec{x}_1)G^<(x_1, x_2)]
\]

The expectation value can be expressed as a product of two matrices

\[
\langle \mathbf{J}(t_1) \rangle = -i \text{Tr} \left[ \lim_{t_2 \to t_1} [\mathcal{O}G^<(t_1, t_2)] \right] = -i \text{Tr} \left[ \lim_{\Delta t \to 0, \bar{t} \to t_1} [\mathcal{J}G^<(\bar{t}, \Delta t)] \right] = \text{Tr} \left[ \lim_{\bar{t} \to t_1} \left( -\frac{i}{2\pi} \int_{-\infty}^{\infty} d\tilde{\omega} \mathcal{J}G^<(\tilde{t}, \tilde{\omega}) \right) \right],
\]

where \(\mathcal{J}_{ij} = \int_{-\infty}^{\infty} d\tilde{x} \phi_i(\tilde{x}) \mathcal{J}(\tilde{x}) \phi_j(\tilde{x})\).

In the specific case of the current density operator, which is given by

\[
\mathcal{J}(\vec{x}) = -i \left[ \nabla_x \delta(\vec{x} - \vec{r}) + \delta(\vec{x} - \vec{r}) \nabla_x \right]
\]

or in an AO basis representation

\[
\mathcal{J}_{ji}(\vec{r}) = i \left[ \phi_i(\vec{r}) \nabla \phi_j(\vec{r}) - \phi_j(\vec{r}) \nabla \phi_i(\vec{r}) \right],
\]

the electron current through a given plane is calculated by tracing \([-i\mathcal{J}G^<]\).

We can apply an instantaneously impulsive potential in the dipole approximation to calculate the spectral response,

\[
v(t) = v_a \delta(t) = \mathcal{E}_0 \delta(t) \mathbf{D}.
\]

where \(D_{ij} = \int dx \phi_i(x) \hat{D} \phi_j(x)\) and the dipole moment operator is given by

\[
\hat{D} = e \hat{x}.
\]
In the frequency domain, such a pulse is independent of frequency,

\[ \tilde{v}(\Delta \omega) = v_a = \mathcal{E}_0 D. \quad (4.27) \]

We obtain the electronic density response to the perturbation to generate the time-dependence of the dipole moment:\textsuperscript{v}

\[ \langle D(t) \rangle = \int dE \text{Tr} \left[ \rho(E, t) \hat{D} \right]. \quad (4.28) \]

The temporal response of the dipole moment (\(D(t)\)) contains the excitation spectrum of the biased system, where peaks in the frequency representation (\(\tilde{D}(\Delta \omega) = \int e^{i\Delta \omega t} D(t) dt\)) correspond to the excitation energies.

### 4.2 Modeling transient aspects of coherence-driven electron transport

Contributions: Acquisition, analysis, and interpretation of data; drafting and revision of final version to be published.

#### 4.2.1 Computational Model

In this study, the transient aspects of the resulting conductance under effects of applied direct-current and alternating current potentials. The dependence of the coherence-induced response on different aspects of the applied perturbation is resolved in time and analyzed using calculated TD distributions of the current operator.

This study concentrates on the transient current through a one dimensional wire composed of hopping sites, where interactions are included only between neighboring sites. In the considered model, the confined system includes two states which are

\textsuperscript{v}according to Equation 4.11
coupled strongly $\beta_d$ to result with a pair of bonding and anti-bonding states separated by $2\beta_d$ ($H_{12} = H_{21} \equiv \beta_d$, where $H$ is the electronic Hamiltonian). This energy level scheme is illustrated in Figure 4.11, where the atomic orbital representation is provided in part (a) and the corresponding MO picture reflecting the coupling is given in part (b). The two strongly inter-coupled orbitals are interfaced with electrodes to result with pair of conducting (broadened) bands of states. In the AO representation this is achieved by coupling each site of the strongly interacting pair to a different lead. The coupling to the leads is represented by the self-energies, $\Sigma = \beta_c^\dagger g_s \beta_c$. In our model, the surface GF ($g_s$) is an imaginary constant number that implements a wide band approximation for the electronic density of the bulk material projected on the surface site. We use $\beta = \beta_c = \beta_d = -0.05(\text{eV})$, where the resulting density of states (DOS) is plotted in part (c).

We note that $\beta$ and $s$ are the electronic and overlap coupling terms. The diagonal terms of the model Hamiltonian are set to the initial Fermi energy of the system. Accordingly, we express the current operator with the numerical values assigned to the electronic integrals in the Hamiltonian

$$J = i \begin{bmatrix} 0 & \beta_d \\ -\beta_d & 0 \end{bmatrix}. \quad (4.29)$$
The traced quantity $iJG^>(\tilde{t}, \tilde{\omega})$ provide the TD bad structure (energy distribution) of the current operator. In this case it describes the evolving current through the center of the model system. In all calculations reported below in the results section we set the Fermi energy to zero ($\mu_0 = 0$). This also defines the on site energies as described in the figure.

We use a sufficiently small value ($\eta_d = 0.005eV$) for the broadening factor added to the imaginary component of the Hamiltonian used to calculate the $G^R$ used to calculate the equilibrated system. Finally, we note that in all calculations the target bias potential is set to 0.2 eV unless otherwise stated.

4.2.2 Results and Discussion

We begin by considering the effect of a direct current (DC) potential bias, where we follow the switching temporal effect on the transient current. The current following a (relatively) slow rate for switching off the bias is provided in Figure 4.3. (Note the current scale is provided to the right). We note that while the switching time is long, where an oscillatory transient response is almost absent, the transient current deeps below zero before the full dissipation of the system to the zero current limit as a response to the change of the bias. We then further resolve the time-dependence of the band structure of the current operator. The figure also depicts, by a projected color map, the distribution of the current operator ($J(\tilde{\omega}, \tilde{t})$), where the current at any time can be extracted by integrating over the energy distribution ($\int d\tilde{\omega}J(\tilde{\omega}, \tilde{t})$). The current is associated with contributions from the lower occupied state (ground state), where the upper portion of the band contributes to the positive current. The band structure of the current operator at the switch off is the reflection of the band at the turn on event. At turn off, the positive part of the distribution is at the energetically lower part of the band (further away from the Fermi energy). As the current continues to dissipate the band narrows.
The transient current under the effect of a slowly varying potential. The corresponding current density is provided (band structure at the ground state). Note that the right axis corresponds to the current curve while the left axis corresponds to the energy distribution variable.

The current under increased rates of bias switching is considered next. In Figure 4.4 we provide the current upon varying the rate for switching off the bias. The oscillatory response of the current is shown to increase in amplitude with the rate of switching. It is also evident that the current will oscillate with a larger number of periods when the rate is increased. This is also reflected in the band structure as shown in Figure 4.5. The oscillatory response is shown to be related to the direct interference of the two states. The quicker rate of the turn off is shown to result in stronger interference due to the two states. The frequency of the oscillation depends on the present energy levels, where the amplitude of the oscillation is determined by the rate of perturbation change.

We now clarify that the temporal features of the current distribution prior to the switching off as indicated in the figure is not a violation of causality. This is related to the nature of the $\tilde{t}$ variable, and by taking the full distribution we generate information that is dependent on the observational time. Indeed, the current operator, which serves as the probe, illustrates that causality is preserved. This can also be understood as a reflection of the uncertainty principle, where Husimi transformations can
be used to reflect the fundamental limitations of measurements. This highlights the importance in the current distributions expressed in Wigner form as further demonstrated below. This representation is used to analyze the underlying quantum effects leading to the oscillatory and directed response of the current.

As apparent by the current distribution due to the quick switching event, the two states can be coupled to interfere and lead to an oscillatory response of the current. Stronger coherence can clearly be achieved by a monochromatic field that is tuned to oscillate at a frequency associated to the energy separating the two energy levels. In Figure 4.6 we follow the effect of an applied and tuned driving AC bias on the current. We apply an AC pulse tuned exactly to the weakly coupled states and then apply the same AC bias on the two states where their coupling is either enhanced or decreased by 30% relative to the original value. The change in the coupling strength, as reflected in Figure 4.6a, either further separates (increased $\beta$) or diminishes the energy gap between the two states (reduced $\beta$). In either case, as shown in Figure 4.6b, the responding current oscillations are reduced. The case where the energy levels are further separated leads to a reduced time period of the response (increase of the frequency). This is expected from the nature of the coupling-induced detuning effect. We note that upon the opposite shift in $\beta$ the amplitude remains slightly higher with the period slightly increasing.
Figure 4.5: TD current distributions projected on a color map (I(t) are provided in 4.4). (a) fastest turn off rate, (b) medium turn off rate, (c) slowest turn off rate.

Figure 4.6: Effect of the coupling strength: (a) The density of states (b) TD current under and AC tuned to the original coupling strength.
The coherence underlying the response to an AC bias is also reflected in the band structure of the current operator. In Figure 4.7 the color maps for the current plots of Figure 4.6 are provided. We follow the effect of varying the coupling strength where the AC remains tuned exactly to the system with the original $\beta$ coupling parameter. The current band structure of the perfectly tuned case (un shifted $\beta$) demonstrates the strong amplitude of the AC response by the straight (vertical) bands. These bands are slanted at the transient conditions as shown in Figure 4.7a. For the $\beta$ detuned cases as shown in Figures 4.7b-c the slanting is increased and the conductance amplitudes are diminished as expected. The mini-band that appears at a shift below the populated state due to the interference with the excited state depends on the tuning. The detuning diminishes its strength and shifts its location. It is shifted below -0.1eV for the case with the stronger coupling or above that value for the second detuned case.

Finally, we also point at the different features of the detuning due to the change in beta as reflected, for example, in the decay regime of the main coherence (see Figures 4.7b-c).

We next consider the effect of a DC bias on a coherent driven system, where the frequency of the applied AC bias is set exactly to the energy difference between the two levels. The effect of the DC bias to detune the response was analyzed before[277]. Here its effect to shift the electronic spectra is demonstrated in Figure 4.8(a). The electronic excitation energy is shown to increase due to the DC bias as expected. The applied DC bias also further broadens the spectral peak and diminishes its height. In Figures 4.8(b-d) we follow the TD currents with different strengths of an applied DC under the effect of an AC bias that is retuned to the DC affected energy states. The three plots focus each on different time ranges, where Figure 4.8(b) provides an overall view, Figure 4.8(c) zooms on the initial times where the existing conducting flux is evident. It is also demonstrated that the flux due to the DC bias reduces the amplitude of the oscillatory response, an effect that can be studied only by a TD
Figure 4.7: The current band structure corresponding to the AC tuned to the energy difference of the two energy levels under the effect of varying the coupling strength (see Figure 4.6). (a) initial coupling, (b) stronger coupling, (c) weaker coupling.
Figure 4.8: Effects of an existing DC bias on: (a) Electronic spectra of the bias system. (b-d) Coherence driven conductance.

Finally Figure 4.8(d) shows the tail, where the AC bias is turned off and the system returns to its constant biased state.

The band structure of the corresponding current operator is provided in Figure 4.9. The effect of the bias to induce constant flux is reflected in the thin band centered about the ground state energy that is enhanced by the increase of the DC bias. As expected the main coherence is obtained at the energy exactly between the two interfering states. This main coherence is shown to decrease, in spite of the retuning of the AC bias, in the presence of the DC induced flux. This is a consequence of the DC to reduce the spectral peak that corresponds to the electronic excitation as revealed above. Interestingly, the mini-band of the current operator corresponding to the shift below the ground state features an opposite trend. This mini-band is somewhat enhanced upon the application of the bias. This effect however is still not able to reverse the overall observation of the DC bias reducing the oscillatory
Figure 4.9: The current distributions of the cases with different applied DC biases. (a) 0 eV, (b) 0.01 eV, (c) 0.05 eV, (d) 0.10 eV.

4.2.3 Conclusions

Electron transport through model electronic channels are studied by solving the electronic equations of motion of coupled and bias systems. The electronic equations of motion are represented using Keldysh formalism by Green Functions. Their solution is obtained by expressing the time dependence in the frequency domain, where in order to achieve full time resolution the GFs are defined using two independent and inverted time variables. TD perturbation theory is used to solve the equations.

The TD approach provides a rigorous treatment of the extended system. The calculations also provide a plethora of information through the resolved band structure of the evolving electronic density. This study investigates the band structure of the current operator in model electronic channels. The study considers the transient features of the transport through biased systems. The evolving current operator is
used to generate data that highlights the quantum interferences that determine the oscillatory current at transient conditions. The oscillatory component of the current that is noted at transient conditions is associated with interference of the conducting states, whereas the constant component under steady state conditions when the transient features are dissipated is determined by the broadening extent of the conducting states.

The TD approach is also used to study driven transport. In the system considered here, the oscillatory bias perturbation affects the current via the interferences between states. The relationships between DC bias and AC-inducing coherences are studied in detail. The calculated current operator is used to examine the quantum interferences affecting the current under the driving TD perturbations. As previously mentioned, recent experimental advances underscore the increased importance in the ability to analyze the possibility for current-driven phenomena via applied TD perturbations.

4.3 Bias effects on the electronic spectrum of a molecular bridge

Contributions: Acquisition, analysis, and interpretation of data; drafting and revision of final version to be published.

4.3.1 Computational Model

In this study, bias-induced non-equilibrium effects on the electronic spectra of electrode-coupled systems are analyzed at a fundamental level. The basic effect of bias on the spectrum of a molecular bridge is illustrated. The electronic density of states (DOS) of the bridge is broadened due to the projection of the electrodes DOS on the bridge. The bulk coupling, therefore, also broadens the spectral peak, as illustrated in Figure 4.10 (a) and (b). The qualitative effect of the bias on the electronic transitions
Figure 4.10: The effect of coupling to electrodes and bias is illustrated. (a) The electronic spectra of the uncoupled molecule are resolved (only HOMO-LUMO transition is implied). (b) The spectral peak of the molecular bridge is broadened due to the coupling to electrodes. (c) The bias may enable or disable electronic transitions. (d) Mechanical symmetry breaking may lead to stronger coupling to the source or drain electrode.

is also demonstrated. The electronic transitions between the molecular bands are greatly affected by the bias.\[319\] The applied bias leads to dynamical flux through the broadened energy levels. The dynamical electron flux disables excitations between states that differ in their occupation at the equilibrium state and which support the current under bias. Likewise, the bias enables excitations between transporting states that are equally populated at equilibrium. (See Fig. 4.10(c) for illustration of these effects of the bias on the spectra.) The disabling and enabling effect of the bias on a model molecular level are quantified, and the the bias and symmetry breaking modes of the molecular bridge are correlated to the electronic spectrum. Different coupling strengths between the bridge and the source and drain electrodes are also considered. (See Fig.4.10(d)).

The electronic spectra of biased molecular junctions are studied using the model
Figure 4.11: Schematic diagram representing device region. Effect of potential bias is implied as well as the shift of carbons toward source and drain electrode.

We then identify a “core” region consisting of the two carbon atoms and the two center gold atoms between which the carbons are situated. The gold atoms within the wires are spaced 2.88 Å apart and the two core gold atoms are spaced 1.90 Å apart. The carbon bond length is set to 3.29 Å. In a previous study, it was found that this “diamond” like structure at the simple model Hamiltonian level provides an opportunity to probe the electronic spectrum of an electrode-coupled system affected by an applied bias.[319]

Specifically, the atomic orbital Hamiltonian matrix is parametrized based on the
ionization potential and evaluated using the following Huckel-type expressions:

\[ H_{A,A} = -I_A, \]  
\[ H_{A,B} = -\frac{1}{2} K (I_A + I_B) S_{A,B}, \]

where \( S_{A,B} \) is the atomic orbital overlap between the s-type basis functions centered on atoms \( A \) and \( B \), \( I_A \) is the ionization potential for atom \( A \), and \( K \) is a constant set to 1.75. The numerical values for these parameters are provided in Table I. The Hamiltonian is then orthogonalized \((H \rightarrow S^{-1/2}HS^{-1/2})\) followed by the imposition of a tight-binding condition within the electrode regions, where only on-site and nearest-neighbor hopping elements are non-zero. All site and hopping elements are maintained in the four-site region of the orthogonalized Hamiltonian that corresponds to the Au-C\(_2\)-Au region of the pre-orthogonalized Hamiltonian. In addition, this Hamiltonian is padded with electrode wires of nine gold atoms on each side of the perpendicular C\(_2\) system to ensure that edge effects are minimized in the orthogonalization procedure.

We obtain the electronic spectrum from the dynamic electronic density of the system upon response to relevant perturbations. As described below, the inherent two-time (time-correlation) properties of the Keldysh propagators can be used to formally extract the evolving electronic energy distribution density \( \rho(E,t) \), thereby providing access to the responding electronic density \( \rho(t) \) of the perturbed, electrode-coupled junction:

\[ \rho(t) = \int dE \rho(E,t). \]  

In this representation, the energy distribution reflects the band structure of the junction coupled with the electrodes. The energy bands have finite widths that support current through scattering states that couple both electrodes. For example, a DOS peak centered at \( E' \) with a \( \Delta E \) width describes the effectively infinite number of states resulting from the projection. In general, \( \rho(E,t)dE \) contributes states to the
density matrix ($\rho(t)$) with energies in the range $E$ to $E + dE$.

Below we study the effects of geometric symmetry breaking (by nuclear configuration shifts) of voltage biased systems on their electronic spectra. The steady potential bias is represented by chemical potential shifts from the Fermi energy with an opposite sign on each of the electrodes as shown in Fig. 4.11. The electronic density response to an impulsive pulse is obtained following the dipole approximation (i.e. the pulse is $\mathcal{E} \delta(t) \hat{D}$, where $\hat{D}$ is the dipole operator) to generate the time-dependence of the dipole moment:

$$\langle D(t) \rangle = \int dE \text{Tr} \left[ \rho(E, t) \hat{D} \right].$$

(4.33)

The temporal response of the dipole moment ($D(t)$) contains the excitation spectrum of the biased system, where peaks in the frequency representation ($\tilde{D}(\Delta \omega) = \int e^{i \Delta \omega t} D(t) dt$) correspond to the excitation energies.

The electronic DOS projected on the bridging atomic region at equilibrium (zero applied-bias) are shown in Figures 4.12 and 4.13 (left). As discussed further below, the first figure considers the electronic spectrum affected by electrode-induced electronic DOS broadening, and the second figure considers geometrically-induced symmetry breaking effects. The electronic spectrum is calculated using the dipole moment oriented along the C-C bond (y-axis). In all calculations, the energy scale is shifted to set the Fermi energy to zero for convenience.

### 4.3.2 Results

We first study the electrode-coupling effect (i.e., the broadening of energy states) on the electronic spectrum. The electronic spectrum of the coupled system is provided in Figure 4.12 (right). We focus on the broadening effect, which can be tuned by the fundamental broadening factor in calculating the retarded GF, $G^R(\tilde{\omega})$, of the electrode-coupled system. The broadening of the electronic DOS leads to broadening of the main spectral peak related to the transition between the highest occupied
Figure 4.12: (a) The electronic DOS under increasing broadening factor. (b) The electronic spectra corresponding to increasing broadening factor.

molecular orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) orbitals. An additional widely broadened peak is observed at lower spectral frequencies and is associated with the band of states in the DOS located energetically between the HOMO and LUMO peaks.

We also study the combined effect of bias and molecular scale motion on the spectrum. The carbon atoms are shifted by increments of 0.19 Å toward either electrode, where the resulting molecular electronic DOS is provided in Figure 4.13. The two occupied states respond only slightly to the carbon shift. More substantial changes are observed for the virtual state energies, where a larger, positive shift of the higher virtual state is noted. The corresponding spectra are provided in Fig. 4.13 (right). Upon the symmetry breaking shift, the symmetry forbidden HOMO-Virt2 transition becomes allowed (Virt2 denotes the higher unoccupied state, which is the LUMO+1). The two spectral peaks are shifted to higher and lower values in energy, corresponding to the changes in the virtual state energy.

It is important to comment on the HOMO-LUMO transition, where symmetry-induced disabling effects are noted. The molecular orbital picture for the core region at equilibrium (no bias applied) is provided in Figure 4.14. The orbital energies, corresponding to Fermi energy of -8.067 eV, are provided along with the orbital assignment. The even/odd symmetry of the original orbitals is broken when the carbons are shifted toward the electrode. Clearly, at equilibrium, shifting the carbon
Figure 4.13: (a) The electronic DOS under carbon shifting toward an electrode at equilibrium. (b) The electronic spectra under the carbon shifting. The HOMO-Virt2 transition is enabled by the symmetry breaking.

Figure 4.14: Molecular orbital diagrams for non-shifted case (a) and shift of 0.38 \( \text{Å} \) (b) toward source (c) and drain. Relevant bond lengths and energies are included.

atoms toward either electrode has the same effect on the electronic DOS and therefore on the spectrum. Next we consider the electronic spectrum under applied bias.

Potential bias is applied to the geometrically symmetric system in increments of 2V. The resulting flux populates and depopulates the virtual and occupied orbitals respectively. Specifically, the electron flux partially occupies the LUMO and partially depletes the HOMO, affecting the spectrum fundamentally. First, the spectral cross section of the corresponding allowed excitation in the unbiased system is reduced. As the bias is increased, the HOMO-LUMO transition is disabled as illustrated in Figure 4.15. The dynamical occupation of the orbitals also affects the spectrum by
enabling new transitions that are otherwise absent for the unbiased system. Upon bias induced flux, the Occ1-HOMO transition becomes enabled and increases with increasing applied bias (Occ1 denotes the lower occupied, or HOMO-1 state).

On a side note, we confirm the assignment of the bias-enabled peak to the Occ1-HOMO excitations. The same peak appears in the spectrum of a model device that includes only one gold atom on each side, as shown under biases ranging from 0 to 6V (insert to Fig. 4.15). This model, while insufficient for converging the representation of electrode-coupling, confirms that the additional peaks in the low energy regime are assigned only to intra-gold wire transitions (Fig. 4.15).

The application of bias potential to the shifted (symmetry broken) carbon systems is now considered. Figures 4.16(a) and (b) show the spectra when the carbons are shifted toward the source and drain electrode, respectively. We focus on the effect of potential bias on the HOMO-LUMO transition for different geometric shifts. The bias-disabling of this transition is enhanced when the carbons are shifted toward the

Figure 4.15: Spectral dependence on increasing potential bias for geometrically symmetric junction. (Insert) Bias dependence for small device region indicates cause of Au-Au interaction.
source. The opposite effect occurs when the symmetry breaking involves a shift toward the drain. In this case, the bias-disabling is diminished and the spectrum features a small increase of the bias-induced peak as well as a shift to higher excitation energies.

To understand the reason for this difference, the relation of the electronic orbitals illustrated in Fig. 4.14 to applied bias can be considered. For example, we focus on the LUMO where the symmetry breaking results in a shift of the projected density to the more distant gold atom. The symmetry breaking-induced polarization is enhanced, therefore, by flux-induced polarization when the molecule is shifted toward the source. On the other hand, the flux negates the symmetry breaking-induced polarization of the LUMO when the carbons are shifted toward the drain. Therefore, the bias-disabling effect on the HOMO-LUMO spectral peak is enhanced when the geometric shift is oriented toward the source and is decreased when the shift is oriented toward the drain.

The symmetry breaking is more subtle in the case of the occupied orbital transitions. Unlike the LUMO, the symmetry breaking shifts the projected density toward the closer gold atom. This slight symmetry breaking of the occupied orbitals is reversed by bias-induced flux upon shifting the carbons toward the source and is enhanced when the carbons are shifted toward the drain. Enabling of the Occ1-HOMO transition requires that the HOMO level becomes (at least partially) unoccupied. We
find that increasing bias enhances the bias-enabled Occ1-HOMO peak for the geometric shift toward the drain. This peak appears and then is reduced with further increase in bias for the shift toward the source. The effect on the Occ1-HOMO transition can be attributed to the transmission of each orbital due to electrode-coupling. When coupled to the drain, the transport through the HOMO is decreased, allowing the Occ1-HOMO transition to occur. When coupled to the source, the transport through the HOMO increases as the bias increases, causing the orbital to remain occupied and the Occ1-HOMO transition to become disabled.

4.3.3 Conclusions

The effects of electrode-coupling and bias on the electronic spectrum of a simple molecular model system are analyzed. Fundamentally, electrode-coupling leads to broadened electronic spectral peaks. Biasing conditions can lead to further substantial changes in the electronic spectrum. Under bias, spectral peaks can be enabled by the dynamical occupation and depletion of levels due to the electron flux. The dynamical occupation therefore reduces spectral peaks that are present at equilibrium conditions but can also enable additional transitions, for example, those between equilibrium occupied levels. Finally, symmetry breaking molecular motion fundamentally affects the spectrum by enabling symmetry forbidden transitions. The bias effect on the spectrum can be negated or enhanced by this symmetry breaking of molecular orbitals. Indeed, we find, for example, that the bias-enabled transition between two occupied states is maintained in the drain-coupled case, since the electronic population of the higher occupied level depletes more effectively than in the source-coupled case.
CHAPTER V

Using Student Generated Explanations of Quantum Chemistry Concepts and a Peer-Review Process to Explore Student Conceptual Understanding

Contributions: Conception and design of study; acquisition, analysis, and interpretation of data; drafting and revision of final version to be published.

5.1 Introduction

Challenges related to incorporating student-centered learning approaches within the undergraduate chemistry curriculum have been a topic of discussion since the early 1980s.[320] Though considerable progress has been made in understanding how students construct knowledge within scientific disciplines, a recent report on undergraduate science education by the National Research Council emphasizes the need to implement this understanding in instructional practice.[321]

In this chapter, the design and implementation of an intervention called the CHEM 260H Studio that incorporates student-centered learning approaches is presented. We also present an analysis of the student-generated explanations of quantum chemistry
topics that are constructed within the CHEM 260H Studio, which reveals that while inaccurate representations of course concepts may persist within student-generated materials, there are many dimensions to what instructors would typically consider to be “wrong” within the explanations.

It is well known that as novices in the field of chemistry, undergraduate students typically exhibit misunderstandings of introductory concepts.[321] The construction of new knowledge depends on the prior knowledge that students possess, which can either contribute to or interfere with the way students incorporate new concepts into their own understanding.[321, 322] Introductory quantum chemistry concepts pose a particular challenge to the construction of new knowledge, since in many cases the abstract, probabilistic nature of the models underlying these concepts requires students to think about chemistry in a fundamentally new way.[323]

Writing activities can be incorporated into science courses to provide an avenue for instructors to engage with student misunderstandings.[321] Considerable effort has been focused on developing and refining instructional approaches and formative assessments centered around writing in science courses.[320, 324–338] In recent years, instructional approaches have also begun to incorporate scientific writing in multi-modal contexts that are applicable to wikis, podcasts, and blogging websites, where writing can be supported by other modes of expression including figures, audio, video, and other media.[339–345] In most cases, such writing activities are pursued within collaborative environments, where peer interaction and discussion of ideas supports students’ co-construction of knowledge.[346] Furthermore, it has been shown that writing with the intent to explain or teach can have a positive effect on student learning outcomes.[347, 348]

While writing can provide a way for students to reflect upon and revise their understanding, it is unclear how effective students are at identifying, reflecting upon, and revising their own misunderstandings. As mentioned above, quantum chemistry
concepts may require students to radically change the way that they think about chemistry, and students often struggle to incorporate quantum mechanical models into their pre-existing understanding of chemical phenomena.[323, 349] The “illusion of competence” that low-performing students have been shown to exhibit are an additional cause for concern, since such students typically perceive that they possess a better understanding of course topics than they actually do.[350] In this way, we suspect that students (especially low-performing students) may not always be able to identify and revise their own misunderstandings through writing.

One way to address these concerns would be for the instructor to identify and respond to misunderstandings, using student writing as formative assessments.[351] However, evaluating students’ written work for both content and clarity within large lecture courses can become a considerable challenge for instructors.[320, 352] As a solution, many large introductory chemistry courses rely on peer instruction, such as peer review and peer grading, as a way to provide feedback on student writing.[320, 327, 335, 338, 353] Recent investigations by Freeman & Parks into the accuracy of peer grading reveals that the students struggle to grade higher-order conceptual questions (e.g., according to Bloom’s taxonomy).[354] These authors suggest that the effectiveness of peer grading depends on the context of the assignment, and may work best for low-stakes assignments. Their findings rekindle our concern that student misunderstandings of quantum chemistry concepts may not be adequately addressed when the misunderstandings are expressed within the context of peer-reviewed or peer-graded writing activities.

In this study, we use the CHEM 260H Studio as a platform to investigate the inaccuracies that persist within student-generated explanations of quantum chemistry concepts. We focus on the relationship between inaccuracies that persist after a peer review process, and those that are identified during peer review. In other words, we are interested in determining whether the types of inaccuracies that persist after
the peer review differ from those that a peer review process is able to engage. Furthermore, we aim to understand whether it is possible to construct the peer review process in a way that would maximize the ability of students to identify and revise inaccuracies in student-generated explanations.

The following research questions have guided the analysis we present here:

1. What types of inaccurate representations of quantum chemistry topics are present in the final version of student-generated explanations, and in particular, what types of inaccuracies persist through a peer review process?

2. In what way does the peer review process affect the types of inaccuracies that may persist in student-generated explanations?

5.2 Background on Design and Implementation

In this study, the design of the CHEM 260H Studio itself is also investigated within the context of design-based research. Design-based research has gained popularity in educational research communities as a method to develop and refine theories of learning by designing, implementing, and studying educational artifacts.[355–357] Studying the iterative process of design and implementation provides a unique opportunity to understand aspects of learning in situ, which ensures a high degree of ecological validity.[355–357] In this respect, Collins, Joseph, & Bielaczyc liken design-based research to other design sciences such as engineering or medicine. Therefore, design-based research should not only provide design principles and strategies related to the educational intervention itself, but should also contribute to the refinement of our understanding of student learning.[355] In this way, our current analysis seeks to not only improve and build upon the principles that have contributed to the original design of the CHEM 260 Honors Studio, but also to surface inaccuracies in student-generated explanations, as well as explore avenues to address student misun-
derstandings via the peer review process.

The CHEM 260 Honors Studio was originally designed as an avenue to address the need for a textbook that covers introductory quantum chemistry topics at the appropriate level for the university’s unique chemistry curriculum. Unlike many universities, the chemistry coursework begins with an organic chemistry course that emphasizes general chemistry principles in the first year. After organic chemistry, students then take a semester of introductory physical chemistry (CHEM 260), situated at a level somewhat between that of a typical general chemistry II course and a typical upper-level physical chemistry course. Students may simultaneously enroll in other advanced courses as well, and so the overall curriculum structure provides the opportunity for students to explore a wider range of advanced chemistry topics.

The unique placement of CHEM 260 within the chemistry curriculum creates the need for a textbook suited to discuss quantum chemistry topics at the appropriate level. Currently, the course relies on excerpts from a more advanced physical chemistry textbook, as well as additional readings from quantum chemistry texts. While the combination of these resources can approach the appropriate level of the course, selection of additional resources depends on the particular instructor for the course. On the other hand, student-generated instructional material not only allows opportunities for collaborative knowledge-building, but can also provide a “textbook” resource at the exact level required for CHEM 260. The CHEM 260 Honors Studio was initially designed as a space in which student-generated instructional materials can be created and combined to form a textbook for the general CHEM 260 course.

The CHEM 260 Honors Studio (referred to as CHEM 260H) was designed as a two-hour, weekly, supplemental studio session during which students collaboratively construct explanations of quantum chemistry topics called “explorations”, with the aim to eventually combine their explanations into a textbook for the general CHEM 260 course. CHEM 260H was designed with the performance studio in mind,
Table 5.1: Activities included in each CHEM 260H exploration cycle. (Grading is incorporated into first week of the following cycle.)

<table>
<thead>
<tr>
<th>Week</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Week 1</td>
<td>Research, Proposal</td>
</tr>
<tr>
<td>Week 2</td>
<td>Write first draft</td>
</tr>
<tr>
<td>Week 3</td>
<td>Peer review of first draft</td>
</tr>
<tr>
<td>Week 4</td>
<td>Respond to peer review, Revise second draft</td>
</tr>
<tr>
<td>Week 5</td>
<td>Peer grading of second draft</td>
</tr>
</tbody>
</table>

where students have the opportunity to express the mastery of their skills while receiving constructive critique from their more experienced peers.[330, 360, 361] Accordingly, CHEM 260H is led by Studio Peer Leaders (SPLs) who are undergraduate students who have successfully completed CHEM 260H. Graduate Student Facilitators (GSFs) oversee CHEM 260H activities, and mostly serve in an administrative role.

The activities in CHEM 260H are based on the Writing-To-Teach (WTT) pedagogy, which incorporates meaningful learning and situated cognition theories.[322, 338, 362–364] Meaningful learning occurs when students are able to incorporate new concepts into their already existing cognitive structures. Therefore, an emphasis on prior knowledge and real-world applications can assist learning.[322] Situated learning occurs as a social process within a specific context, and therefore flourishes within collaborative environments that allow students to become practicing members of a discipline.[362–364] In WTT, these learning theories are combined with activities that support such learning within the sciences, such as writing to learn and peer teaching approaches.[325, 328, 329, 331, 333, 347, 365–367]

The semester consists of three four-week exploration cycles, outlined in Table 5.1, in which students practice authentic science writing processes. They begin by researching the topics contained in their explorations, and then they draft a proposal that outlines the information they will present in the exploration. During the second
week of the cycle, students work together to construct the first draft of the exploration. In the third week, the student groups peer review the explorations created by other groups. During the fourth week, students receive and formally respond to the comments and suggestions provided by their peer reviewers. During the session, they also revise their second, “final” exploration draft based on the peer review comments they received. Lastly, students grade each other’s final explorations based on its content and quality as a teaching tool.

In the initial implementation of CHEM 260H WTT pedagogy (the first iteration in Table 5.1), the student-generated instructional materials were shared as Microsoft Word documents among students in CHEM 260H, and were posted on an online course website (hosted by CTools). However, these were never shared with the students in the general course. In the Fall 2010 semester (the third iteration), we decided to extend these materials to the students in the general course via a CHEM 260H wiki site. This decision was based on the benefits of utilizing wiki sites, as well as to emphasize the actual instructional nature of the CHEM 260H activities.[341, 342, 344, 347, 368] Recently, the act of teaching itself, compared to simply preparing to teach others, has been shown to increase delayed learning outcome measures.[369] Table 5.2 outlines the design considerations that arose due to this change in exploration medium (i.e., CTools to wiki). Previously, the explorations were not actually used

<table>
<thead>
<tr>
<th>Year</th>
<th>Pedagogy</th>
<th>Medium</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>WTT</td>
<td>CTools</td>
<td>−</td>
</tr>
<tr>
<td>2009</td>
<td>WTT</td>
<td>CTools</td>
<td>−</td>
</tr>
<tr>
<td>2010</td>
<td>WTT</td>
<td>Wiki</td>
<td>?</td>
</tr>
<tr>
<td>2011</td>
<td>WTT</td>
<td>Wiki</td>
<td>?</td>
</tr>
<tr>
<td>2012</td>
<td>WTT</td>
<td>Wiki</td>
<td>EPR</td>
</tr>
<tr>
<td>2013</td>
<td>WTT</td>
<td>Wiki</td>
<td>EPR+PRI</td>
</tr>
</tbody>
</table>

Table 5.2: Design considerations at each implementation of CHEM 260H. WTT: Writing-To-Teach, CTools: Online Course Tools, EPR: Extended peer review, PRI: Peer review instruction.
for instructional purposes, and focus was on the process of creating the explorations instead of on their final accuracy. Our shift to a wiki-site format immediately brought the accuracy of the final versions of the explorations to light. While recent work highlights the benefits in learning from reviewing and discussing errors, instructors were still cautious to support the CHEM 260H wiki as a course resource for general CHEM 260 students.[370]

The instructor concerns prompted us to introduce an extended peer review (EPR) process during the fifth iteration. The EPR process requires that Studio Peer Leaders (SPLs) and Graduate Student Facilitators (GSFs) also contribute to peer review of the first exploration drafts. While the EPR comments were meant to help the course instructors feel more comfortable with the wiki site, we provided them in a way that fit with the general framework of the course. For example, SPLs generally provide students with EPR comments in the form of suggestions and questions, rather than explicit instructions. In order to emphasize the value of PR comments, the EPR comments are not provided until students have received comments from their peers.

5.3 Method

5.3.1 Participants

Participants were 43 undergraduate students at a large Midwestern university who were enrolled in an introductory physical chemistry course, CHEM 260: Chemical Principles. Overall, 22 students in Fall 2010 (19 consented to participate in the study), 8 students in Fall 2011 (all consented), and 16 students in Fall 2012 (all consented) had chosen to take part in the weekly, two-hour, supplemental Honors Studio described above. The Honors Studio option had been made available to all students enrolled in the general CHEM 260 course, not only students that were part of the Honors College. In this report, the Honors Studio is referred to as CHEM
5.3.2 Data Collection and Analysis

This study investigates the nature of inaccuracies that persist in the peer-reviewed version of student-generated explanations (called “explorations”) created in CHEM 260H, in order to understand the many dimensions to what we consider to be “wrong” in discipline-based student writing. Our study team, which consists of Studio Peer Leaders and Graduate Student Facilitators (SPLs and GSFs), collected inaccuracies from the explorations. Next, we categorized each inaccuracy according to the way that it relates to course content and the way we perceive the inaccuracy may reflect student misunderstandings of course material, as further described below.

The inaccuracies investigated in this study were collected from the peer-reviewed, second draft of the explorations that the students had posted to the CHEM 260H-wiki from the third, fourth and fifth iterations. These were considered to be “final” drafts (after week four in Table 5.2), since it was expected that students in the general course could use them as study materials. The inaccuracies in these second drafts (2D) were compared to the inaccuracies that had been pointed out during the peer review process (PR) and extended peer review process (EPR). Both the PR and EPR refer to inaccuracies identified in the first exploration drafts (1D) prepared by the students. The PR and EPR for the Fall 2012 semester are included in this report, and future work will seek to incorporate PR/EPR from additional iterations.

The inaccuracies were individually collected by each study team member. We considered each statement containing an inaccurate representation of course material to be an individual inaccuracy. The collected inaccuracies were then combined in one document (duplicates were removed) and each inaccuracy was assigned a unique identifier according to exploration topic and semester. Once the inaccuracies were collected, they were coded individually by each study team member according to
the type of understanding expected to produce such an inaccuracy and how the inaccuracy would be expected to affect the understanding of students who read the exploration.[371] The individual codes for each inaccuracy were compared during full group discussions with at least three study team members present at each meeting. During these meetings, any disagreement in individual code assignment was discussed until agreement could be achieved.

Each inaccuracy was coded according to the following scheme:

- **Conceptual Inaccuracy (CI):** These inaccuracies would impede a student’s deeper conceptual understanding of a course topic. They reflect misconceptions or a fundamental lack of understanding of the content/concept in question.

  *Example:* “When there is more energy in the system, it becomes favorable for electrons to use this energy to move to the anti-bonding orbital subsequently dissolving the bond between the two atoms.” - Exploration Topic: Molecular Orbitals (2012)

- **Technical Inaccuracy (TI):** These inaccuracies would not impede a student’s deeper conceptual understanding of a course topic. Those reflecting what might be simple inattention to detail or errors in numerical quantities or equations, or would indicate a lack of knowledge for concepts outside the scope of the course.

  *Example:* “The distance that the electron jumps directly correlates with the wavelength of light needed to excite the electron that distance.” - Exploration Topic: Chromophores (2011)

- **Writing Quality Inaccuracy (WQI):** These inaccuracies are related to the clarity/quality of the writing instead of the accuracy of the content.

  *Example:* “The implications of the transfer from classic mechanics to quantum mechanics carries the harmonic oscillator with it, making it a simple, re-
peating function into a group of probabilities.” - Exploration Topic: Quantum Harmonic Oscillator (2010)

According to this scheme, CI and TI are mutually exclusive, and cannot refer to the same inaccuracy. However, the WQI category is not exclusive and could apply to either CI or TI inaccuracies.

The example of a conceptual inaccuracy presented above illustrates the type of misunderstanding that can underlie the presentation of course material. While the exploration describes molecular orbital representations and energies, the statement above reflects a misunderstanding of the way molecular orbitals relate to the total electron density of a molecule. Specifically, the molecular orbital only represents the state of one electron in the molecule, instead of the entire electron density. Therefore, when one electron is promoted to an anti-bonding orbital, the bond between atoms does not necessarily break. Instead, the bonding depends on the relative number of bonding and anti-bonding orbitals that are occupied, and therefore on more than one electron in the molecule. We expect that this type of inaccuracy could also hinder a student reader’s conceptual understanding of electron density and bonding within molecules, and this may prevent instructors from wanting to suggest the CHEM 260H wiki-site as a study resource for their students.

On the other hand, we do not expect that the example of a technical inaccuracy would necessarily hinder the correct understanding of a concept, even if it is somewhat misrepresented. The statement describes the electron transition between energy levels in an atom upon absorption of light, however the language does not quite convey the correct phenomenon. The term “distance” is not equivalent with “energy gap”, although the students may be referring to the typical diagram of energy gaps, where the “gap” in energy could be thought of as a “distance” separating the levels in the diagram. Therefore, while the information presented does not conform to conventional description of this process, and so could indicate some level of misunderstanding, the
overall presentation of the topic provides the correct illustration. In this way, we expect that this type of inaccuracy would not prevent a conceptual understanding of electron transitions between energy levels.

The example of a writing quality inaccuracy presents an occasion where the expression in the statement is inaccurate, due to both grammar and vocabulary, and we expect that the statement would likely prevent other students from understanding the concept. Furthermore, the statement does not indicate whether the students clearly understand the relation between the harmonic oscillator model in classical and quantum mechanics. In this case, the statement would be classified as both a WQI and CI inaccuracy.

5.4 Results and Discussion

5.4.1 Persistent Inaccuracies

The number of inaccuracies that persist in the second draft (2D) explorations identified each year varied between semesters in which CHEM 260H was implemented. Figure 5.1 presents a comparison of the total number of inaccuracies identified for each exploration draft divided by the number of student participants for the semester. According to the discrepancy in absolute number of inaccuracies found per semester in the 2D explorations (M=1.93, SD=1.15), we choose to analyze the fraction of each coded inaccuracy type observed in each draft. The fraction of inaccuracy type, $F_{XI}^{D}$, is determined by the ratio of inaccuracy type to total number of inaccuracies for a given exploration draft according to,

$$F_{XI}^{D} = \frac{N_{XI}^{D}}{\sum_{X} N_{XI}^{D}} \quad (5.1)$$

where $N$ is the number of inaccuracies for a given type and exploration draft, $XI$ stands for the type of inaccuracy (with $X$ representing $C$, $T$, or $WQ$), and $D$ stands
for the exploration draft in which the inaccuracies were identified (2D, PR, or EPR). This normalization procedure allows for direct comparison of the type of inaccuracies between years, even when the number of inaccuracies detected in each year varies.

We present the fraction of each type of inaccuracy identified in the drafts in Figure 5.2 and the values, along with summary statistics, are provided in Table 5.3. As shown in the figure, the fraction of conceptual inaccuracies (CI) identified in 2D exploration is greater than the fraction of technical (TI) and writing quality (WQI), which indicates that the students are producing generally well-written explanations of a topic, though the expression of the concepts surrounding the topic may be fundamentally inaccurate and persist despite the peer review process. This finding confirms our concern that the peer-review process is not adequately engaging with student misunderstandings.

The small sample size ($n_{obs} = 3$) prevents detailed statistical analysis of the difference in mean fraction of inaccuracies. Significance tests suggest the possibility of a
difference between fraction of CI and WQI identified in 2D explorations \((t(2)=7.22; p=0.016)\), though investigation into this possible relationship would require larger sample sizes. In this report, we explore the qualitative relationships between these observations, with the intent to pursue detailed investigations into these relationships in the future.

5.4.2 Effects of the Peer Review Process

According to the data presented in Figure 5.2, perhaps the most striking relationship occurs between the inaccuracies identified by study team members (in 2012-2D) and student participants (in 2012-PR). While students did not identify many CIs or TIs in the first draft (1D) of their peers’ explorations, they were able to identify a relatively large quantity of WQIs (the absolute number of inaccuracies identified
<table>
<thead>
<tr>
<th>Year</th>
<th>CI</th>
<th>TI</th>
<th>WQI</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>0.55</td>
<td>0.26</td>
<td>0.19</td>
</tr>
<tr>
<td>2011</td>
<td>0.70</td>
<td>0.33</td>
<td>0.15</td>
</tr>
<tr>
<td>2012</td>
<td>0.54</td>
<td>0.40</td>
<td>0.077</td>
</tr>
<tr>
<td>M</td>
<td>0.33</td>
<td>0.60</td>
<td>0.14</td>
</tr>
<tr>
<td>SD</td>
<td>0.073</td>
<td>0.093</td>
<td>0.059</td>
</tr>
<tr>
<td>2012-PR</td>
<td>0.10</td>
<td>0.17</td>
<td>0.83</td>
</tr>
<tr>
<td>2012-EPR</td>
<td>0.82</td>
<td>0.36</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Table 5.3: Fraction of each type of inaccuracy identified in each exploration draft.

Summary statistics for 2D exploration inaccuracies are provided. Are presented in Figure 5.3 for illustration, even though these vary across year and draft). Interestingly, an inverse relationship exists between the fraction of inaccuracies of each type identified in the 2012-2D explorations and the 2012-PR. Students identify a majority of WQIs in the 1D exploration, and we find fewer of these in the 2D explorations. Students do not seem to identify CIs in the 1D exploration, however we find the CIs to persist into the 2D explorations after peer review. This finding suggests that the peer-review process provides a successful approach for improving the quality of student writing within the context of quantum chemistry topics.

Importantly, the type of WQIs students are identifying during peer review are not only limited to grammar and mechanics. In fact, many comments suggest the explanation in the 1D explorations is incomplete or does not explain a topic in the best possible way. A few reviewer comments that were classified as WQI are provided below to illustrate these types of “higher-order” writing concerns.


2. “The explanation of the math is beyond the expectation of a student in 260. Most students are not advanced mathematicians like the authors may be. It
Figure 5.3: The number of inaccuracies of each type identified in the second draft (2D) for each year. The inaccuracies identified in the first draft via peer review (PR) and extended peer review (EPR) are also presented.
would be more beneficial to explain this math in simpler terms, and also to use the equation tool in Microsoft Word. Furthermore, an explanation of terms used would be useful.” - Exploration Topic: Heisenberg Uncertainty Principle (2012)

3. “In the second paragraph, the reduced mass is introduced, and how to find it, but the paper never mentions what the reduced mass is conceptually.” - Exploration Topic: The Hydrogen Atom (2012)

4. “When the authors use the term larger and smaller to describe wavelengths, the more appropriate modifier would be longer and shorter, as wavelengths are lengths.” - Exploration Topic: Vibrational and Rotational Spectroscopy (2012)

Example 1 points out issues related to flow and logical structure within the exploration. Likewise, Example 2 centers around structure, organization, and presentation, while paying attention to the role of audience. Example 3 indicates a gap in logical structure and also considers the audience’s perspective. The comment in Example 4 is more focused on scientific vocabulary and word choice, though it indicates a concern over correct representation of course material. These examples highlight that students are in fact capable of providing comments that challenge the accuracy and completeness of the exploration, as well as its quality as an instructional material. However, in a more subtle way, these findings suggest that if the CIs in the 1D drafts could be identified during the PR process in a similar way, then perhaps students would be able to revise their work based on the PR comments, thereby engaging with the CIs that persist in the 2D explorations just as they seem to engage the WQIs.

These findings prompted improvements to the design and implementation of CHEM 260H, where an additional peer review instruction (PRI) component was incorporated into the structure of the course during the sixth iteration (Fall 2013 semester), as shown in Table 5.1. In previous implementations, the PRI included examples of
authentic peer review within the context of scientific publishing. Students were introduced to actual reviewer comments and responses to those comments (which were based on GSF publications). While this level of authenticity provided an inside view of the scientific writing process, it did not give students the chance to practice this process in a legitimate, though peripheral way.

Current implementations of CHEM 260H incorporate authentic practice into PRI. Students are still exposed to the peer review comments and responses from actual research articles, however we incorporate PRI by including additional exposure to previous peer review comments and responses within the context of CHEM 260H. In particular, comments addressing CIs and TIs are emphasized and discussed when peer review is introduced during week three of the first exploration cycle (see Table 5.2). After the initial discussion, students then complete an activity in which they practice constructing these types of comments as they review previous versions of CHEM 260H explorations. We expect that this practice will provide the type of instruction, modeling, and experience necessary for students to critically evaluate CIs that exist in their own 1D explorations.

5.4.3 Effect of the Extended Peer Review Process

Next, we compare the types of inaccuracies identified by SPLs and GSFs during the EPR process. EPR identified a larger fraction of CIs than any other inaccuracy type, however the total number of inaccuracies identified was less than the number identified by student participants during peer review. The differences could be due to multiple factors, one of which we discuss in more detail. Differences in PR and EPR comments could result from the different levels of experience of student participants and SPLs/GSFs with quantum chemistry topics. The students may not be familiar enough with the concepts themselves to pick out inaccuracies related to these topics.

For instance, the difference in the way SPLs/GSFs approached the discussion of
the Particle-in-a-Box model serves as an example. The 1D exploration on the Hamiltonian included the statement provided below. The discussion in this exploration section prompted the corresponding EPR and PR comments.

- “In order to satisfy the waveform requirements of quantum mechanics, the potential energy outside the box must be infinite, and inside the box must be 0”

- EPR: “The infinite potential outside the box, and lack of potential inside the box is not due to waveform requirements. Instead, the potential energy is defined this way for the problem. We could easily have the situation where the potential is not zero inside the box, or we could have a potential outside the box that is not infinite. The solutions for the wavefunction and energies in these cases will be different due to these changes in the Hamiltonian.”

- PR: “The separation of the three models (particle in a box, the harmonic oscillator, rigid rotor) is very effective at explaining these concepts.”

The EPR comments highlight the mention of the dependence of potential on “waveform” requirements, pointing out that the potential energy is actually defined by the problem that is to be solved. The PR comment did not focus on this aspect, and instead praised the exploration authors for clearly delineating between model systems.

The EPR comments and PR comments related to the Particle-in-a-Box model indicate that these two groups may notice different aspects in the explanations depending on their experience, which is consistent with the rationale for utilizing student-generated instructional materials within CHEM 260H pedagogy.[338] Likewise, this finding agrees with current descriptions of the way expertise depends on the level of experience within a discipline.[372] The students are not as experienced with the material, and so they do not notice the problems with the Particle-in-a-Box model, and instead are able to learn from the way these models are presented. This could also
explain why students are proficient in identifying WQIs, since peer-review is typically incorporated in high school and college level writing courses (and is in fact required in first-year writing courses at the university where this study takes place). The students’ familiarity with writing-centered peer review allows them to more efficiently identify problems related to writing quality.

Next, we point out that despite the fraction of CIs identified by EPR in the 1D explorations, the actual number of CIs increased between the 1D and the 2D explorations, as illustrated for Fall 2012 in Figure 5.3. In the context of this study, it appears that EPR does not minimize the CIs persisting in 2D explorations. Further investigation into the role of the EPR process are necessary, though here we will discuss some issues that prompt further study as well as suggest improvements in implementation design.

The increase in CIs identified in 2D explorations could be due to inaccuracies that arise as students address peer review comments. For example, students may introduce new inaccuracies in cases where peer review comments suggest further clarification or elaboration on topics that are not thoroughly discussed in the 1D exploration. In this way, it could be beneficial to incorporate a second review process of the 2D draft, which could provide an opportunity for students to not only reevaluate their explanations (as is the aim of writing a response to peer review comments), but also the chance to receive feedback on the their revised explanations. As suggested by Sampson, Grooms, and Walker, the chance to revise a second time more accurately reflects the process for publishing a research report in scientific contexts.[373]

It could also be the case that the EPR did not identify all of the inaccuracies in the 1D documents. Practical requirements limit the amount of time SPLs and GSFs can spend on identifying inaccuracies, since the EPR takes place over one-week during the exploration cycle. On the other hand, the time that SPLs and GSFs spend searching for inaccuracies in the 2D explorations is not limited by the course itself,
and therefore it is possible that identification of inaccuracies could simply depend on the time spent searching for them. In order to test this hypothesis, equal time on task identifying inaccuracies in the 1D documents is currently pursued and will be reported in future work.

Another reason for the discrepancy in CIs identified between 1D and 2D explorations could involve the development of the conceptual understanding for SPLs and GSFs themselves. Roscoe and Chi discuss the effect of knowledge-building activities on peer tutors and suggest that reflective practices such as self-monitoring and knowledge integration can influence comprehension.\cite{368} Earlier work by Fuchs, Fuchs, Bentz, Phillips, and Hamlett and by King also indicates that experience and training can affect the way students learn while tutoring.\cite{366, 374} SPLs and GSFs are experienced as peer tutors, since even the least experienced SPL has spent one semester developing explorations within the context of CHEM 260H. In this way, it is not unreasonable to expect that providing comments via EPR would improve the conceptual understanding of SPLs and GSFs so that they are able to identify more inaccuracies in 2D explorations.

5.5 Concluding Remarks

This study presents a mixed-method analysis of inaccuracies in student-generated instructional materials covering introductory quantum chemistry topics. We found that inaccuracies related to conceptual understanding of course topics can persist into the final drafts of student-generated explanations, even after a peer review process, which makes it difficult for instructors to readily accept these materials as study resources for the course. More conceptual inaccuracies are found to persist than technical or writing quality inaccuracies, though the statistical significance of these relationships requires increased sampling.

Findings also indicate that while students struggle to identify conceptual inac-
curacies during the peer review process, they successfully identify and engage with writing quality issues that address higher-order concerns such as content, audience, structure, and style, rather than simply focusing on grammar and mechanics. It is expected that the amount of writing quality comments provided during peer review minimizes the amount of these inaccuracies that persist in the second exploration draft. These findings suggest that persistent conceptual inaccuracies could likewise be minimized if students were able to identify them. We suspect that incorporating authentic peer review instruction aimed at identifying and engaging with these types of inaccuracies could aid students identifying not only writing quality inaccuracies, but also technical and conceptual inaccuracies during peer review.

The extended peer review process, which incorporates studio peer leaders and graduate student facilitators, does not appear to minimize the persistent inaccuracies, though the difference between peer review and extended peer review comments could provide insight into in the way students and peer tutors approach quantum chemistry topics. Overall, this study prompts further analysis into the relationships between peer review comments and persistent inaccuracies in student-generated instructional materials. By investigating the many dimensions of “wrong” contained within student-generated explanations, we hope to gain a more nuanced description of the way students construct an understanding of quantum chemistry concepts.
CHAPTER VI

Conclusions and Outlook

6.1 Summary

The work in this dissertation has focused on understanding charge transfer and transport processes in molecular systems that can serve as building blocks for materials in organic optoelectronic devices. Detailed insight at the molecular level can only be attained via the combination of experimental observations and high-level theoretical and computational approaches. Therefore, the studies presented in this work benchmark novel theoretical approaches that address limitations in current methods, as well as apply these approaches to experimentally-relevant molecular systems including chromophore-functionalized silsesquioxanes.

This work highlights the limitations in conventional approximations to density functional theory related to charge transfer processes and shows that range-separated hybrid density functionals can be used to solve these problems for molecular systems. Specifically, this work highlights two major limitations:

1. The failure of conventional density functionals to possess a derivative discontinuity, and therefore the underestimation of the ionization potential and electron affinity according to frontier orbital energies.

2. The failure of conventional density functionals to account for the electrostatic
interaction between an electron and hole pair, and therefore the inability to account for the distance dependence in charge transfer state energies. Charge transfer excitations involving frontier orbitals are further underestimated when the previous limitation is considered.

The first limitation was explored in the context of various molecular building blocks for organic semiconducting materials. While conventional frontier orbital energies calculated at the gas phase were shown to compare well with solid state experimental IP and EA, they in fact underestimated the experimental gas phase values. Likewise, when a solvent correction was applied to these calculated gas phase energies, the resulting solvent-corrected orbital energies were shown to underestimate the solid state measurements. On the other hand, gas phase frontier orbital energies calculated using RSH-DFT compared well with gas phase experimental measurements, and once a solvent correction was applied, the solvent-corrected orbital energies compared well with solid state values. These results clearly present the RSH-DFT as a solution to the first limitation in conventional DFT and also highlight the need for careful consideration of the molecular environment when comparing calculated and experimental data.

The second limitation was investigated in model and experimentally relevant systems, with careful attention paid to the role of symmetry in exacerbating the problem. The failure of a range of conventional DFT methods to accurately characterize the charge transfer excitation energies in a symmetric and symmetry broken ethene dimer system was solved by implementing a RSH-DFT approach. The RSH-DFT excitation energies were shown to agree with predicted charge transfer excitations based off of experimental IP and EA values. Charge transfer excitations were also calculated in symmetric and symmetry-broken 2-vinylstilbene-OHSQ systems. The correct theoretical treatment of charge transfer demonstrated in these systems, even when degeneracy disguises the underlying CT nature of the excitation as illustrated
in 2vinylstilbene-OHSQ systems, further validates the use of RSH-DFT when calculating charge transfer properties and processes within molecular systems.

The RSH-DFT approach was also applied to several chromophore-functionalized SQ systems in order to understand the absorption and emission in these molecules. The absorbing states for vinyl, styrenyl, stilbene, and vinylstilbene-OHSQ were determined to be $\pi - \pi^*$ in nature, and mixing between the chromophore and OHSQ molecular components was determined to depend on the proximity between the molecular orbital energies of each component. The ability to tune the orbital gap and absorption energies of functionalized-SQ systems through the addition of electron donating or withdrawing groups was accurately reproduced by RSH-DFT. Two types of charge transfer states were identified in these systems, CT1 - between the chromophore and SQ core, and CT2 - between the chromophores ligated to the SQ core. The effect of solvent stabilization on the CT states was taken into account using charge-constrained DFT, a polarizable continuum model for the solvent, and RSH-DFT. Energy transfer from the absorbing $\pi - \pi^*$ state to the CT2 state was found to be energetically favorable, and quantitative agreement between calculated CT2 state energies and the experimental emission spectrum of stilbene-OHSQ was achieved. Current work is focused on understanding the role of CT1 states in phenyl-SQ systems, where preliminary calculations suggest that the CT1 state energy approaches that of the $\pi - \pi^*$ state when solvent stabilization is taken into account.

Another aspect of this dissertation work involves high-level treatment of time-dependent electron transport in model molecular junctions. A non-equilibrium Green’s function approach was utilized to study the effect of a weak perturbation on the electric current and the electronic spectra of model systems. The transient response of the current in a two-state system coupled to electrodes is shown to be a result of the coherences between the coupled states. The effect of an applied bias on the electronic spectrum of a model molecular junction is shown to depend on the nuclear config-
uration (i.e., vibrational coordinate) of the junction with respect to the electrodes. These studies provide insights into the ability to drive current in molecular junctions using time-dependent potentials, as well as as the implications for using vibrational spectroscopy as a probe for characterizing molecular junctions.

6.2 Outlook

While the majority of this work clearly presents the improved treatment of ground and excited state properties that can be achieved using RSH-DFT, the practical argument could be made that these limitations in DFT are not quite as serious as they seem, especially when it comes to predicting the behavior of actual material systems. For example, relative energies predicted using conventional DFT can provide an idea of how a given material is expected to perform in a device. The work presented in this dissertation contributes to the conversation and the nuance surrounding this type of argument.

The level of theory required to treat a system of interest is generally based on the level of insight that is expected. Therefore, both the claim that conventional DFT approaches are worthwhile, and the claim that RSH-DFT should be used instead of conventional approaches, can be equally valid and depend on the situation.[26] However, recent studies have pointed out that current attempts to establish design principles for OPV materials based solely on molecular energetics may not actually provide the desired level of understanding for device development.[7] Jackson et al. point out that in most cases, improving device performance reduces to improvements in the actual fabrication and morphological structure of the device, rather than the energy levels of the composite materials. Therefore, detailed molecular-level insight into the charge transfer and transport properties of OSC materials and their components, rather than approximate relative energies, becomes crucial for predicting aspects of OPV design. Accordingly, as discussed in Chapter 2.1, it becomes more
important to include system-dependent, solid-state effects in computational studies of such materials. Identifying, describing, and predicting material interfaces and bulk properties at a high-level of theory is a considerable challenge, though the level of molecular insight required justifies pursuing a RSH treatment of such systems.

Despite the promise in RSH-DFT, this approach also provides considerable challenges itself. For example, recent work has shown that the size-consistency error resulting from the optimal tuning procedure causes this method to fail, for example, in predicting the correct binding energies of diatomic molecules, and also causes problems in calculating potential energy surfaces.[112] As a result, current efforts for improving the RSH approach, for example in treating solid state environments[111] are pursued, as well as other avenues for solving the limitations in DFT.[69] Future development in these methods, especially within application to experimentally-relevant systems, promises to provide an excellent approach for achieving fundamental understanding of charge transfer and transport in organic materials.
APPENDICES
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Supporting Information - Orbital Gap Predictions for Rational Design of Organic Photovoltaic Materials
<table>
<thead>
<tr>
<th>Molecule</th>
<th>Dielectric constant</th>
<th>Isotropic Polarizability</th>
<th>Molecular Surface Area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>2.289</td>
<td>188.359</td>
<td>123.892</td>
</tr>
<tr>
<td>Naphthalene</td>
<td>2.464</td>
<td>333.835</td>
<td>171.201</td>
</tr>
<tr>
<td>Anthracene</td>
<td>2.609</td>
<td>513.487</td>
<td>218.774</td>
</tr>
<tr>
<td>Tetracene</td>
<td>2.750</td>
<td>727.589</td>
<td>266.306</td>
</tr>
<tr>
<td>Pentacene</td>
<td>2.882</td>
<td>974.185</td>
<td>313.847</td>
</tr>
<tr>
<td>Perylene</td>
<td>2.698</td>
<td>735.658</td>
<td>271.723</td>
</tr>
<tr>
<td>Coronene</td>
<td>2.718</td>
<td>871.070</td>
<td>302.565</td>
</tr>
<tr>
<td>C60</td>
<td>3.04</td>
<td>76.661</td>
<td>414.442</td>
</tr>
<tr>
<td>s-Triazine</td>
<td>2.098</td>
<td>47.366</td>
<td>110.857</td>
</tr>
<tr>
<td>Pyrazine</td>
<td>2.192</td>
<td>53.689</td>
<td>115.813</td>
</tr>
<tr>
<td>Pyridine</td>
<td>2.241</td>
<td>58.041</td>
<td>119.700</td>
</tr>
<tr>
<td>Thiophene</td>
<td>2.287</td>
<td>57.245</td>
<td>116.596</td>
</tr>
<tr>
<td>a-6-thiophene</td>
<td>2.758</td>
<td>603.152</td>
<td>487.889</td>
</tr>
<tr>
<td>PTCDA</td>
<td>2.570</td>
<td>345.485</td>
<td>353.194</td>
</tr>
<tr>
<td>H$_2$Pc</td>
<td>2.666</td>
<td>640.910</td>
<td>519.752</td>
</tr>
<tr>
<td>SubPc</td>
<td>2.531</td>
<td>419.795</td>
<td>406.702</td>
</tr>
</tbody>
</table>

Table A.1: Calculated solvent parameters for PCM calculations
<table>
<thead>
<tr>
<th>Molecule</th>
<th>( \varepsilon_H )</th>
<th>( \varepsilon_L )</th>
<th>Condensed Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>-9.26</td>
<td>-</td>
<td>-7.58</td>
</tr>
<tr>
<td>Napthalene</td>
<td>-8.14</td>
<td>0.08</td>
<td>-6.40</td>
</tr>
<tr>
<td>Anthracene</td>
<td>-7.41</td>
<td>-0.55</td>
<td>-5.70</td>
</tr>
<tr>
<td>Tetracene</td>
<td>-6.96</td>
<td>-1.00</td>
<td>-5.10</td>
</tr>
<tr>
<td>Pentacene</td>
<td>-6.58</td>
<td>-1.39</td>
<td>-4.85</td>
</tr>
<tr>
<td>Perylene</td>
<td>-7.01</td>
<td>-0.77</td>
<td>-5.20</td>
</tr>
<tr>
<td>Coronene</td>
<td>-7.48</td>
<td>-0.51</td>
<td>-5.52</td>
</tr>
<tr>
<td>C60</td>
<td>-7.69</td>
<td>-2.46</td>
<td>-6.17</td>
</tr>
<tr>
<td>s-Triazine</td>
<td>-10.08</td>
<td>-0.45</td>
<td>-</td>
</tr>
<tr>
<td>Pyrazine</td>
<td>-9.33</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pyridine</td>
<td>-9.45</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Thiophene</td>
<td>-8.89</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>a-6-thiophene</td>
<td>-</td>
<td>-</td>
<td>-5.30</td>
</tr>
<tr>
<td>PTCDA</td>
<td>-8.20</td>
<td>-</td>
<td>-6.95</td>
</tr>
<tr>
<td>CuPc</td>
<td>-6.38</td>
<td>-</td>
<td>-4.82</td>
</tr>
<tr>
<td>( \text{H}_2\text{Pc} )</td>
<td>-6.41</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>( \text{SubPc} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.2: Experimental gas phase and thin-film ionization potentials and electron affinities reported as orbital energies. (eV)
<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\varepsilon_H$</th>
<th>$\varepsilon_L$</th>
<th>$\Delta\varepsilon_H$</th>
<th>$\Delta\varepsilon_L$</th>
<th>$\varepsilon_H$</th>
<th>$\varepsilon_L$</th>
<th>$\Delta\varepsilon_H$</th>
<th>$\Delta\varepsilon_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>-7.02</td>
<td>-0.33</td>
<td>2.24</td>
<td>-</td>
<td>-9.14</td>
<td>2.04</td>
<td>0.12</td>
<td>-</td>
</tr>
<tr>
<td>Naphthalene</td>
<td>-6.10</td>
<td>-1.31</td>
<td>2.05</td>
<td>-1.39</td>
<td>-7.81</td>
<td>0.84</td>
<td>0.33</td>
<td>0.76</td>
</tr>
<tr>
<td>Anthracene</td>
<td>-5.52</td>
<td>-1.93</td>
<td>1.88</td>
<td>-1.38</td>
<td>-6.94</td>
<td>0.03</td>
<td>0.47</td>
<td>0.58</td>
</tr>
<tr>
<td>Tetracene</td>
<td>-5.14</td>
<td>-2.37</td>
<td>1.81</td>
<td>-1.37</td>
<td>-6.34</td>
<td>-0.52</td>
<td>0.62</td>
<td>0.48</td>
</tr>
<tr>
<td>Pentacene</td>
<td>-4.87</td>
<td>-2.69</td>
<td>1.71</td>
<td>-1.30</td>
<td>-6.39</td>
<td>-1.33</td>
<td>0.19</td>
<td>0.06</td>
</tr>
<tr>
<td>Perylene</td>
<td>-5.22</td>
<td>-2.20</td>
<td>1.78</td>
<td>-1.43</td>
<td>-6.42</td>
<td>-0.35</td>
<td>0.59</td>
<td>0.42</td>
</tr>
<tr>
<td>Coronene</td>
<td>-5.71</td>
<td>-1.69</td>
<td>1.76</td>
<td>-1.18</td>
<td>-6.91</td>
<td>0.14</td>
<td>0.56</td>
<td>0.64</td>
</tr>
<tr>
<td>C60</td>
<td>-6.34</td>
<td>-3.59</td>
<td>1.35</td>
<td>-1.13</td>
<td>-7.37</td>
<td>-1.85</td>
<td>0.31</td>
<td>0.61</td>
</tr>
<tr>
<td>s-Triazine</td>
<td>-7.78</td>
<td>-1.80</td>
<td>2.30</td>
<td>-1.35</td>
<td>-10.61</td>
<td>0.49</td>
<td>-0.53</td>
<td>0.94</td>
</tr>
<tr>
<td>Pyrazine</td>
<td>-7.02</td>
<td>-1.69</td>
<td>2.31</td>
<td>-</td>
<td>-9.69</td>
<td>0.54</td>
<td>-0.36</td>
<td>-</td>
</tr>
<tr>
<td>Pyridine</td>
<td>-7.13</td>
<td>-0.98</td>
<td>2.32</td>
<td>-</td>
<td>-9.58</td>
<td>1.14</td>
<td>-0.13</td>
<td>-</td>
</tr>
<tr>
<td>Thiophene</td>
<td>-6.64</td>
<td>-0.54</td>
<td>2.25</td>
<td>-</td>
<td>-9.12</td>
<td>1.55</td>
<td>-0.23</td>
<td>-</td>
</tr>
<tr>
<td>a-6-thiophene</td>
<td>-5.03</td>
<td>-2.39</td>
<td>-</td>
<td>-</td>
<td>-6.31</td>
<td>-1.09</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PTCDA</td>
<td>-6.69</td>
<td>-4.16</td>
<td>1.51</td>
<td>-</td>
<td>-8.14</td>
<td>-2.80</td>
<td>0.06</td>
<td>-</td>
</tr>
<tr>
<td>CuPc</td>
<td>-4.87</td>
<td>-2.39</td>
<td>1.51</td>
<td>-</td>
<td>-5.96</td>
<td>-1.33</td>
<td>0.42</td>
<td>-</td>
</tr>
<tr>
<td>H$_2$Pc</td>
<td>-4.95</td>
<td>-2.56</td>
<td>1.46</td>
<td>-</td>
<td>-6.07</td>
<td>-1.50</td>
<td>0.34</td>
<td>-</td>
</tr>
<tr>
<td>SubPc</td>
<td>-5.52</td>
<td>-2.83</td>
<td>-</td>
<td>-</td>
<td>-6.83</td>
<td>-1.58</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.3: Calculated gas phase orbital energies (eV)
<table>
<thead>
<tr>
<th>Molecule</th>
<th>$-IP^{PCM}$</th>
<th>$-EA^{PCM}$</th>
<th>$\Delta IP^{PCM}$</th>
<th>$\Delta EA^{PCM}$</th>
<th>$\varepsilon'_H$</th>
<th>$\varepsilon'_L$</th>
<th>$\Delta \varepsilon'_H$</th>
<th>$\Delta \varepsilon'_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>-8.16</td>
<td>0.37</td>
<td>0.58</td>
<td>0.77</td>
<td>-7.83</td>
<td>0.72</td>
<td>0.25</td>
<td>1.12</td>
</tr>
<tr>
<td>Napthalene</td>
<td>-7.01</td>
<td>-0.73</td>
<td>0.61</td>
<td>0.37</td>
<td>-6.63</td>
<td>-0.36</td>
<td>0.23</td>
<td>0.74</td>
</tr>
<tr>
<td>Anthracene</td>
<td>-6.26</td>
<td>-1.49</td>
<td>0.56</td>
<td>0.21</td>
<td>-5.85</td>
<td>-1.09</td>
<td>0.15</td>
<td>0.61</td>
</tr>
<tr>
<td>Tetracene</td>
<td>-5.76</td>
<td>-2.00</td>
<td>0.66</td>
<td>0.20</td>
<td>-5.31</td>
<td>-1.57</td>
<td>0.21</td>
<td>0.23</td>
</tr>
<tr>
<td>Pentacene</td>
<td>-5.42</td>
<td>-2.35</td>
<td>0.57</td>
<td>0.45</td>
<td>-5.42</td>
<td>-2.34</td>
<td>0.57</td>
<td>0.46</td>
</tr>
<tr>
<td>Perylene</td>
<td>-5.88</td>
<td>-1.82</td>
<td>0.68</td>
<td>0.68</td>
<td>-5.43</td>
<td>-1.39</td>
<td>0.23</td>
<td>1.11</td>
</tr>
<tr>
<td>Coronene</td>
<td>-6.39</td>
<td>-1.30</td>
<td>0.87</td>
<td>0.60</td>
<td>-5.96</td>
<td>-0.87</td>
<td>0.44</td>
<td>1.03</td>
</tr>
<tr>
<td>C60</td>
<td>-6.80</td>
<td>-3.10</td>
<td>0.63</td>
<td>0.40</td>
<td>-6.30</td>
<td>-2.62</td>
<td>0.13</td>
<td>0.88</td>
</tr>
<tr>
<td>s-Triazine</td>
<td>-8.60</td>
<td>-0.83</td>
<td>-</td>
<td>0.75</td>
<td>-8.55</td>
<td>-0.73</td>
<td>-</td>
<td>0.85</td>
</tr>
<tr>
<td>Pyrazine</td>
<td>-8.52</td>
<td>-0.87</td>
<td>-</td>
<td>1.21</td>
<td>-8.41</td>
<td>-0.76</td>
<td>-</td>
<td>1.32</td>
</tr>
<tr>
<td>Pyridine</td>
<td>-8.34</td>
<td>-0.20</td>
<td>-</td>
<td>1.98</td>
<td>-8.31</td>
<td>-0.17</td>
<td>-</td>
<td>2.01</td>
</tr>
<tr>
<td>Thiophene</td>
<td>-7.76</td>
<td>0.21</td>
<td>-</td>
<td>-</td>
<td>-7.75</td>
<td>0.21</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>a-6-thiophene</td>
<td>-5.54</td>
<td>-1.91</td>
<td>0.24</td>
<td>0.66</td>
<td>-5.53</td>
<td>-1.88</td>
<td>0.23</td>
<td>0.69</td>
</tr>
<tr>
<td>PTCDA</td>
<td>-6.97</td>
<td>-3.47</td>
<td>0.02</td>
<td>0.63</td>
<td>-6.97</td>
<td>-3.45</td>
<td>0.02</td>
<td>0.65</td>
</tr>
<tr>
<td>H$_2$Pc</td>
<td>-5.34</td>
<td>-2.33</td>
<td>-</td>
<td>-</td>
<td>-5.33</td>
<td>-2.33</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SubPc</td>
<td>-5.99</td>
<td>-2.48</td>
<td>-</td>
<td>-</td>
<td>-5.99</td>
<td>-2.47</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.4: BNL orbital energies calculated as $IP/EA^{PCM}$ and $\Delta \varepsilon'_{H/L}$(eV)
<table>
<thead>
<tr>
<th>Molecule</th>
<th>$-IP^{PCM}$</th>
<th>$-EA^{PCM}$</th>
<th>$\Delta IP^{PCM}$</th>
<th>$\Delta EA^{PCM}$</th>
<th>$\varepsilon'_H$</th>
<th>$\varepsilon'_L$</th>
<th>$\Delta \varepsilon'_H$</th>
<th>$\Delta \varepsilon'_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benzene</td>
<td>-7.93</td>
<td>0.43</td>
<td>0.35</td>
<td>0.83</td>
<td>-5.71</td>
<td>-1.65</td>
<td>1.87</td>
<td>1.25</td>
</tr>
<tr>
<td>Napthalene</td>
<td>-6.75</td>
<td>-0.72</td>
<td>0.35</td>
<td>0.38</td>
<td>-4.91</td>
<td>-2.51</td>
<td>1.49</td>
<td>1.41</td>
</tr>
<tr>
<td>Anthracene</td>
<td>-6.03</td>
<td>-1.49</td>
<td>0.33</td>
<td>0.21</td>
<td>-4.43</td>
<td>-3.05</td>
<td>1.27</td>
<td>1.35</td>
</tr>
<tr>
<td>Tetracene</td>
<td>-5.55</td>
<td>-2.01</td>
<td>0.45</td>
<td>0.21</td>
<td>-4.12</td>
<td>-3.42</td>
<td>0.98</td>
<td>1.62</td>
</tr>
<tr>
<td>Pentacene</td>
<td>-5.21</td>
<td>-2.38</td>
<td>0.36</td>
<td>0.42</td>
<td>-3.90</td>
<td>-3.69</td>
<td>0.95</td>
<td>0.89</td>
</tr>
<tr>
<td>Perylene</td>
<td>-5.66</td>
<td>-1.84</td>
<td>0.46</td>
<td>0.66</td>
<td>-4.23</td>
<td>-3.24</td>
<td>0.97</td>
<td>0.74</td>
</tr>
<tr>
<td>Coronene</td>
<td>-6.13</td>
<td>-1.35</td>
<td>0.61</td>
<td>0.55</td>
<td>-4.76</td>
<td>-2.69</td>
<td>0.76</td>
<td>0.79</td>
</tr>
<tr>
<td>C60</td>
<td>-6.45</td>
<td>-3.18</td>
<td>0.28</td>
<td>0.32</td>
<td>-5.27</td>
<td>-4.34</td>
<td>0.90</td>
<td>0.84</td>
</tr>
<tr>
<td>s-Triazine</td>
<td>-8.97</td>
<td>-0.74</td>
<td>-</td>
<td>0.84</td>
<td>-6.49</td>
<td>-3.03</td>
<td>-</td>
<td>1.45</td>
</tr>
<tr>
<td>Pyrazine</td>
<td>-8.16</td>
<td>-0.75</td>
<td>-</td>
<td>1.33</td>
<td>-5.91</td>
<td>-2.81</td>
<td>-</td>
<td>0.73</td>
</tr>
<tr>
<td>Pyridine</td>
<td>-8.32</td>
<td>-0.12</td>
<td>-</td>
<td>2.06</td>
<td>-5.78</td>
<td>-2.29</td>
<td>-</td>
<td>0.11</td>
</tr>
<tr>
<td>Thiophene</td>
<td>-7.94</td>
<td>0.25</td>
<td>-</td>
<td>-</td>
<td>-5.29</td>
<td>-1.89</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>a-6-thiophene</td>
<td>-5.30</td>
<td>-2.13</td>
<td>0.00</td>
<td>0.44</td>
<td>-4.27</td>
<td>-3.16</td>
<td>1.03</td>
<td>0.59</td>
</tr>
<tr>
<td>PTCDA</td>
<td>-6.83</td>
<td>-3.50</td>
<td>0.12</td>
<td>0.60</td>
<td>-5.52</td>
<td>-4.79</td>
<td>1.43</td>
<td>0.69</td>
</tr>
<tr>
<td>H$_2$Pc</td>
<td>-5.26</td>
<td>-2.31</td>
<td>-</td>
<td>-</td>
<td>-4.22</td>
<td>-3.37</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SubPc</td>
<td>-5.88</td>
<td>-2.47</td>
<td>-</td>
<td>-</td>
<td>-4.67</td>
<td>-3.70</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table A.5: B3LYP orbital energies calculated as $IP/EA^{PCM}$ and $\Delta \varepsilon'_{H/L}$(eV)
In a symmetric dimer there are on-site and off-site degenerate pairs of excitations. The molecular orbitals can be chosen to be localized on each monomer, as illustrated in B.1[right], or to be delocalized over the dimer as symmetrical and anti-symmetrical linear combinations with equal weights for the monomer-localized orbitals (B.1[center]). We compare the effect of using both sets of MOs in TDDFT calculations. We confirm that the ground state energies are the same for both representations, where the numerical differences are $6 \times 10^{-10}$ hartree. The orbital energies are also included in B.1[left]. The excitation energies are not affected by choice of MO basis. The orbital contributions to the off-site excitations and the CT for each are given in B.1. We find that the CT character of the off-site excitations is evidenced in the localized representation, where the off-site states are mirror images of each other.
Figure B.1: Left: HOMO and LUMO energies for the ethene dimer (separated by 15Å) calculated using the 6-31+G* basis set. The energies do not depend on orbital localization; Center: Dimer-delocalized orbitals; Right: Monomer-localized orbitals.

<table>
<thead>
<tr>
<th>MO localization</th>
<th>Off-site excitation energy</th>
<th>Orbital contributions</th>
<th>Net CT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dimer-delocalized</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State 1</td>
<td>11.48</td>
<td>H1 -(\psi) L1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-) H2 -(\psi) L2</td>
<td></td>
</tr>
<tr>
<td>State 2</td>
<td>11.48</td>
<td>(-) H1 -(\psi) L2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H2 -(\psi) L1</td>
<td></td>
</tr>
<tr>
<td><strong>Monomer-localized</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>State 1</td>
<td>11.48</td>
<td>H1 -(\psi) L2</td>
<td>1.0</td>
</tr>
<tr>
<td>State 2</td>
<td>11.48</td>
<td>H2 -(\psi) L1</td>
<td>-1.0</td>
</tr>
</tbody>
</table>

Table B.1: The off-site excitation energies (eV), orbital contributions, and net CT observed for different MO basis set choices.
APPENDIX C

Supporting Information - Calculating Off-Site Excitations in Symmetric Donor-Acceptor Systems via Time-Dependent Density Functional Theory with Range-Separated Density Functionals
<table>
<thead>
<tr>
<th>System</th>
<th>( \gamma ) (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symmetric</td>
<td></td>
</tr>
<tr>
<td>15 Å</td>
<td>0.398</td>
</tr>
<tr>
<td>10 Å</td>
<td>0.398</td>
</tr>
<tr>
<td>8 Å</td>
<td>0.396</td>
</tr>
<tr>
<td>6 Å</td>
<td>0.386</td>
</tr>
<tr>
<td>4 Å</td>
<td>0.360</td>
</tr>
</tbody>
</table>

| 0.1 V Electric Field          |                      |
| 15 Å                          | 0.408                |
| 10 Å                          | 0.403                |
| 8 Å                           | 0.398                |
| 6 Å                           | 0.400                |
| 4 Å                           | 0.361                |

| 0.102 ÅBond-Stretch           |                      |
| 15 Å                          | 0.402                |
| 10 Å                          | 0.409                |
| 8 Å                           | 0.404                |
| 6 Å                           | 0.402                |
| 4 Å                           | 0.368                |

| 2-vinylstilbene-SQ           |                      |
| Parallel                      | 0.20                 |
| Perpendicular                | 0.20                 |

Table C.1: The BNL \( \gamma \) parameter (a.u.), calculated according to Eq. 1.74 for the ethene dimer system (symmetric, symmetry-broken by electric field and bond stretching) at each dimer separation distance, and the 2-vinylstilbene-SQ system.
<table>
<thead>
<tr>
<th>Functional</th>
<th>Symmetric</th>
<th>0.1 V Electric Field</th>
<th>0.102 Å Bond-Stretch</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF HOMO</td>
<td>-10.31</td>
<td>-11.81</td>
<td>-9.47</td>
</tr>
<tr>
<td>LUMO*</td>
<td>2.53</td>
<td>1.03</td>
<td>2.37</td>
</tr>
<tr>
<td>BNL HOMO</td>
<td>-10.48</td>
<td>-12.00</td>
<td>-10.01</td>
</tr>
<tr>
<td>LUMO*</td>
<td>1.91</td>
<td>0.41</td>
<td>1.55</td>
</tr>
<tr>
<td>B3LYP HOMO</td>
<td>-7.67</td>
<td>-9.17</td>
<td>-7.29</td>
</tr>
<tr>
<td>LUMO</td>
<td>-0.30</td>
<td>-1.80</td>
<td>-0.82</td>
</tr>
<tr>
<td>PBE HOMO</td>
<td>-5.88</td>
<td>-7.37</td>
<td>-5.55</td>
</tr>
<tr>
<td>LUMO</td>
<td>-0.30</td>
<td>-1.80</td>
<td>-0.79</td>
</tr>
<tr>
<td>LDA HOMO</td>
<td>-5.80</td>
<td>-7.18</td>
<td>-5.47</td>
</tr>
<tr>
<td>LUMO</td>
<td>-0.16</td>
<td>-1.66</td>
<td>-0.65</td>
</tr>
</tbody>
</table>

Table C.2: Symmetry-breaking effect on the HOMO and LUMO* energies (eV) for the 15Å separated dimer. [*The orbital gap that corresponds to the $\pi - \pi^*$ excitation actually consists of the HOMO (1b1u) and LUMO+4 (1b2g) orbitals for the HF and BNL functionals. The reported values in this table correspond to the LUMO+4 orbitals instead of the LUMO for HF and BNL. This trend is also explained in footnotes (iii) and (iv) in Chapter 2.2.]

<table>
<thead>
<tr>
<th>Ground State Energy (a. u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
</tr>
<tr>
<td>BNL</td>
</tr>
<tr>
<td>Parallel</td>
</tr>
<tr>
<td>Perpendicular</td>
</tr>
<tr>
<td>B3LYP</td>
</tr>
<tr>
<td>Parallel</td>
</tr>
<tr>
<td>Perpendicular</td>
</tr>
</tbody>
</table>

Table C.3: Comparison of ground state energies (a.u.) for parallel and perpendicular 2-vinylstilbene-SQ structures indicates both are thermally populated at room temperature.
Figure C.1: Correlation plot between off-site excitation energies and corresponding orbital gaps of all ethene dimer systems considered in this study. Off-site excitations of LDA and PBE functionals are shown to correspond to the orbital gap, and those of B3LYP depend slightly on the Coulomb interaction but remain similar to the orbital gap. The BNL RSH and HF off-site excitations are not correlated with the orbital gap however, and instead the excitation energies are higher than the orbital gap due to the effect of Coulomb interaction.
Supporting Information - Ab Initio Calculation of the Electronic Absorption of Functionalized Octahedral Silsesquioxanes via Time-Dependent Density Functional Theory with Range-Separated Hybrid Functionals

<table>
<thead>
<tr>
<th>Methods</th>
<th>Bond Length (Å)</th>
<th>Bond Angle (Degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>O-Si</td>
<td>H-Si</td>
</tr>
<tr>
<td>B3LYP/6-311+G**</td>
<td>1.64</td>
<td>1.46</td>
</tr>
<tr>
<td>Experiment</td>
<td>1.62</td>
<td>1.45</td>
</tr>
<tr>
<td>Error</td>
<td>0.02</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table D.1: Comparison of optimized geometry with experiment
<table>
<thead>
<tr>
<th>Molecule</th>
<th>Diagonal Si-Si Distance</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Si-Si (vinyl connected)</td>
<td>Si-Si (no vinyl connected)</td>
<td></td>
</tr>
<tr>
<td>OHSQ</td>
<td>N/A</td>
<td>5.49</td>
<td></td>
</tr>
<tr>
<td>1Vinyl-OHSQ</td>
<td>5.507</td>
<td>5.488 (3)</td>
<td></td>
</tr>
<tr>
<td>2Vinyl-OHSQ ortho</td>
<td>5.499, 5.509</td>
<td>5.477, 5.486</td>
<td></td>
</tr>
<tr>
<td>2Vinyl-OHSQ meta</td>
<td>5.501 (2)</td>
<td>5.483 (2)</td>
<td></td>
</tr>
<tr>
<td>2Vinyl-OHSQ para</td>
<td>5.525</td>
<td>5.481, 5.482, 5.487</td>
<td></td>
</tr>
<tr>
<td>OVSQ</td>
<td>5.501 (4)</td>
<td>N/A</td>
<td></td>
</tr>
</tbody>
</table>

Table D.2: Si-Si diagonal length comparison in vinyl-OHSQ models. The number in parenthesis is the degeneracy having the same length. (Å)

<table>
<thead>
<tr>
<th>Molecule</th>
<th>B3LYP</th>
<th></th>
<th></th>
<th>BNL</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HOMO</td>
<td>LUMO</td>
<td>GAP</td>
<td>HOMO</td>
<td>LUMO</td>
<td>GAP</td>
</tr>
<tr>
<td>OHSQ</td>
<td>−8.65</td>
<td>−0.19</td>
<td>8.46</td>
<td>−11.76</td>
<td>1.06</td>
<td>12.82</td>
</tr>
<tr>
<td>Ethylene</td>
<td>−7.65</td>
<td>−0.30</td>
<td>7.35</td>
<td>−10.45</td>
<td>1.93</td>
<td>12.38</td>
</tr>
<tr>
<td>1Vinyl-OHSQ</td>
<td>−8.05</td>
<td>−0.98</td>
<td>7.07</td>
<td>−10.23</td>
<td>0.98</td>
<td>11.21</td>
</tr>
<tr>
<td>2Vinyl-OHSQ para</td>
<td>−8.00</td>
<td>−0.95</td>
<td>7.05</td>
<td>−10.15</td>
<td>0.98</td>
<td>11.13</td>
</tr>
<tr>
<td>2Vinyl-OHSQ meta</td>
<td>−8.00</td>
<td>−0.93</td>
<td>7.07</td>
<td>−10.18</td>
<td>0.98</td>
<td>11.16</td>
</tr>
<tr>
<td>2Vinyl-OHSQ ortho</td>
<td>−8.00</td>
<td>−0.95</td>
<td>7.05</td>
<td>−10.18</td>
<td>0.98</td>
<td>11.16</td>
</tr>
<tr>
<td>OVSQ</td>
<td>−7.70</td>
<td>−0.79</td>
<td>6.91</td>
<td>−9.82</td>
<td>1.09</td>
<td>10.91</td>
</tr>
</tbody>
</table>

Table D.3: HOMO and LUMO gap for model systems (OHSQ coupled with vinyl). BNL parameter: OHSQ \( \gamma = 0.47 \) a.u.; ethylene \( \gamma = 0.40 \) a.u.; vinyl-OHSQ \( \gamma = 0.30 \) a.u. (eV)
Table D.4: Comparison of B3LYP, BNL and LRC-ωPBEh absorption energies to experiment [4] for both \(1R_s\)-Styrenyl-OHSQ (\(R_s\) = H, CH₃, CH₃O) and \(1R_v\)-Vinylstilbene-OHSQ (\(R_v\) = H, CH₃, CH₃O, NH₂). For each styrene substituted OHSQ molecule, two absorption transitions are listed along with oscillator strength-weighted averaged energy and two-state summation of oscillator strength. BNL parameter \(\gamma = 0.27/0.24\) a.u. (\(R_s\)-styrene/\(1R_s\)-styrene-OHSQ), \(\gamma = 0.21/0.20\) a.u. (\(R_v\)-vinylstilbene/\(1R_v\)-vinylstilbene-OHSQ) (eV).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>B3LYP</th>
<th>BNL</th>
<th>LRC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Strength</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exp[4]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Styrene</td>
<td>4.745</td>
<td>0.140</td>
<td>4.918</td>
</tr>
<tr>
<td></td>
<td>4.884</td>
<td>0.228</td>
<td>5.106</td>
</tr>
<tr>
<td>Average</td>
<td>4.831</td>
<td>0.368</td>
<td>5.031</td>
</tr>
<tr>
<td>CH₂-Styrene</td>
<td>4.620</td>
<td>0.217</td>
<td>4.775</td>
</tr>
<tr>
<td></td>
<td>4.839</td>
<td>0.221</td>
<td>5.033</td>
</tr>
<tr>
<td>Average</td>
<td>4.719</td>
<td>0.438</td>
<td>4.904</td>
</tr>
<tr>
<td>CH₂O-Styrene</td>
<td>4.411</td>
<td>0.239</td>
<td>4.523</td>
</tr>
<tr>
<td></td>
<td>4.739</td>
<td>0.220</td>
<td>4.921</td>
</tr>
<tr>
<td>Average</td>
<td>4.575</td>
<td>0.459</td>
<td>4.722</td>
</tr>
<tr>
<td>CH₃-Styrene</td>
<td>4.620</td>
<td>0.217</td>
<td>4.775</td>
</tr>
<tr>
<td></td>
<td>4.839</td>
<td>0.221</td>
<td>5.033</td>
</tr>
<tr>
<td>Average</td>
<td>4.719</td>
<td>0.438</td>
<td>4.904</td>
</tr>
<tr>
<td>CH₃O-Styrene</td>
<td>4.411</td>
<td>0.239</td>
<td>4.523</td>
</tr>
<tr>
<td></td>
<td>4.739</td>
<td>0.220</td>
<td>4.921</td>
</tr>
<tr>
<td>Average</td>
<td>4.575</td>
<td>0.459</td>
<td>4.722</td>
</tr>
</tbody>
</table>

Table D.5: Gas phase and PCM solvent model ground state energy comparison of Styrene, 1Styrene-OHSQ, Vinylstilbene, and 1Vinylstilbene-OHSQ. (eV).
Table D.6: Attachment/Detachment density analysis of the selected strong absorption of styrene, vinylstilbene, 1Rα-Styrenyl-OHSQ (Rα = H, CH3, CH3O) and 1Rv-Vinylstilbene-OHSQ (Rv = H, CH3, CH3O, NH2).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$\lambda_\alpha$</th>
<th>$\lambda_\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Styrene</td>
<td>0.4969</td>
<td>0.4723</td>
</tr>
<tr>
<td>1Rα-Styrenyl-OHSQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1Rα-Vinylstilbene-OHSQ</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>0.4937</td>
<td>0.4708</td>
</tr>
<tr>
<td>CH3</td>
<td>0.4904</td>
<td>0.4699</td>
</tr>
<tr>
<td>CH3O</td>
<td>0.4797</td>
<td>0.4691</td>
</tr>
<tr>
<td>NH2</td>
<td>N/A</td>
<td>0.4690</td>
</tr>
</tbody>
</table>

Table D.7: HOMO and LUMO energies and band gaps of the Rα-Styrenyl-OHSQ, Rv-Vinylstilbene-OHSQ and Rv-Vinylstilbene-OHSQ series. (eV)

<table>
<thead>
<tr>
<th>Molecule</th>
<th>HOMO</th>
<th>LUMO</th>
<th>GAP</th>
<th>B-LYP</th>
<th>LUMO</th>
<th>GAP</th>
<th>B-NL</th>
<th>LUMO</th>
<th>GAP</th>
<th>LRC</th>
<th>LUMO</th>
<th>GAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Styrene</td>
<td>-6.395</td>
<td>-1.361</td>
<td>0.034</td>
<td>-8.136</td>
<td>0.707</td>
<td>-8.844</td>
<td>-8.354</td>
<td>0.408</td>
<td>8.762</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1Rα-Styrenyl-OHSQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1Rα-Vinylstilbene-OHSQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1Me-Vinylstilbene-OHSQ</td>
<td>-5.769</td>
<td>-2.231</td>
<td>0.357</td>
<td>-6.857</td>
<td>0.463</td>
<td>-6.395</td>
<td>-7.592</td>
<td>0.626</td>
<td>6.966</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1MeO-Vinylstilbene-OHSQ</td>
<td>-5.442</td>
<td>-1.878</td>
<td>0.356</td>
<td>-6.585</td>
<td>0.082</td>
<td>6.503</td>
<td>-7.238</td>
<td>0.272</td>
<td>6.966</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1MeO-Vinylstilbene-OHSQ</td>
<td>-5.605</td>
<td>-2.150</td>
<td>0.346</td>
<td>-6.639</td>
<td>0.381</td>
<td>6.259</td>
<td>-7.401</td>
<td>0.571</td>
<td>6.830</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1NH2-Vinylstilbene</td>
<td>-5.225</td>
<td>-1.796</td>
<td>0.349</td>
<td>-6.340</td>
<td>0.000</td>
<td>6.340</td>
<td>-7.020</td>
<td>0.190</td>
<td>6.830</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1NH2-Vinylstilbene-OHSQ</td>
<td>-5.388</td>
<td>-2.068</td>
<td>0.330</td>
<td>-6.422</td>
<td>-0.327</td>
<td>6.695</td>
<td>-7.156</td>
<td>0.490</td>
<td>6.667</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>o-Br-Vinylstilbene</td>
<td>-5.823</td>
<td>-2.204</td>
<td>0.389</td>
<td>-7.020</td>
<td>-0.408</td>
<td>6.612</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-Br-Vinylstilbene</td>
<td>-5.823</td>
<td>-2.177</td>
<td>0.344</td>
<td>-6.993</td>
<td>-0.381</td>
<td>6.616</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>o-Br-Vinylstilbene-OHSQ</td>
<td>-6.041</td>
<td>-2.395</td>
<td>0.364</td>
<td>-7.156</td>
<td>-0.626</td>
<td>6.531</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-Br-Vinylstilbene-OHSQ</td>
<td>-5.987</td>
<td>-2.422</td>
<td>0.356</td>
<td>-7.075</td>
<td>-0.653</td>
<td>6.422</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COOH-Vinylstilbene</td>
<td>-5.959</td>
<td>-2.476</td>
<td>0.343</td>
<td>-7.102</td>
<td>-0.626</td>
<td>6.476</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1COOH-Vinylstilbene-OHSQ</td>
<td>-6.150</td>
<td>-2.716</td>
<td>0.343</td>
<td>-7.211</td>
<td>-0.844</td>
<td>6.367</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m-NO2-Vinylstilbene</td>
<td>-6.109</td>
<td>-2.884</td>
<td>0.325</td>
<td>-7.265</td>
<td>-0.789</td>
<td>6.476</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-NO2-Vinylstilbene</td>
<td>-6.204</td>
<td>-3.048</td>
<td>0.316</td>
<td>-7.320</td>
<td>-1.088</td>
<td>6.231</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>m-1NO2-Vinylstilbene-OHSQ</td>
<td>-6.286</td>
<td>-2.966</td>
<td>0.320</td>
<td>-7.361</td>
<td>-0.925</td>
<td>6.435</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p-1NO2-Vinylstilbene-OHSQ</td>
<td>-6.367</td>
<td>-3.156</td>
<td>0.321</td>
<td>-7.429</td>
<td>-1.252</td>
<td>6.177</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure D.1: Attachment/detachment densities of the transition with the strongest oscillator strength in first excitation band for Styrene, 1Styrenyl-OHSQ, 1CH$_3$-Styrenyl-OHSQ, and 1CH$_3$O-Styrenyl-OHSQ molecules. Attachment: blue; Detachment: pink.
Figure D.2: Attachment/detachment densities of the absorbing transition for vinylstilbene and $R_{v,w}$-Vinylstilbene-OHSQ molecules. Attachment: blue; Detachment: pink.
Figure D.3: Attachment/detachment densities of the absorbing transition for 1Br-Vinylstilbene-OHSQ, 1COOH-Vinylstilbene-OHSQ, and 1NO2-Vinylstilbene-OHSQ molecules. Attachment: blue; Detachment: pink.
APPENDIX E

Supporting Information - Ethylene Absorption

The lowest frequency band in the high-resolution UV absorption spectrum appears at the 6.3-8.8 eV range and is assigned to transitions between the highest occupied orbital to the anti-bonding $\pi^\ast$ orbital and 3s/3p/3d Rydberg orbitals.[180] Within this band, the first and second strongest absorption peaks are centered at 7.4 eV and 7.9 eV, respectively.[180] Our calculations yield the two corresponding excitation energies, where B3LYP features an energy split of 0.30 eV and BNL predicts a smaller energy split of 0.04 eV. In the B3LYP case, the HOMO-LUMO excitation corresponds to the relatively larger excitation energy and oscillator strength.

The 6-31+G* and 6-311+G** basis sets indicate convergence for the 1Vinyl-OHSQ and ethylene with the default $\gamma$ parameter, 0.50 a.u. The small difference between the two ethylene excitation energies predicted by BNL when using the system-specific parameter, $\gamma= 0.4$ a.u., is thought to be a basis set effect. Indeed, using this parameter value and the aug-cc-pVTZ basis set, we find the energy difference increases to 0.43 eV, with excitation energies 7.152 eV and 7.583 eV.

The BNL functional predicts the excitation ordering of the two absorbing states to be opposite that of B3LYP so that the HOMO-LUMO excitation is the lowest excited state, as shown in Table E.1. The same ordering also occurs at the BNL/aug-
Table E.1: Excitation energies of ethylene and 1Vinyl-OHSQ from Table 3.2, emphasizing the HOMO-LUMO excitation in boldface

<table>
<thead>
<tr>
<th>Molecule</th>
<th>BNL Energy</th>
<th>Strength</th>
<th>B3LYP Energy</th>
<th>Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethylene</td>
<td>7.566</td>
<td>0.155</td>
<td>7.187</td>
<td>0.123</td>
</tr>
<tr>
<td></td>
<td>7.601</td>
<td>0.371</td>
<td>7.481</td>
<td>0.338</td>
</tr>
<tr>
<td>1Vinyl-OHSQ</td>
<td>7.210</td>
<td>0.043</td>
<td>7.079</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td>7.230</td>
<td>0.453</td>
<td>7.105</td>
<td>0.448</td>
</tr>
</tbody>
</table>

Table E.2: Excitation energies of ethylene for different levels of theory, emphasizing the HOMO-LUMO excitation in boldface

<table>
<thead>
<tr>
<th>Level of Theory</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNL/6-311+G**</td>
<td>7.566</td>
</tr>
<tr>
<td></td>
<td>7.601</td>
</tr>
<tr>
<td>BNL/aug-cc-pVTZ</td>
<td>7.152</td>
</tr>
<tr>
<td></td>
<td>7.583</td>
</tr>
<tr>
<td>HF/aug-cc-pVTZ</td>
<td>7.194</td>
</tr>
<tr>
<td></td>
<td>7.464</td>
</tr>
</tbody>
</table>

cc-pVTZ level. It is shown in Table E.2 that the Hartree-Fock/aug-cc-pVTZ level of theory predicts the same excited state ordering as BNL.
APPENDIX F

Supporting Information - Ab Initio Study of the Emissive Charge-Transfer States of Solvated Chromophore-Functionalized Silsesquioxanes

Table F.1: Gas phase vertical electronic excitation energies (eV) for 2-stilbene-OHSQ at the solvated (within PCM) ground state geometry, as obtained via TD-DFT with the Tamm-Dancoff approximation with BNL and B3LYP functionals. (These energies correspond to Figure 3.12.) For comparison we provide the corresponding TD-DFT energies in the lower part of the table.

<table>
<thead>
<tr>
<th>State</th>
<th>TDDFT B3LYP</th>
<th>TDDFT BNL</th>
<th>TDA B3LYP</th>
<th>TDA BNL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi - \pi^*$</td>
<td>4.03, 4.17</td>
<td>4.23, 4.35</td>
<td>3.82, 3.92</td>
<td>4.02, 4.12</td>
</tr>
<tr>
<td>CT1</td>
<td>5.81</td>
<td>6.85</td>
<td>5.81</td>
<td>6.84</td>
</tr>
<tr>
<td>CT2</td>
<td>3.73, 3.80</td>
<td>5.66, 5.71</td>
<td>3.73, 3.79</td>
<td>5.65, 5.70</td>
</tr>
<tr>
<td>Geometry</td>
<td>Ground/PCM</td>
<td>CT/PCM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>------------</td>
<td>--------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-stilbene-SQ/CT1:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\pi - \pi^*$</td>
<td>4.31</td>
<td>4.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CT1</td>
<td>6.85</td>
<td>6.78</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CDFT/CT1

<table>
<thead>
<tr>
<th></th>
<th>CDFT/CT1</th>
</tr>
</thead>
<tbody>
<tr>
<td>gas</td>
<td>3.13</td>
</tr>
<tr>
<td>PCM</td>
<td>2.79</td>
</tr>
<tr>
<td>Solvation</td>
<td>0.34</td>
</tr>
</tbody>
</table>

| Solvated CT1 | 6.51 | 6.46 |

<table>
<thead>
<tr>
<th>2-stilbene-SQ/CT2</th>
</tr>
</thead>
<tbody>
<tr>
<td>state 1</td>
</tr>
<tr>
<td>$\lambda_g$ =</td>
</tr>
<tr>
<td>$\pi - \pi^*$</td>
</tr>
<tr>
<td>CT2</td>
</tr>
</tbody>
</table>

CDFT/CT2

<table>
<thead>
<tr>
<th></th>
<th>CDFT/CT2</th>
</tr>
</thead>
<tbody>
<tr>
<td>gas</td>
<td>5.77</td>
</tr>
<tr>
<td>PCM</td>
<td>4.32</td>
</tr>
<tr>
<td>Solvation</td>
<td>1.44</td>
</tr>
</tbody>
</table>

| Solvated CT2 | 4.22 | 4.25 | 3.91 | 3.92 |

Table F.2: Electronic excitation energies (eV) of the charge transfer states at the ground and the corresponding excited state optimized geometry. Energies are relative to the ground state energy at the PCM optimized ground state geometry, whereas solvation energies are in absolute values. The geometry optimizations of solvated states are obtained with PCM and by constrained-DFT for CT states. Solvation energies are obtained from the difference between the C-DFT/PCM energy and the gas phase C-DFT energy at the same molecular geometry. The ground state gas phase reorganization energy is denoted by $\lambda_g$. (This table corresponds to Figure 3.14.)
Table F.3: The same information as in Table F.2, where the C-DFT optimization corresponds to a complete electron transfer. (This table corresponds to the CT1c and CT2c states in Figure 3.14.)

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Ground/PCM</th>
<th>CT/PCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-stilbene-SQ/CT1:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\pi - \pi^*$</td>
<td>4.31</td>
<td>4.26</td>
</tr>
<tr>
<td>CT1</td>
<td>6.85</td>
<td>6.78</td>
</tr>
<tr>
<td>CDFT/CT1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gas</td>
<td>4.51</td>
<td>4.36</td>
</tr>
<tr>
<td>PCM</td>
<td>3.93</td>
<td>3.81</td>
</tr>
<tr>
<td>Solvation</td>
<td>0.58</td>
<td>0.55</td>
</tr>
<tr>
<td>Solvated CT1</td>
<td>6.27</td>
<td>6.23</td>
</tr>
</tbody>
</table>

| 2-stilbene-SQ/CT2 | | |
| state 1 | state 2 | state 1 | state 2 |
| | | | |
| $\pi - \pi^*$ | 4.35 | 4.16 | 4.30 |
| CT2 | 5.66 | 5.71 | 5.35 | 5.39 |
| CDFT/CT2 | | | |
| gas | 6.21 | 6.20 | 5.91 | 5.89 |
| PCM | 4.59 | 4.54 | 4.30 | 4.25 |
| Solvation | 1.62 | 1.66 | 1.61 | 1.64 |
| Solvated CT2 | 4.04 | 4.05 | 3.74 | 3.75 |

Table F.4: Ground state energy of ground and C-DFT B3LYP/PCM optimized structures

<table>
<thead>
<tr>
<th>Structure</th>
<th>Energy (Hartree)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-stilbene-OHSQ</td>
<td>-3764.194447</td>
</tr>
<tr>
<td>1-stilbene-OHSQ CT1c</td>
<td>-3764.18629</td>
</tr>
<tr>
<td>2-stilbene-OHSQ</td>
<td>-4303.728865</td>
</tr>
<tr>
<td>2-stilbene-OHSQ CT2c state 1</td>
<td>-4303.71862</td>
</tr>
<tr>
<td>2-stilbene-OHSQ CT2c state 2</td>
<td>-4303.718673</td>
</tr>
</tbody>
</table>


196


M Z Asuncion and R M Laine. Fluoride rearrangement reactions of polyphenyl- and polyvinylsilsequioxanes as a facile route to mixed functional phenyl, vinyl


209


