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ABSTRACT

Energy and Mobility Management of a Ground Robot to Increase Operational Capacity

by

John A. Broderick

Co-Chairs: Dawn M. Tilbury, Ella M. Atkins

The operational capacity of an unmanned ground vehicle (UGV) is limited by many different challenges. Limited energy storage and loss of wheel traction can interrupt completion of the robot’s mission. To prevent these disruptions to robot operation, three different problems are considered: trajectory planning for an area coverage mission with energy considerations, efficient power management for a hybrid power system, and traction control to prevent wheel slip.

An area coverage mission consists of driving the robot within sensor range of every point in a region. To plan operation, the energy usage characteristics of the robot are required. A method to determine motor efficiency and energy usage is presented. To balance the mission goals and the energy required for operation, a novel cost function, weighting motor torques, area covered and motor efficiency, is used to plan the trajectory. This trajectory is constrained to follow a coverage path planned using existing techniques. We show how the cost function can be used to tradeoff between energy usage and time required to complete the mission.
To increase onboard energy storage, we propose a hybrid power system for a UGV. This combination of power sources requires additional control algorithms to determine which sources should be used throughout the mission. Our control algorithm is based on forming a model of the hybrid power system with power demands from a particular mission. To make the control optimization problem tractable, the model is simplified by using averaged dynamics. Using this model, power management is optimized to limit energy losses. Simulation and Experimental results with a battery/fuel cell power system are presented and show 5% decrease in energy usage compared to a baseline control strategy.

Both lateral and longitudinal wheel slip must be controlled to prevent loss of traction. Using a slipping UGV model, based on automotive friction models, we develop two control algorithms: a novel switching controller and a sliding mode controller. The switching controller considers both lateral and longitudinal wheel slip and completes turning maneuvers. The sliding mode controller, based on automotive techniques, only controls longitudinal wheel slip, possibly losing traction while turning.
CHAPTER 1

Introduction

Unmanned ground vehicles (UGVs) can operate in situations that are hazardous to humans. Operating either autonomously or under remote human control, ground robots can effectively accomplish the desired mission while limiting potential dangers to humans. In the 2011 nuclear disaster at the Fukushima power plant, UGVs were used to assess the internal condition of the power plant, allowing the human operators to stay in a safer area [1]. In military settings, ground robots can greatly decrease the soldier’s workload by performing basic functions such as transporting equipment and extending threat detection range. By partnering with robots, the soldiers are able to remain alert and focused on their mission and possible threats.

Most existing robotic systems that operate in unknown environments are remotely operated by humans. Teleoperation allows the robot to accomplish their mission using the human operators superior problem solving and reasoning capabilities to adapt to unanticipated challenges. Many current research efforts are directed at developing systems that can operate more autonomously in unstructured environments, such as self-driving cars [2, 3]. As these systems become more sophisticated and intelligent, the number of possible applications will increase.

In addition to increasing capabilities, there are many operational challenges for autonomous robots that must be overcome; these challenges limit the operational capacity of the UGV. We define the operational capacity of the UGV as the ability to accomplish the mission using the autonomous and semi-autonomous capabilities of the robot. The capabilities of the system are limited by the current state of technology while the capacity of the system is limited by the reliability of the hardware to perform the programmed functions.

Breakdowns that completely incapacitate the robot are one challenge that limits the operational capacity. These breakdowns are not rare; the mean time between failure for ground robotic systems has been reported as between 6 and 20 hours [4]. When a system is operating in a remote location and breaks down, not only does the user lose the robot for mission support, but also must spend time and effort in possibly dangerous areas to recover the unit. While reliability will continue to increase with improved designs and materials, there are many unknown factors that can affect and potentially incapacitate the robot.
Some breakdowns are caused by misuse of the robot, such as overloading a mechanical structure or attempting a mission that requires operation beyond robot design specifications, while others are caused by low-quality parts that break under normal operation, due to manufacturing defects or untested programming bugs. Murphy describes in detail numerous examples of robot usage in disaster events [1]. In almost half of the events where robots were used, the robots failed. While only a handful of the robots were permanently lost, each failure slowed rescue operations.

One particular limiting factor for UGV operation is battery life [5]. While there is ongoing research to improve UGV battery life, energy management is critical to maximize a UGV’s ability to accomplish its mission. If a battery is depleted, there is little chance for recovery of a robot stranded in a remote location; locating a robot can be a time-consuming task if its location is unknown. As such, it is imperative to manage energy resources to allow for mission completion and take action if the mission cannot be completed.

Other challenges that limit operational capacity involve interactions between the robot and the environment. Loss of traction, one such challenge, is caused by wheel slip not being regulated and entering a low traction state. Once traction is lost, the robot could collide with another object due to limited mobility or, if the ground is soft, dig itself into the ground and become immobilized; both cases further limit the operational capacity of the robot. Control systems are needed to track and prevent these situations before the robot is catastrophically incapacitated.

1.1 Problem Statement and Approach

To address the energy and mobility limitations for UGV operational capacity, we focus on the following three problems: limited energy for an area coverage mission, efficient control for a hybrid power system, and prevention of loss of traction.

An area coverage mission requires the UGV to drive within sensor range of every point within the region of interest. This time-intensive mission places high demands on onboard energy stores to cover even small areas. To increase the effectiveness of the UGV, we extend previous path planners to include trajectory generation to maximize energy efficiency. To plan operation, energy usage of the robot at different speeds and on different terrains is required. We propose a method for determining energy efficiency of the robot at different speeds and incorporate these results into the cost function used for planning the velocity profile. By operating efficiently, the UGV is able to decrease the energy required to complete the mission, limiting the chance for battery depletion.

Hybrid power sources allow for increased onboard energy stores while requiring additional control to select which power sources are operating. Each individual component has internal constraints that must be maintained, such as state of charge for a battery or startup/shutdown sequences. Utilizing models of individual power components and knowledge of the mission, we can
optimize selection of the power sources to maximize the energy efficiency and mission duration of a UGV. Optimization of hybrid systems is a very time-intensive process due to the discrete switches possible in the continuous dynamics. By making assumptions about the average power use and dynamics, we are able to simplify the problem to a tractable solution and optimally schedule power source usage.

Loss of traction due to wheel slip reduces the operational capacity of the UGV by limiting turning and acceleration. Both lateral and longitudinal wheel slip must be controlled to prevent loss of traction. Using a model of the slipping UGV, based on automotive wheel/ground friction models, we develop two control algorithms: a novel switching controller and a sliding mode controller. The switching controller considers both lateral and longitudinal wheel slip while the sliding mode controller, based on similar automotive techniques, only controls longitudinal wheel slip.

Figure 1.1 shows how these three problems fit in the overall control architecture for a UGV. This control architecture is decomposed into three main blocks: the Mission Planner, the Velocity/Power Planner and the Vehicle Controller. Each component represents an abstract layer of decision making, from the high level goals in the mission planner to low level control algorithms on board the robot. In the case of a teleoperation mission, the Mission Planner and Velocity/Power Planner are replaced by a human operator interfacing directly with the vehicle controller.

The Mission Planner translates the high level objective into a set of tasks to accomplish the mission. Based on operator input and a knowledge of the operating conditions, the Mission Planner produces a traversal path for the robot. For some missions, this might include additional commands for managing peripheral devices such as sensors or manipulator arms. For the area coverage problem, the mission planner produces a series of way points to define robot operation and is based on existing path planning techniques.
The Velocity/Power Planner interprets the path provided by the mission planner and produces a working plan for the robot to actually accomplish. For the area coverage mission, the Trajectory Generation plans the desired trajectory $x_d(t)$ of the UGV over time for the planned path. Using the simulated power usage $P_d(t)$ for the mission, the Power Optimizer schedules operation for the hybrid power components over the entire mission. For simplicity, we assume a known environment that allows for all plans to be executed in accordance with their a priori design. While not studied in this dissertation, the Real Time Optimizer can provide on-line updates by prompting adjustment of the mission plan based on additional knowledge gained during operation.

The Vehicle Controller in Figure 1.1 drives the UGV along the desired trajectory $x_d(t)$, manages the power system based on the power commands, and interfaces with hardware elements. Vehicle state is fed back to update the mission as needed. The Trajectory Following Controller implements the wheel slip controllers to prevent loss of traction while following the commanded trajectory $x_d(t)$.

1.2 Contributions and Innovations

This work develops novel control techniques for three robot decision-making elements in Figure 1.1: (1) trajectory generation for a coverage mission (in the Trajectory Generation), (2) power optimization for a hybrid power structure (in the Power Optimizer) and (3) trajectory following control to limit the amount of slip between the UGV and the terrain (in the Vehicle Controller). To develop these three control techniques, this dissertation provides the following contributions:

1. **Characterization of Packbot energy usage on different terrains at different velocities**
   Understanding energy usage of a ground robot is fundamental to estimating UGV range and planning energy-efficient operations. In Chapter 3, we present field data from operating a Packbot on different terrains and at different speeds, a comparison of the energy usage for these tests, and specify an energy-efficient operational profile for the robot. This data, also presented in [6, 7], provides information about energy usage and efficiency that can be used for planning.

2. **Tradeoffs of energy considerations in completing an area coverage mission**
   Using the results of contribution 1, Chapter 4 presents an energy-conscious trajectory planning algorithm. Cost function weights are varied to show tradeoffs between mission performance, energy usage, and motor inefficiencies. This work extends previous area coverage planners by providing an optimal velocity profile for existing path planners. These tradeoffs, also presented in [8, 9], can be used to tailor UGV operation under a known set of mission conditions.
3. **Intelligent management of a hybrid power system**

Long-duration missions require multiple power sources to efficiently complete the mission. In Chapter 5, we demonstrate one method for intelligently managing multiple power sources over the course of a coverage mission to maximize energy efficiency while meeting system constraints, such as battery temperature. Using this controller leads to 5% less energy usage in an area coverage mission, compared to a conservative baseline controller. Initial results were published in [10]. This controller is also extended to prevent thermal shutdown of the battery and tradeoff between energy loss and elevated battery temperature.

4. **Experimental validation of power models and controller with a hardware-in-the-loop configuration**

To validate the hybrid power controller in contribution 3, we present experimental results in Chapter 5 from testing a fuel cell/battery hybrid power system. By comparing battery performance under averaged and time-varying power demands, we show that the averaging assumption used in the power management strategy is valid. Comparing the energy efficiency of the developed strategy to the baseline controller shows the same 5% improvement in energy usage shown in simulation.

5. **Control of slipping UGV**

In Chapter 6, we develop a model of a differential-drive ground robot, using established tire-ground dynamics from the automotive literature. Both longitudinal and lateral wheel slip had not been considered previously for this type of robot. This model is used in an optimization control scheme to limit wheel slip and better follow driver-input velocity commands. This controller is compared to a sliding mode controller adapted from the automotive literature. This slipping UGV model and optimization controller were originally presented in [11].

To achieve these contributions, we build on the established literature by providing the following innovations:

1. **Standardized method for investigating unmanned ground robot energy usage**

   There currently is no standard method for determining unmanned ground robot energy usage. We propose a method for determining energy usage for ground robots that can be applied to any robot and only requires a simple control structure for running the tests. This method consists of driving the robot at a constant velocity while recording power usage. By comparing energy usage at different velocities on the same terrain, the most efficient velocity can be determined. This method is described in Chapter 3.

2. **Cost function for planning velocity to trade off energy usage and mission completion**

   Building on previous path planning for area coverage missions, we developed a cost func-
tion that incorporates energy considerations and mission objectives. By posing the trajectory
generation as an optimization problem, we are able to incorporate energy needs for the cov-
erage mission. This cost function incorporates the results from the Packbot energy study and
is solved using existing optimization methods. The cost function and the method of solving
is presented in Chapter 4.

3. Framework for optimization over multiple onboard power systems using hybrid au-
tomaton models

To optimize power usage for systems with long transients, we present a hybrid model frame-
work. In contrast to existing hybrid power controllers, this framework can control systems
with discrete dynamics (e.g. on/off) and long transients (e.g. extended startup time). This
framework is simplified to a hybrid automaton used to optimize power profiles over the mis-
sion for a given cost function by assuming average power demand and dynamics within one
state of operation. This simplification speeds up the optimization process and is validated
in simulation and hardware. Chapter 5 presents the hybrid systems framework for multiple
power sources.

4. Switching controller and cost function for tradeoff between UGV slip and deviation
from user command

Using the slipping UGV model, we present a novel switching controller to limit wheel slip
and maintain wheel traction. When slipping is detected, a cost function is used to optimize
control of the UGV to limit wheel slip and more closely follow the user commands. This
cost function uses both the final position and velocity to better meet the desired trajectory.
Using this controller allows for consideration of both lateral and longitudinal wheel slip in
the same controller. Chapter 6 presents the slipping UGV controller.

1.3 Dissertation Outline

In Chapter 2, related work for each of the three focuses of this research is discussed. Chapter 3
characterizes energy usage for a ground robot and applies this method to a Packbot. Chapter 4
details trajectory optimization for a coverage mission. Using standard optimization techniques
reviewed in Chapter 2, a cost function for planning ground robot velocity profiles is developed.
Tradeoffs between time, energy and mission completion are examined in different scenarios.

Chapter 5 develops a framework for modeling hybrid power systems using hybrid system mod-
els. This framework is applied to a fuel cell/battery hybrid system to manage energy efficiency and
thermal battery constraints. Hardware tests, using a simulated robot load, are conducted to validate
the models used in optimization and measure the energy efficiency of the power system compared
to a baseline controller. The power management framework is extended to include varying the mission power demand to increase efficiency.

To control UGV slip, a dynamical model is developed in Chapter 6. This model, used in conjunction with a cost function including slip and user commands, forms the basis of a controller to limit wheel slip and more closely follow user inputs. Conclusions and possible extensions to this work are presented in Chapter 7.
CHAPTER 2

Background

In this chapter, we review the literature in ground robot modeling, energy use and trajectory planning/optimization that will be referenced throughout the remainder of this dissertation. Section 2.1 discusses UGV control architectures similar to the general architecture (Figure 1.1) used in this dissertation. A basic UGV model is presented in Section 2.2. Sections 2.3 to 2.6 outline related work in optimization and control and provide context for the contributions and innovations of this dissertation. Sections 2.7 and 2.8 outline optimization and modeling techniques used in this dissertation.

2.1 Related System Architectures

The general ground robot planning and control architecture for this dissertation, previously presented in Figure 1.1, is similar to architectures proposed by other researchers. These architectures decompose the complex challenges of operating in an unstructured environment into manageable subproblems. Bonasso et al. present one of the first descriptions of three-tiered robot architecture to control robot operation [12]. The three tiers are labeled Reactive Skills, Sequencing, and Deliberation. The three modules in Figure 1.1, Vehicle Controller, Velocity/Path Planner, and Mission Planner, correspond to these three tiers and perform the subset of activities relating the topics of this dissertation. Another example of this three-tiered architecture is presented by Bensalem et al. [13].

Thrun describes in detail a three-tiered architecture used in the DARPA Grand Challenge [2]. In this case, the task-level planner takes inputs from the human operator, the execution layer (strictly a path planner in our architecture) senses the surroundings and plans its trajectory to avoid unsafe zones and achieve operator commands. Lower-level controllers directly interface with the vehicle to send commands and process sensor data.

A slightly different architecture is presented by Volpe et al. [14]. In their model, the planning and executive levels are combined into a single decision layer and the functional layer has
additional capabilities. The user or planner can determine if the decision layer should focus on larger mission planning tasks, utilizing additional intelligence built into the functional layer, or on smaller, execution tasks with more specific commands to the functional layer.

The main difference between these architectures and the architecture used in this dissertation is our focus on vehicle energy and mobility management and control necessitating simplification of many of the aspects of interacting with the environment. We assume that the UGV knows exactly how it needs to operate (i.e. path is obstacle free) and doesn’t have to react to the environment in which it is operating. This allows us to focus on UGV energy resources and mobility characteristics.

### 2.2 UGV Model

This dissertation utilizes a simple model for a differential drive ground vehicle. Here we present a basic vehicle model that assumes no wheel slippage; this model is extended to include wheel slip in Chapter 6. System state $x$ can be described by the robot’s location $x_R$ and $y_R$, forward velocity $v$, heading $\theta$, and angular velocity $\omega$. Mathematically, this is described as $x = [x_R, y_R, v, \theta, \omega]^T$. Taking our inputs as $u_l$ and $u_r$, the forces exerted by the left and right wheels respectively, system
dynamics can be described as (adapted from [15])

\[
\dot{x} = f(x) = \begin{bmatrix}
    v \cos \theta \\
    v \sin \theta \\
    \frac{u_r + u_l}{M} - bv \\
    \frac{\omega}{I_z} - b_r \omega
\end{bmatrix}.
\] (2.1)

where \( M \) is the vehicle mass, \( b \) is the linear drag constant, \( B \) is the length from the center of the vehicle to the wheel, \( I_z \) is the moment of inertia, and \( b_r \) is the turning drag constant. We assume the magnitude of each of input \( u_{r,l} \) is bounded by \( u_{\text{max}} \) and the velocity is bounded by \( v_{\text{max}} \). This model is used in Chapters 3 through 5 for the UGV controller in hardware-based experiments, to derive the optimal area coverage trajectories, and to determine UGV power usage through simulation.

### 2.3 UGV Energy Usage

Chapters 3, 4, and 5 deal with energy usage of ground robots. Previous research has studied ground robot energy usage in a variety of settings. Mei, Lu, Ju and Lee present a case study comparing energy usage and coverage [16]. They consider an omnidirectional robot covering an open area with no obstacles and using three different coverage schemes: scan lines, spiral, and square spiral. Simulating the robot at different velocities, they calculated the efficiency of coverage paths. By comparing efficiencies at different velocities, the most efficient velocity is determined for the particular robot. Mei et al. also present an experimentally-derived power model of a ground robot at different velocities [17]. This work adds to their earlier power analysis by looking at the other primary battery limitation: total energy storage. Boice et al. present a comparison of power used by the Packbot while traveling over different terrains at different speeds [18]. Using motor current measurements, they conclude that traveling faster draws more current, but no analysis is made for energy use over a distance.

Power use requirements for tracked vehicles is given in [20, 21], including losses due to track slip caused by turning. The power required to drive the vehicle at a constant velocity is modeled as linear in the absolute velocity of track speed. In Chapter 3, the energy characterization methodology examines energy use over a distance, rather than power draw at each point in time. In [21], the authors present experimental results that show similar trends with decreasing total energy usage at higher velocities, but their paths are much shorter and focus on analyzing energy lost due to turning. All of these energy usage studies provide specific examples of power consumption; however,
there is no general methodology or benchmarks for determining energy usage for a ground robot. In Chapter 3, we present a vehicle- and mission-independent methodology for characterizing energy usage. The results from applying this methodology to an iRobot Packbot is applied to an area coverage mission in Chapter 4 to increase energy efficiency.

An in-depth, well-to-wheel analysis of an electric vehicle is presented in [22]. Their analysis is based on detailed models of the different energy pathways available in automobiles. While the results of [22] could easily be extended to small ground robots, their research does not deal with the variable terrains that a ground robot encounters. Without a detailed knowledge of the wheel-ground interactions, results of a similar analysis for ground robots could not produce precision necessary for an accurate analysis.

For automotive applications, fuel consumption at different speeds has been studied and modeled [23–25]. Since fuel has traditionally been the main energy source for automobiles, measuring fuel consumption is analogous to the energy usage calculations in this dissertation. In all three papers, a minimum fuel consumption per distance traveled is found in the 60-80 km/hr range, depending on specific vehicle configurations. Since there is a large difference in scale between the vehicles studied in these papers and the ground robots studied in this dissertation, it is necessary to repeat the analysis for ground robots, a study described in Chapter 3. In particular, aerodynamic forces become very large at high speeds for automobiles [26]; for small ground vehicles the low traversal speeds and low drag profile result in low aerodynamic drag.

2.3.1 Projecting Energy Usage

Estimation of ground robot range based on battery energy critically depends on ability to predict future energy needs. Saha, Goebel, Poll and Christophersen present work on estimating range based on historical data and anticipated operation conditions [27]. Bayesian regression and state estimation are used to model battery dynamics and predict the remaining mission life. Sadrpour, Jin and Ulsoy present an algorithm to estimate the energy required to complete the mission based on knowledge of future mission goals and terrain [28]. Prior knowledge about future mission operations can be used to better estimate when the mission can be completed before depletion of the battery.

Ceraolo and Pede estimate the remaining range for an electric car based on battery dynamics and estimated future current draw [29]. Zhang, Wang, Kobayashi, and Shirai present a range calculation for electric vehicles based on nine different criteria, including current location, battery state of charge, and driving style [30]. Data from Chapter 3 (or similar tests for different robots) can be used to augment range estimation methods.
For autonomous robots, Berenz, Tanaka, and Suzuki present a method for determining when to return to a recharging station [31]. The authors use a risk/reward analysis to determine the best time to return to the recharging station. One critical part of the algorithm is estimating the remaining range. The energy characterization, described in Chapter 3, can form the basis of range estimation.

In addition to estimating stored energy availability in batteries, the energy consumption of a ground robot can be used to help plan future paths based on energy usage. Ooi and Schindelhauer derive a path planner for a mobile communication network based on minimizing energy consumption [32]. Using the energy characterization method presented in Chapter 3, this method can be augmented for better prediction of energy costs. Similar methods can be used to better optimize other path planners, consistent with ideas presented in [33].

2.3.2 Track/Wheel-Ground Interaction

A major component of ground robot energy usage is energy lost in the wheel-ground or track-ground interactions. While we do not directly measure the wheel-ground forces when characterizing energy use, some results from terramechanics are summarized here to provide context for UGV energy usage results. The theory of terramechanics dates back to the initial work by Bekkar [34]. These principles have been extended by Wong to form the basic foundation of terramechanics [26]. For a detailed analysis of many aspects of skid steering and tracked vehicles, see [15]. From an empirical perspective, we are concerned with two main aspects: tractive effort and rolling resistance.

The tractive effort is the force that the track applies to the ground. For tractive effort, the friction coefficient is based on slip between the track and the ground [26]. While tractive effort and slip are necessary components of understanding UGV mobility, we are interested in energy analysis. In order to estimate the tractive force in our tests, we would need to experimentally determine the slip-friction curve and develop a slip estimator to use during the tests. Research in slip detection is ongoing and not a focus of this dissertation.

Rolling resistance, another focus of terramechanics, is a source of mechanical energy loss for ground vehicles. Track-ground (and wheel-ground) interactions have been well studied in the literature. Wong presents the basic theory of track-ground interaction [26]. For both wheels and tracks, one of the primary sources of energy loss is through compaction of the terrain. The pressure required to compact the soil is key in the derivation. Wong treats this pressure solely as a function of the depth of the track (wheel) sinkage.

Grahn extended the analysis for wheel-ground interaction by including a dependence for the pressure on compaction velocity [35]. The author found that the rolling resistance decreased as
the wheel velocity increased from 0 km/h to 16.6 km/h. Pope found a 9.3% decrease in rolling resistance as wheel velocity increased from 0.036 to 0.274 km/h [36]. Crenshaw investigated the rolling resistance in high speed tests and found three regions of interest: decrease in rut depth and rolling resistance with increasing velocity at low (0-37 km/h) and high (above 93 km/h) speeds, and rut depth and resistance increases with velocity at medium (37-93 km/h) speeds [37]. Shmulevich, Mussel, and Wolf summarize the previous results and create a simulation model to predict the effect of velocity on rigid-wheel performance for off-road terrain [38]. Their model showed a decrease in motion resistance ratio for driven, rigid wheels. There were no extensions of the work to track-ground interactions, though we expect similar trends to hold for tracked vehicles. While our energy characterization methodology does not measure energy loss due to ground interactions and we cannot directly compare results to the above research, we expect to observe similar trends in energy usage at different speeds.

In addition to energy loss due to compaction, tracked vehicles encounter energy loss due to skid steering. Guo and Peng present results for energy loss due to steering as a function of turning radius [39]. Using a power loss model for turning with tracked robots, the authors show that at smaller turning radii, there is larger power loss and one track switches from propulsion to braking. Choosing a sufficiently large turning radius limits the difference in torques between the motors and results in limited additional power usage compared to straight line travel. While their tests were performed on sand, we would expect similar results for the terrains used in this research. Their work justifies our use of a rounded box test path with a sufficiently large turning radius to approximate straight-line travel.

2.4 Area Coverage

Chapter 4 deals with optimal completion of an area coverage mission. This mission consists of moving the robot within a set distance of every point in the region of interest. Several different path generation algorithms have been proposed in the literature to solve this problem [40]. Choset describes the Boustrophedon Decomposition (BD) method for partitioning the search region into simple areas that can be completely covered by simple back and forth paths [41]. An adjacency matrix is formed by all the regions and a route is planned from cell to cell.

Gabriely and Rimon approach the problem in a slightly different way [42]. They decompose the search area into square cells twice the size of the search dimension. An adjacency graph is formed over all cells and a spanning tree is computed, possibly a minimal tree based on an assignment of weights between cells. The robot traverses around the spanning tree and covers the entire grid. This path does not guarantee complete coverage because grid cells that are partially occupied with obstacles are not visited. This limitation is removed in [43]. These methods are extended to teams
of robots in [44] and [45], respectively. While we do not consider multi-robot systems in this dissertation, the results presented in Chapter 4 can be extended to multiple robots.

All these methods exclusively look at generating a coverage path and do not attempt to analyze the best way to traverse coverage paths from an energy perspective. Huang presents an extension of the BD algorithm to find the fewest turns in the path, assumed to be the largest energy expense for the coverage operation [46]. This method, however, does not take into account any other energy considerations for UGVs, such as acceleration along the path or motor efficiencies. Chapter 4 extends all of the previous work by taking the defined path and planning mission operation to increase energy efficiency.

A similar problem in coverage for space interferometry is presented by [47]. The authors derive conditions for optimality of fully-actuated spacecraft traveling over Riemannian manifolds. The main result depends on the inclusion of a velocity term in the cost function, since low velocity is required for interferometry. In robotic area coverage missions, the velocity is unpunalyzed because the same restrictions do not apply. Chapter 3 proposes a cost function incorporating energy considerations and area covered and derives optimal traversal for a ground robot completing an area coverage mission.

Tokekar, Karnad, and Isler report similar tradeoffs for general UGV missions [48]. In their work, the cost function looks exclusively at maximizing energy efficiency and is based on a first-principles motor cost term, compared to the experimental efficiency curve used in Chapter 4.

Figure 2.2 shows an example region for area coverage. Paths for both path planning algorithms are shown. To create the BD path, the region is divided into cells by sweeping a line through the area. When a new obstacle is encountered, one cell is closed and two are opened. When the end of an obstacle is reached, two cells are closed and one is opened. In Figure 2.2a, the green lines represent the divisions into cells. Each cell is covered by simple back and forth movements parallel to the line used to create the cells. These segments are $2R$ apart, where $R$ is the sensor coverage radius from the UGV. To determine the order to visit the cells, we chose a traveling salesman path that minimized the amount of redundant coverage.

To create the Spanning Tree path, the region is divided into cells that are $4R$ wide. Each cell that is free of obstacles forms a node in a graph. From that graph, a spanning tree is formed and the coverage path circles the spanning tree. We constructed several spanning trees and selected the one that contained the fewest number of turns. Figure 2.2b shows the spanning tree coverage path for an example area.
Hybrid Power Sources

Hybrid power sources are a major area of interest in the automotive industry [49]. Most of the work is based on a combustion engine/battery hybrid. Ceraolo et al. presents a general approach to hybrid power architectures for automobiles [50]. For cars, the engine typically produces mechanical power and the battery produces electrical power. One of the key design decisions is therefore between a parallel, series, or more complex mechanical power transfer system. Optimization for these different configurations have been studied [51, 52].

For a series configuration, the generator can be run at any desired speed. Barsali et al. present one algorithm for this configuration [51]. In [51], the generator runs in an on-off mode of operation, with the generator operating at the most efficient point when on. Barsali et al. optimize the ratio of on-time to off-time and, based on a desired range of battery state of charge, the actual values of these times. In cases where the generator must be run constantly at a less efficient set point, the average battery level is held constant.

For parallel configurations, the speed of the engine cannot be chosen due to mechanical coupling with the wheels. Lin et al. present a power management strategy for a parallel hybrid vehicle [52]. In this strategy, the power split between the battery and the engine is obtained using an optimal control technique to maximize fuel economy and minimize emissions while maintaining the state of charge of the battery.
Rodatz et al. present a fuel cell/supercapacitor hybrid vehicle [53]. In their work, their control objective is to minimize the hydrogen consumed by the fuel cell over the a given mission. Using a strategy called the equivalent consumption minimization strategy, the global optimization problem can be approximated by a local minimization problem. This local problem includes power coming from the supercapacitor as well as the fuel cell and can be applied to real scenarios where the drive cycle is unknown.

For the UGV systems that are considered in our work, all of the power components produce electrical energy directly; there is no need for a series/parallel distinction. However, the fuel cell that we consider does not work with the above mentioned optimizations due to discrete on/off nature of its operation, motivating the design of our optimization framework.

More recently, Murphey et al. presented a power management scheme for a vehicle with multiple power sources [54]. Each individual source can be turned on or off, in addition to any throttling allowed by the device. Using a machine learning algorithm, the controller can decide at each time step which power sources are the best to use. While this algorithm has the same purpose as our algorithm described in Chapter 5, there are two key differences. First, their model assumes that the power sources can be turned on and off instantaneously. Second, their optimization looks over a short time horizon and not over an entire mission.

While current UGVs are almost universally battery powered, recent research has investigated replacing or augmenting the battery system with a fuel cell. Wilhelm et al. present a UGV powered exclusively by a fuel cell [55]. Their robot was quite small, using a 10 W fuel cell, and served as a proof of concept. Joh et al. present a humanoid robot powered by a fuel cell and a battery in parallel [56]. The authors demonstrate the use of their robot, including the use of the battery to supplement the fuel cell when the power demand exceeds the capacity of the fuel cell. In this work, the fuel cell is able to vary the power output and there is no discussion of charging the battery when power demands are low.

2.6 Slip Control

Wheel slip is a fundamental challenge of wheeled locomotion. Extensive wheel slip research has been conducted in both automotive and wheeled robotic settings. There are several different models of tire/ground interaction [57]. Since we are focused on a robotic system with both longitudinal and lateral slip, we used the formulas presented in [58] to develop our friction model for slipping.

Wheel slip is a known complication for position tracking in wheeled mobile robots. In [59], the authors study a three-wheeled robot with omni directional steering. They present a dynamic model of the system and compare tracking performance of a Proportional-Integral-Derivative (PID) controller with a model-based controller, demonstrating the need for incorporating slip into control
laws. Williams et al. analyze the friction model for this class of wheeled robots [60]. Wang and Low present a control design perspective on skidding and slipping for different configurations of wheeled robots [24]. Their analysis focuses on the controllability of the different configurations but only analyzes a kinematic model. We derive a dynamic model of a slipping UGV in Chapter 6 that can better model actual operation of the UGV.

Sarkar and Yun present a traction control algorithm for a robot with two drivable and steerable wheels [61]. While they present slip and traction control results for this class of robots, we are motivated by a differentially-driven robot for our research. An adaptive nonlinear controller for tracked robots with longitudinal slip is presented in [62]. This model focuses on a kinematic model for tracked vehicles, as opposed to a dynamic model. All of these papers present slip controllers for different configurations of wheels and tracks. The controller presented in Chapter 6 extends this work for a differential-drive robot.

A differentially-driven robot with lateral slip only is studied in [63]. A lookahead point is defined in front of the robot and the control objective is to drive to the lookahead point. Using this control law, they are able to decrease the lateral motion of the robot when turning. Chapter 6 broadens their work by including longitudinal slip to prevent loss of control.

Nandy et al. present a dynamic model for a differentially-driven mobile robot with slip [64]. This model forms the basis of our slipping UGV model in Chapter 6; we expand their model by using a different method of eliminating constraints [65] and a different friction model [58].

Control of wheel slip is a well studied topic for automotive applications, in the form of anti-lock brake and traction control systems. For controlling longitudinal slip, a common control method is to use sliding mode control [66–68]. Additionally, vehicle stability controllers use differential braking to achieve better turning [69]. While many of the issues are similar between automotive and robotic settings, the different configuration of wheels and the difference in scale between ground robots necessitates different control approaches. In Chapter 6, the sliding mode controllers presented in [66, 68] are extended to the slipping UGV framework and compared to the switching control strategy developed in that chapter.

For physical operation of robots, the slip and friction values need to be measured. A lateral slip and force estimator is presented in [70]. Dar and Longoria present a method for slip estimation in tracked vehicles [71]. Two different wheel slip detectors are presented in [72, 73]. These detectors are different from the previous work in that they only output if the wheel has traction or is slipping; there is no estimate of the wheel slip value used to calculate friction forces. These methods can be used with the proposed controller in Chapter 6 to determine when the controller should switch modes.
2.7 Optimal Control

Optimal control for dynamical systems is a well established field. We use optimization in Chapters 4, 5, and 6 to solve the three main challenges discussed in Chapter 1. In this work, we use three optimization algorithms. The first two methods are explained here as they are general methods. The third is described in Section 5.1.2.2 after defining relevant mathematical symbols.

The first method used in this work is the calculus of variations, an analytical derivation of the optimal solution for a system. The methods described in [74] are summarized here for completeness. For a system \( \dot{x} = f(x, u, t) \) and a cost function \( J = h(x_f, t_f) + \int_{t_0}^{t_f} g(x, u, t) \, dt \), the Hamiltonian \( \mathcal{H} \) is defined as

\[
\mathcal{H}(x, u, p, t) = g(x, u, t) + p^T [f(x, u, t)]
\]  

where \( p(t) \) are the costate variables. As derived in [74], the optimal state \( x^*(t) \) and costate \( p^*(t) \) can be found by

\[
\dot{x}^* = \frac{\partial \mathcal{H}}{\partial p}(x^*(t), u^*(t), p^*(t), t)
\]  

\[
\dot{p}^* = -\frac{\partial \mathcal{H}}{\partial x}(x^*(t), u^*(t), p^*(t), t)
\]  

\[
0 = \frac{\partial \mathcal{H}}{\partial u}(x^*(t), u^*(t), p^*(t), t)
\]

These equations can be solved by a boundary value problem solver, such as \texttt{bvp4c} in MATLAB, for a given set of initial and final state values and final time. Additional constraints exist if the final state value and time are allowed to vary. This method is used in Chapter 4 to solve the cost function for area coverage trajectory planning.

The second method used is numerically approximating the optimal solution. In this case, a gradient-based method is used to find a local minimum of a given function. In this work, we use \texttt{fmincon} in the MATLAB Optimization Toolbox. The cost function is evaluated at different operating points and the cost function is minimized by using the gradient to find the next operating point to test while maintaining system constraints. With this method, the resulting solution is not guaranteed to be globally optimal so care must be taken to ensure that good initial conditions are given to the algorithm to find an acceptable locally-optimal point. See [75] for an in depth description of these function minimization algorithms. This method is used in Chapter 6 to solve the slipping UGV optimization problem.
2.8 Hybrid Control Systems

The field of hybrid control systems, consisting of both continuous and discrete dynamics, allows system with discrete modes and continuous state dynamics to be analyzed [76, 77]. Optimization of general hybrid systems have been studied in depth [78–81]. These methods are computationally intense. In Chapter 5, we are considering full mission operation due to the long transients present in the considered fuel cell system. Initial attempts to optimize the full system proved computationally infeasible and, in this paper, we present a method to simplify the problem to a linear optimization that can be solved quickly.

In Chapter 5, we create a simpler optimization problem by using hybrid automaton models [82]. This model is composed of a set of discrete states with defined transitions between the states. In each discrete state, the continuous states evolve at a known rate. The discrete-state transitions are governed by the model inputs and the continuous state.

To use the hybrid automaton in an optimization problem, each automaton state and transition of the model is appended with a cost value. The cost of a trajectory for the system is given by the sum of costs of the taken transitions plus the sum of the costs associated with the visited states multiplied by the time spent in each of them [83]. The full mathematical description of the hybrid control system used in this dissertation is presented in Chapter 5.

Figure 2.3 shows an example hybrid system for a battery. In this model, the dynamics are divided into charging and discharging states. When the battery is charging and reaches full capacity, the discrete state transitions to the Battery fully charged state. Likewise, when the battery is discharging and the battery becomes fully depleted, the state transitions to the Battery fully discharged state. The dynamics for each state are defined as \( f_i \) and are a function of the state \( x \) and input \( u \). These functions can be derived from first principles or fit to experimental data.
Energy Usage Characterization for a UGV

Battery energy storage is a limiting factor for electrically-powered unmanned ground vehicles (UGVs). If the battery is completely depleted, the robot is stranded and must be retrieved by a human operator, potentially in dangerous situations. In order to prevent battery depletion, it is necessary to estimate how much energy will be used over the remainder of the mission. Locomotion is one major energy expenditure.

Current fielded robots rely on different methods of avoiding battery depletion and UGV immobilization. The most basic, for semi-autonomous or human controlled missions, is a range estimation based on current battery state of charge and estimating energy usage based on past data (see [28] for example). In this case, the UGV range estimate is relayed to the user, who can make decisions about aborting the mission. One autonomous system can return to a base station to recharge (see [31] for one example of scheduling charging based on a risk/reward analysis of running out of energy). In both of these cases, an understanding of energy usage is necessary for the methods to function.

Here, we focus on evaluating currently fielded robots. There exist a number of commercially available robots (such as the Packbot and TALON) and many more research platforms at laboratories throughout the world. Many commercial platforms are in operation in military, police, and search and rescue operations. Based on discussion with our research collaborators in the US Army, the energy characterizations presented in this chapter are needed to maximize the performance of robots that are currently in the field.

In this chapter, we present a methodology for determining energy usage by a small ground robot and apply this methodology to the Packbot as a case study. This methodology comprises Innovation 1 of this dissertation. We also present Contribution 1 of this dissertation: energy usage characterization for a Packbot. This methodology is based on empirical energy data recorded during UGV operation, not determined from a terramechanics model of the system. While this methodology is general, it is particularly helpful for characterizing and understanding commercially available robots, where internal configurations are unknown due to proprietary constraints.
(“black box”). This methodology characterizes energy usage by determining the following information: 1) energy usage per distance traveled at a given speed, 2) the most efficient speed on a given terrain, and 3) a terrain independent electrical-to-mechanical efficiency curve. From this data, a path planner can optimize the path based on the known terrains and mission goals to reduce energy consumption. Additionally, this methodology can be used to compare different robots for a given application or aid in designing a robot to meet certain mission goals. Our methodology consists of conducting a series of tests at a constant forward velocity; to create a sufficiently long path, we introduce a “rounded box” path.

This methodology is not based on a knowledge of the internal configuration of the robot. The methodology only requires a way to drive the robot on a specified path at a constant velocity and record the electrical and mechanical energy used during the test. In the case of the Packbot presented in this work, we did not have access to the internal details, due to the proprietary black box nature of the robot, and could only calculate the mechanical energy to within a scaling factor.

Related work for this chapter is summarized in Section 2.3. Section 3.1 presents the proposed methodology for characterizing the energy usage of a ground robot at a constant speed. Section 3.2 describes the Packbot platform used as a case study for this methodology. Results from the tests on the Packbot are presented in Section 3.3. The results in this chapter have been published in [6, 7].

3.1 Testing Methodology

As ground robots become more widespread, there is a much greater need for methods and standards to analyze robot performance. In this chapter, we are interested in one particular aspect of robot performance: energy usage while moving. Previous standards have been focused on robot speed [84], common terrains [85], and obstacles [86]. While these standards are beneficial, they do not address energy usage. Our method adds the metric \textit{energy used for motion}.

Energy usage for straight-line motion and turning must both be characterized. The test methodology presented in this chapter is general but our tests focus on straight-line energy usage on consistent, traversable terrain. One example of predominantly straight-line motion, and the motivation behind our work, is an area coverage task. The coverage task consists of long, straight segments connected by short turning segments. The energy usage is a function of many variables; this methodology considers speed and terrain as the primary variables affecting energy use.

The methodology for determining energy usage consists of selecting a series of tests, recording the necessary data during the tests and processing the data to analyze energy usage after the tests. Figure 3.1 depicts the important aspects of our method. First, a set of test paths and trajectories are designed based on the desired velocities and terrains for which energy use will be characterized; wide turns can be introduced to the planned paths based on area constraints. Using
an autonomous or semi-autonomous controller, the UGV is driven based the computed trajectories. If necessary, the robot can be augmented with additional sensors, e.g. GPS for localization, to complete the feedback controller. During the tests, the electrical voltage and currents, motor speeds and distance traveled are recorded from the UGV. Additional sensors, such as GPS or inertial measurements, may also be recorded and used by an autonomous driving controller to follow the reference trajectory for each test. After all the tests are run, the recorded data is analyzed to produce the following characterizations:

1. Energy usage per distance traveled for a specific terrain
2. Most efficient speed for straight-line travel for a specific terrain
3. Terrain-independent electrical-to-mechanical efficiency curve

We chose as the metric energy usage per distance traveled, instead of instantaneous power usage, to analyze long-duration missions for ground robots. As mission duration increases, total energy stored becomes more important than instantaneous power draws since energy used per distance shows the most efficient way to travel between different points. While power can be integrated to measure energy usage, measuring energy usage per distance changes the metric from a time-based measurement to a distance based measurement.

To characterize ground robot energy usage, we propose a series of tests, each with the robot traveling at a constant speed. Ideally, these tests would be run in a straight line to avoid any additional energy loss due to turning. Because of limited operating areas, a “rounded box” path can be used. This path consists of straight sides with sufficiently large radius turns between the

Figure 3.1: Flow of methodology
sides. The sides of the box should be as long as possible given operating area constraints. In order to obtain sufficient data, the total length of the path should be a significant portion of the vehicle’s range.

Turns should have a radius sufficiently larger than the robot track or wheel base to minimize the amount of lateral slip at the contact points. Using a power consumption model for turning, such as the one presented in [39], the minimum radius that meets a desired power tolerance (i.e., less than 10% increase in power draw due to turning) can be computed. While the radius will depend on terrain and robot characteristics, we found that a turn radius of about 8 times the track length was sufficient for our setup; we expect other robots to be similar.

For each of the independent variables, speed and terrain, a set of desired test points must be defined. For speed, a maximum and minimum speed should be chosen based on robot capabilities and the desired application. Intermediate speeds can be chosen based on the fineness of data desired; more tests produce more data points at the cost of additional resources required for testing. Five to eight test speeds will provide a good tradeoff between quantity of data recorded and testing duration requirements for ground robot applications where test time is constrained.

Terrain selection for the tests should be based on the required application. While there will always be variations in terrain parameters in real-world applications, a set of basic terrains can be chosen to predict general performance of the robot. This set should include at least one non-deformable terrain (e.g. asphalt) and one deformable terrain (e.g. grass or sand) for a general robot designed for outdoor off-road missions.

The ground robot should be driven at the desired speed. This can be achieved through purely autonomous operation or semi-autonomous operation, with the speed regulated by the controller and a human steering the robot. Autonomous operation requires more set up and sensors, but provides more repeatability between tests. If the robot already has autonomous capabilities, this entails programming the robot to follow the path at the desired speed. Otherwise, an additional controller, either on board the robot or on an external computer, must be designed to drive the robot on the prescribed trajectory. If necessary, a localization sensor, e.g. GPS, can be added to complete the autonomous feedback. In both cases, the controller must be well designed to limit overshoot in steering and maintain the reference trajectory in the presence of measurement noise. For semi-autonomous operation, a user interface must be provided that allows for selection of the speed.

There are two main ways of measuring energy usage: change in energy storage (e.g. battery state of charge) or integrating instantaneous power measurements over time. The battery or other power source must provide up-to-date energy storage, while the instantaneous battery power can be calculated from the battery voltage and current measurements, if a direct battery power mea-
measurement is not available. Instantaneous mechanical power can be calculated from the motor speed and torque, which is proportional to motor currents.

After the set of tests is complete, the recorded data is analyzed to compute the energy per distance traveled and the efficiency of the electrical to mechanical conversion, which includes the motor and additional power component efficiencies. While the total average energy per distance for the entire trajectory is a useful metric, breaking the tests up into shorter segments enables extraction of more information about the statistics of energy usage. The length of the shorter segments should be based on the quality of the sensors used: tests with higher quality sensors can be broken into shorter segments while still limiting sensor noise impact on results. The electrical-to-mechanical efficiency is calculated by dividing the mechanical energy output by the electrical energy input and represents losses due to the motor, power electronics, and other drivetrain components.

Alternatively, the cost of transport, defined as the energy used per meter per kilogram, can be calculated by dividing the energy per distance by the platform mass. This metric is commonly used to assess and compare bipedal robots (for example, see [87]). While this makes the total energy used dependent on the current system configuration, it also allows for estimating energy usage when the UGV has an increased mass due to additional loads (e.g. sensors, manipulators, etc).

This methodology computes an energy characterization for straight-line travel of a ground robot. It does not attempt to study complex ground-robot interactions, but creates an empirically-determined energy characterization of driving. For complex and variable terrains, these tests can serve as a basis for estimating energy usage by determining a scale factor as the robot operates. We leave a derivation of such methods as future work.

As the field of ground robots continues to develop, a standard set of proving tests can be created to compare different robots in the different settings, similar to specifications used in the automotive industry (for example, [88]). These standard tests can be devised through robotic competitions, as described by [89].

### 3.2 Packbot Platform and Test Setup

For our tests, we used an iRobot Packbot, shown in Figure 3.2. The University of Michigan Mobile Robotics Lab (UM MRL) provided an external interface to the proprietary Packbot interface. The UM MRL interface accepts forward velocity $v$ and angular velocity $\omega$ commands and provides data feedback from the Packbot. This interface is run on a Gumstix processor attached to the Packbot and all communication takes place over a wireless network, using a standard router located on the robot. Both devices are powered by the Packbot battery and consume less power than the drive system when active.
The UM MRL interface also provides real-time data from the Packbot, including the electrical and mechanical energy usage information discussed in the previous section. In this methodology, we use two different energy values: electrical energy input and mechanical energy output. The mechanical power is calculated from the motor current, which is proportional to motor torque and the motor shaft speed. Since the motor speeds are not provided by the interface, they can be calculated from the ground robot forward and angular velocities, as calculated by the interface from the wheel encoders, using the Packbot width $2B$ and track drive wheel radius $R$. The UM MRL interface thus provides

$$P_{\text{mech}} = K_m K_r (I_l \omega_l + I_r \omega_r)$$
$$= K_m K_r \left( I_l \frac{v - \omega B}{R} + I_r \frac{v + \omega B}{R} \right) \quad (3.1)$$

where $K_m$ is the motor constant and $K_r$ is the gear ratio from the motors to the drive wheels. Due to proprietary data restrictions, $K_m$ and $K_r$ are unknown values. We therefore utilize the scaled mechanical power $P_{\text{mech}}/(K_m K_r) = I_l \omega_l + I_r \omega_r$. Since we are dealing with a black box model of the robot, we do not know if the motor current measurements occur directly before the motors or if there are additional electronic components between the sensor and the motors. Therefore, we treat the motor and any additional electronics together as a unit. This may result in inaccurate mechanical power calculations from (3.1); however, we will assume that any errors are small in the range that the motors are being operated.

To filter the motor current data, we used Tikhonov regularization to reduce spikes in the measured current [90]. We imposed smoothness constraints on the current values to limit current spikes in the recorded data. Regularization minimized the following equation:

$$|I_{r,l} - I_{op} w_{r,l}|^2 + \lambda^2 |L w_{r,l}|^2, \quad (3.2)$$

where $w_{r,l}$ is the first order difference in the respective measured currents, $L$ is the differential operator, $I_{op}$ is the integral operator, and $\lambda$ is the regularization parameter. Each motor current was smoothed individually. We selected $\lambda = 1$ to reduce motor current spikes without flattening the
data significantly. This method was chosen over a simple low pass filter to limit the amount of data lost due to filter transients.

The Packbot data allows two methods to measure electrical energy usage: 1) estimation of remaining battery life and 2) the integral of the instantaneous battery power draw. For our setup, the Packbot estimates the battery energy remaining, presumably based on the state of charge of the battery, and the battery draw. We record the battery draw and integrate over time to produce our own estimate of power used. Figure 3.3 compares these two energy calculations for three consecutive experiments on the same battery charge. As described in detail on page 29, these trials consist of the Packbot running at a constant speed for a certain distance. The energy used for the second and third trials is nearly identical and the first run ends with a similar slope between the two energy estimates. The discrepancy in the first trial is presumed to be caused by overestimating the energy remaining when the battery is mostly full. Similar trends are present in other sets of consecutive experiments. Also note that the battery energy estimate fluctuates up and down over the course of the trial. Because of these observations, we chose to use the integral of the battery power as our method to calculate the electrical energy used by the Packbot.

Additionally, the battery power draw includes power for peripheral electronics. To measure the auxiliary power, we recorded the power data while the Packbot was stationary with all electronics operating for about 6000 seconds. The average power usage over test was 30.8 Watts, with the maximum and minimum measurements 32.1 W and 30.1 W respectively. To calculate the energy used for motion, we subtracted the average power for peripheral devices from the battery data field before integrating.
To examine differences due to current battery state, we ran each test several times on the same battery charge. The tests were run on flat terrain. Figure 3.4 shows the velocity profile for one test on asphalt using three different velocity data fields recorded during the tests: track encoders (Packbot), Global Positioning System (GPS) and Inertial Navigation System (INS) values. The periodic variations are due to the slight slope in the surface used for testing.

For localization, the Packbot was augmented with a MIDG IIc INS [91], which includes a GPS sensor. The MIDG provides 50 Hz localization data from an Extended Kalman Filter, integrating GPS, accelerometer, gyro and magnetometer data to provide three-dimensional location and attitude information. Both the raw GPS and filtered INS outputs were recorded. We ultimately turned off the magnetometer input to the Kalman filter due to interference from the Packbot, after which the heading was estimated from GPS and the integral of angular velocity about the vertical $z$ axis (turn rate). An additional Gumstix processor interfaces with the MIDG and relays the data over the wireless network. The MIDG and its electronics are powered by an external battery.

To drive the Packbot along a reference trajectory, we used the following nonlinear trajectory-following controller to calculate the commanded forward velocity $v_c$ and turn rate $\omega_c$ [92]:

$$
\begin{bmatrix}
  v_c \\
  \omega_c 
\end{bmatrix} =
\begin{bmatrix}
  v_r \cos \theta_e + K_x x_e \\
  \omega_r + v_r (K_y y_e + K_\theta \sin \theta_e)
\end{bmatrix}
$$

(3.3)

In this controller, $v_r$ and $\omega_r$ are the reference forward velocity and angular velocity, $\theta_e$ is the heading error, $x_e$ is the longitudinal position error, $y_e$ is the lateral position error, and $K_x$, $K_y$, and $K_\theta$ are control gains. This controller is proven to be stable using a Lyapunov analysis [92]. For these experiments, we use the position $(x, y)_{INS}$ and heading $\theta$ for position control.
Figure 3.5: Schematic of data flow for the Packbot setup

Figure 3.6: Minimal delays in Packbot while completing an L-shaped trajectory

Figure 3.5 shows the different subsystems active for our test setup. This figure expands the on-line portion of Figure 3.1 to show the details of the test setup. The controller and data recorder are implemented on an external laptop, accepting data over a wireless network from the MIDG and the UM MRL interface. With data being acquired by two different systems, the data must be synchronized. Driving commands are calculated based on a reference trajectory and position updates from the MIDG and are transmitted over the wireless network.

This controller assumes that the robot can immediately respond to new commands, though in reality there are communication and acceleration delays. Figure 3.6 shows the Packbot following an L-shaped trajectory of moving forward 5 meters, turning 90 degrees, then moving another 5 meters forward. The dashed lines represent the reference trajectory. The actual trajectories from
Table 3.1: Data fields recorded during tests

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Source</th>
<th>Variable</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>velocity</td>
<td>Packbot</td>
<td>$v$</td>
<td>m/s</td>
</tr>
<tr>
<td>turn rate</td>
<td>Packbot</td>
<td>$\omega$</td>
<td>rad/s</td>
</tr>
<tr>
<td>battery power draw</td>
<td>Packbot</td>
<td>$P_{batt}$</td>
<td>W</td>
</tr>
<tr>
<td>battery energy remaining</td>
<td>Packbot</td>
<td>$E_{batt}$</td>
<td>J</td>
</tr>
<tr>
<td>motor currents</td>
<td>Packbot</td>
<td>$I_{r,l}$</td>
<td>A</td>
</tr>
<tr>
<td>position (GPS and INS)</td>
<td>MIDG</td>
<td>$(x,y)_{GPS,INS}$</td>
<td>m</td>
</tr>
<tr>
<td>heading</td>
<td>MIDG</td>
<td>$\theta$</td>
<td>degrees</td>
</tr>
<tr>
<td>velocity (GPS and INS)</td>
<td>MIDG</td>
<td>$(v_x,v_y)_{GPS,INS}$</td>
<td>m/s</td>
</tr>
</tbody>
</table>

five different runs are shown in the figure and consistently have a 0.3 second delay in responding to commands. Notice that the delay also causes overshoot on the velocity as the robot tries to return to the desired location. We decided that this delay was acceptable for our application.

We executed the rounded box paths on grass and asphalt surfaces to compare the energy use on different surface types. The asphalt presents a hard surface that does not exhibit sinkage and provides good traction for the Packbot. The grass allows for more slippage and sinkage. The initial grass tests, denoted as “soft grass,” occurred in the winter on a sports field.

The rounded box path was 35 m long and 15 meters wide with a corner radius of 6 m. The size of the box was based on limitations of the area under consideration and our test setup. Based on experiments presented by [39], as discussed in Section 2.3.2, we determined that the 6 m corner radius would not introduce significant energy loss due to turning. For our robot, this radius is 8.6 times the track length and 15 times the separation between the tracks.

For the Packbot, the total length of the path for our tests was chosen to be 1000 meters, approximately one quarter of the Packbot’s range. Figure 3.7 shows the executed path of 11 laps around the rounded box.

The tests were run at the following speeds: 0.75, 1.0, 1.25, 1.5, and 1.75 m/s. The Packbot used in these experiments had a top speed of approximately 2 m/s. We decided to limit our tests to 1.75 m/s to allow the Packbot to drive faster than the nominal speed if needed to maintain the planned trajectory. We did not go lower than 0.75 m/s because we were interested in looking at speeds that would be practical while covering large fields; slower speeds would mean prohibitively large energy losses due to constant electrical loads.

Additionally, we had access to a grass runway at a local airport. We were able to run the Packbot straight along the length of the runway, as well as running the “rounded box” configuration at the same location to compare energy usage between straight and turn trajectories, verifying the assumption that the turns do not introduce significant energy loss. These tests are labeled as “hard grass” since they were run in the summer when the ground was hard. The length of the runway is
Figure 3.7: Rounded box trajectory, divided into straight and turn segments based on commanded turn rate, \( v = 1.25 \text{ m/s} \), on asphalt.

Table 3.2: Summary of energy-characterization tests conducted

<table>
<thead>
<tr>
<th>Surface</th>
<th>Path</th>
<th>Speeds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asphalt</td>
<td>Rounded Box</td>
<td>0.75 m/s, 1 m/s, 1.25 m/s, 1.5 m/s, 1.75 m/s</td>
</tr>
<tr>
<td>Hard grass</td>
<td>Rounded Box</td>
<td>0.75 m/s, 1.75 m/s</td>
</tr>
<tr>
<td>Hard grass</td>
<td>Straight Line</td>
<td>0.75 m/s, 1.75 m/s</td>
</tr>
<tr>
<td>Soft grass</td>
<td>Rounded Box</td>
<td>0.75 m/s, 1 m/s, 1.25 m/s, 1.5 m/s, 1.75 m/s</td>
</tr>
</tbody>
</table>

1.04 km, though not all runs were for the full length of the runway. For simplicity in setting up the straight line tests, we used a constant speed controller with human input for steering to keep the Packbot on the runway. Table 3.2 summarizes the tests conducted to explore Packbot energy usage.

3.3 Test Results and Analysis

Here, we present the data acquired following the methodology described in Section 3.1. Specifically, we present the energy usage per distance traveled for a set of speeds on two different terrains and the terrain independent electrical-to-mechanical efficiency curve. This data comprises Contribution 1 on this dissertation.

Figure 3.8 shows the electrical and scaled mechanical power usage for a portion of a test on asphalt, with turn and straight segments delineated in different colors. We used the turn rate com-
mand to differentiate between the different segments, using a threshold value of $\omega_{\text{thresh}} = 0.05$ rad/s. The resulting $x - y$ plot is shown in Figure 3.7. While it is difficult to see from the graphs, the turn segments do have a higher average power use. Table 3.3 summarizes the average power used at different speeds and surfaces for the straight and turn segments. Based on this data, we conclude that the turns do introduce extra power draw, although the increase is less than 7%. The periodic variation visible in Figure 3.8 is due to a slight slope of the surface where the test was conducted.

### 3.3.1 Energy Usage

For each run, we recorded the energy used, as described in Section 3.2, and divided by the actual distance traveled, as recorded by the GPS. Each test was divided into individual laps around the

<table>
<thead>
<tr>
<th>Speed</th>
<th>0.75 m/s</th>
<th>1 m/s</th>
<th>1.25 m/s</th>
<th>1.5 m/s</th>
<th>1.75 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight</td>
<td>76.9 W</td>
<td>87.1 W</td>
<td>102 W</td>
<td>115 W</td>
<td>127 W</td>
</tr>
<tr>
<td>Turn</td>
<td>82.3 W</td>
<td>93.6 W</td>
<td>104 W</td>
<td>117 W</td>
<td>126 W</td>
</tr>
</tbody>
</table>

(a) Soft grass

<table>
<thead>
<tr>
<th>Speed</th>
<th>0.75 m/s</th>
<th>1 m/s</th>
<th>1.25 m/s</th>
<th>1.5 m/s</th>
<th>1.75 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight</td>
<td>62.1 W</td>
<td>70.7 W</td>
<td>76.2 W</td>
<td>91.4 W</td>
<td>98.2 W</td>
</tr>
<tr>
<td>Turn</td>
<td>64.9 W</td>
<td>74.8 W</td>
<td>79.5 W</td>
<td>95.7 W</td>
<td>101 W</td>
</tr>
</tbody>
</table>

(b) Asphalt
rounded box trajectory based on the GPS position. Figure 3.9 shows the cost of transport for the different tests. As described in Section 3.1, the electrical energy per distance traveled is divided by the mass of the Packbot, in this case 20 kg, to produce the cost of transport. The boxes show the spread of the electrical energy used for locomotion; the red center lines show the median value, the boxes show the 25%-75% percentile of the data and the whiskers show the limit of the data not considered outliers, with outliers individually plotted. The continuous blue line shows the energy used per meter traveled of the peripheral electronics. The power draw is assumed to be constant for different speeds; dividing the power draw by the speed gives the desired value of energy per meter.

There are two main trends in the data. The tests on grass show average cost of transport decreases as speed increases. For the asphalt cases, the cost of transport is significantly lower and is roughly constant over the speeds tested. Looking at Figure 3.9, we can compare the distribution
of energy usage from the individual segments. On the soft grass, there is considerable overlap in the distributions, with the median value (red line) decreasing with increasing speed. The asphalt tests show a decreased variation in energy used, presumably due to the more uniform, harder surface. Table 3.4 shows the sample variance of mean for the different trajectories. Using the statistical variance, we see that the variance is smaller for the runs on asphalt, with the exception of 1.5 m/s. The variance can be influenced by many factors, including differences in terrain between runs.

Looking at consecutive laps around the rounded box, we see considerable variation in the energy use required. Figure 3.10a shows the electrical energy usage of subsequent laps for 0.75 and 1.75 m/s. Figure 3.10b shows the straight line tests broken into 100 m segments. These tests show less variability than the soft grass tests.

Comparing the energy used for peripheral electronics with the energy used for motion shows that, on asphalt, for 0.75 m/s, the energy usage is split approximately equally between locomotion and peripheral electronics. For 1.75 m/s on asphalt, the energy used for peripherals is about half the energy used for locomotion.

To compare the energy consumption differences between straight line travel and the rounded box trajectory, the results of the tests on hard grass are shown in Table 3.5. For 0.75 m/s, the

Table 3.5: Energy per meter traveled of straight-line and rounded-box tests (J/m)

<table>
<thead>
<tr>
<th></th>
<th>0.75 m/s</th>
<th>1.75 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight line (Hard Grass)</td>
<td>39.46</td>
<td>40.60</td>
</tr>
<tr>
<td>Rounded box (Hard Grass)</td>
<td>42.02</td>
<td>44.45</td>
</tr>
<tr>
<td>Rounded Box (Asphalt)</td>
<td>41.36</td>
<td>38.14</td>
</tr>
</tbody>
</table>
rounded box tests used 6.3% more energy than the average of the straight traversals down the airport runway and 9.6% more for 1.75 m/s. These tests show that the rounded box is a good estimate for straight line travel on the hard grass. These values are similar to the values obtained for the asphalt tests, rather than the softer grass, showing a strong dependence on soil conditions in the energy required for travel.

In addition to the electrical energy usage, we looked at the mechanical energy used. Figure 3.11 shows the scaled mechanical cost of transport for the same tests presented in Figure 3.9. The trends present in the electrical cost of transport are not present in these results; the tests on soft grass stayed relatively constant while the energy usage for the asphalt tests generally increased with speed.

Since the mechanical energy used is closely related to the motion resistance (assuming a constant normal load), we expected to see the same trends summarized in Section 2.3.2 for soft grass; however, the energy used does not decrease with speed. There are many possibilities for this discrepancy; however, due to the use of a fielded robot and not a dedicated test setup, we are unable to conclusively analyze the track-ground interactions of the Packbot during use. We leave as future work further experimental analysis of the track-ground interactions for the Packbot.

On both asphalt and the hard grass surfaces, the scaled mechanical energy use increases with speed. In particular, Table 3.6 shows the comparison of the straight line and rounded box trajectories for hard grass. In both cases, the energy usage increases, although the increase is greater for the rounded box trajectory. For the hard grass scenario, this implies that the rounded box does increase the resistance, though it is not the only factor involved.
Table 3.6: Scaled mechanical energy per meter of straight-line and rounded-box tests (J/(Km))

<table>
<thead>
<tr>
<th></th>
<th>0.75 m/s</th>
<th>1.75 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straight line (Hard Grass)</td>
<td>31.09</td>
<td>38.52</td>
</tr>
<tr>
<td>Rounded box (Hard Grass)</td>
<td>31.91</td>
<td>42.34</td>
</tr>
<tr>
<td>Rounded Box (Asphalt)</td>
<td>31.76</td>
<td>34.93</td>
</tr>
</tbody>
</table>

3.3.2 Electrical-to-Mechanical Efficiency

Power loss in the motors and drive train is one source of loss in the system. Using the electrical and scaled mechanical energy, discussed in the previous section, we can calculate the efficiency of the conversion from electrical to mechanical energy. Since we are dealing with a “black box” model of the Packbot, we must make the assumption that the gear ratio from the track drive wheels to the motors is constant. Based on this assumption we can parameterize the efficiency based on the track speeds.

To compute efficiency we define

\[
\text{efficiency} = \eta = \frac{\text{Power Out}}{\text{Power In}} = \frac{K_m (I_l \omega_l + I_r \omega_r)}{K_r (I_l \frac{v - \omega B}{R} + I_r \frac{v + \omega B}{R})}.
\]

Since \( K_m \) and \( K_r \) are unknown, we calculate the scaled efficiency, \( \eta/(K_m K_r) \). In addition to regularizing the data, we excluded some data points where, due to experimental conditions, the battery power input dropped down to near 0, resulting in large efficiency values that could skew the final results.

Figure 3.12 shows the scaled efficiencies from the different tests. Efficiency varies with vehicle speed and the efficiency values are consistent at the same speed on different runs, including on...
different surfaces. This figure also corresponds closely to measured efficiency curves for ground robots (see [93] for an example). Also, interestingly, scaled efficiency for the rounded box trajectory on hard grass at 1.75 m/s is significantly higher than for other surfaces, possibly due to the low state of battery charge for that test. Since DC motor efficiency varies with speed and torque [94, Chapter 10], it is interesting to note that there is little difference in efficiency between surfaces. Since higher speeds and lower torques are more efficient, we conclude that the speed increase is more important for efficiency than the increase in output torque.

Since our tests approach the maximum speed of our Packbot, we could not test higher speeds to see if the efficiency continues to increase or where the peak efficiency occurs. In fact, as described in [93], one method for motor selection and gear design is to put the maximum efficiency of the system at the largest power output. We expect the efficiency curve to have a peak, and we assume this peak to be around 2 m/s, the maximum speed of the robot, since we only observed efficiency increasing in the range of tested speeds. Above this speed, the efficiency decreases until the motor stall torque is reached and the motor outputs no work. To shape the portion of the curve that we could not test, we added three extra data points at higher speeds: 0.9 at 2.5 m/s, 0.8 at 3.5 m/s, and 0.7 at 4.5 m/s. Without including these points, the polynomial fit increased rapidly above 1.75 m/s, an infeasible result. We used a fourth order polynomial fit, which resulted in the following equation:

$$\text{scaled efficiency} = \frac{\eta}{K_m K_r} = 0.055v^4 - 0.033v^3 - 0.036v^2 + 0.3586v + 0.5613 \quad (3.5)$$

This curve partially explains the results presented earlier; the tests at a higher speed are operating in a more efficient regime of operation and have lower power loss in the motors and drivetrain. Path planners can use this curve to plan efficient operation.

### 3.3.3 Range Prediction

Using the methodology proposed in Section 3.1, we have characterized energy usage for the Packbot. As one example usage of the data, we present simple range estimates based on the traveling speed. In this case, we will assume a constant speed for the entire duration of the mission.

Using the data from Figure 3.9 and taking into account the average power for peripherals, we can estimate the range of the Packbot traveling at a constant forward velocity $v$ using the following formula:

$$\text{range} = \frac{E_{\text{batt}}}{E_{\text{dist}} + P_{\text{per}}/v} \quad [J/m] \quad (3.6)$$

where $E_{\text{batt}}$ is the available battery energy at the start of the traversal (J), $E_{\text{dist}}$ is the average energy expended per unit distance from Table 3.4 (J/m) and $P_{\text{per}}$ is the average power for peripherals (W).
Table 3.7: Estimated Packbot range at constant speed from full battery [km]

<table>
<thead>
<tr>
<th></th>
<th>0.75 m/s</th>
<th>1 m/s</th>
<th>1.25 m/s</th>
<th>1.5 m/s</th>
<th>1.75 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grass</td>
<td>3.39 ± 0.06</td>
<td>3.94 ± 0.12</td>
<td>4.33 ± 0.13</td>
<td>4.60 ± 0.11</td>
<td>4.90 ± 0.11</td>
</tr>
<tr>
<td>Asphalt</td>
<td>4.21 ± 0.06</td>
<td>4.88 ± 0.10</td>
<td>5.66 ± 0.16</td>
<td>5.68 ± 0.19</td>
<td>6.22 ± 0.19</td>
</tr>
</tbody>
</table>

Table 3.8: Total distance and percentage of battery depleted for the tests

<table>
<thead>
<tr>
<th></th>
<th>0.75 m/s</th>
<th>1.0 m/s</th>
<th>1.25 m/s</th>
<th>1.5 m/s</th>
<th>1.75 m/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance [km]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Battery Discharge [%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Grass</td>
<td>3.17</td>
<td>3.12</td>
<td>3.10</td>
<td>4.11</td>
<td>3.05</td>
</tr>
<tr>
<td></td>
<td>91.55</td>
<td>77.96</td>
<td>70.94</td>
<td>88.53</td>
<td>62.09</td>
</tr>
<tr>
<td>(b) Asphalt</td>
<td>4.08</td>
<td>4.16</td>
<td>4.08</td>
<td>5.11</td>
<td>4.51</td>
</tr>
<tr>
<td></td>
<td>94.60</td>
<td>83.59</td>
<td>71.50</td>
<td>89.20</td>
<td>71.95</td>
</tr>
</tbody>
</table>

Table 3.7 lists the estimated range for a fully charged battery for the Packbot, with error values based on the variance of energy usage. The accuracy of these estimates depends on many factors: the variability of the terrain, the accuracy of battery charge estimate, and the variance of the energy usage data. Table 3.8 shows the range from the tests presented in the previous section along with the percentage of the battery used. All the tests for a particular velocity were run on the same battery with minimal breaks between tests, although the tests weren’t run until the battery was depleted.

One interesting aspect of the error values in Table 3.7 is the increase of the error range as speed increases, even though the variance of the energy usage data varies with speed. This is due to the relative size of $P_{\text{per}}/v$ and $E_{\text{dist}}$. Table 3.9 compares the values of $E_{\text{dist}}$ and $P_{\text{per}}/v$ from our tests. When $v$ is larger, the load from electronics is less per unit distance, so the variance of $E_{\text{dist}}$ has a larger effect. In addition, modifying the setup to change $P_{\text{per}}$ would not result in a uniform effect for all speeds; slower speeds would have a larger range increase when $P_{\text{per}}$ decreases than faster speeds.

Table 3.9: Comparing $E_{\text{dist}}$ and $P_{\text{per}}/v$

<table>
<thead>
<tr>
<th>$v$</th>
<th>$E_{\text{dist}}$ (soft grass)</th>
<th>$E_{\text{dist}}$ (asphalt)</th>
<th>$P_{\text{per}}/v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75 m/s</td>
<td>61.45</td>
<td>41.36</td>
<td>41.04</td>
</tr>
<tr>
<td>1.25 m/s</td>
<td>55.45</td>
<td>36.74</td>
<td>24.62</td>
</tr>
<tr>
<td>1.75 m/s</td>
<td>53.47</td>
<td>38.14</td>
<td>17.59</td>
</tr>
</tbody>
</table>
This range estimate can be used to augment battery range estimation algorithms to improve accuracy. This is a simple range estimation; research into estimating range based on robot history and estimated future action is ongoing [28]. Battery models under load also can affect the range and thus the results of these projections (see [95] for an example of a battery model).

3.4 Contributions

We have presented a methodology for characterizing energy usage for a mobile ground robot (Innovation 1) and results obtained by applying this methodology to the iRobot Packbot. This methodology entails running the robot through a series of tests at different speeds and on different terrains. From these tests, we record the energy used per distance traveled and the electrical-to-mechanical efficiency. This data can be used to produce more efficient path plans and better estimate remaining range.

For the Packbot, our methodology showed that the robot required less energy when traveling on asphalt than on soft grass. On the soft grass, the energy requirements decreased with increasing speed, while the same trend was not present on asphalt. The electrical-to-mechanical efficiency increased with speed up to the maximum speed allowed by the Packbot, but did not depend on the terrain. This entire set of data constitutes Contribution 1.

Data from these experiments can be used to improve battery life prediction, and better inform autonomous planning and operation protocols for small robotic vehicles. If the energy per distance at different speeds is known for the terrains to be traveled upon, a range prediction can be generated. Alternatively, an energy efficiency curve can be used in conjunction with a more detailed terrain interaction model to estimate the range for a given battery state of charge. Models for energy usage with more complicated maneuvers and/or more variable terrain is left for future research.
CHAPTER 4

Area Coverage Trajectory Planning

Area coverage is a simple mission that can be accomplished by a UGV. For some missions such as search and rescue or reconnaissance, the robot needs to cover the area with a sensor. For a cleaning or mowing application, some physical device must be swept across the entire region. For either application, the basic problem is the same: find a path where the robot passes near every point in the region. Assuming a perfect detection rate, one pass of the sensor is sufficient to consider an area covered. Depending on the location of the search, the area can be filled with various obstacles and regions that are unsearchable.

Previous research has focused on algorithms to generate paths that cover an area, assuming that the vehicle is capable of traversing the path without time or energy limitations [40]. We want to be able to increase the capability of a UGV to cover a region by proposing an optimal formulation to conserve energy. Using these optimal formulations, the operator can choose between a trajectory that covers the area quickly while using more energy or takes longer due to conservative operation, increasing the area that can be covered in a single mission.

We formalize the problem of combining area coverage with limited energy as follows: suppose a robot executing a trajectory $P$ through an area $A$ covers $C \subset A$ and consumes energy $E$, which is dependent on many factors, including speed, acceleration rates and motor efficiencies. The trajectory consists of the continuous states of the robot, e.g. location, heading, and velocity, over time. A point $s \in A$ is covered if $\exists p \in P : s \in S_p$, where $S_p$ is the region that the UGV can cover at the state $p$. We want to find the trajectory $P$ that minimizes a weighted sum of $UC$ and $E$, where $UC$ is the uncovered area $A \setminus C$.

Our solution to this problem consists of the following steps:

1. Plan a coverage path using algorithms from the literature, treating the path as a series of waypoints.
2. Define a cost function combining energy, coverage, and motor efficiency.
3. Solve the optimal control problem for the cost function with the restriction that the UGV must visit all the waypoints. Two options for turns are possible:

(a) UGV executes turns in place

(b) UGV moves through turns

4. Use trajectory tracking control to drive the UGV along the optimal trajectory

In this chapter, we present Innovation 2: the novel cost function used in step 2 that incorporated energy, coverage and motor efficiency. The optimal velocity profile is found by applying optimal control theory to the cost function. Inherent in the cost function are tradeoffs between the different terms by varying weighting parameters. As Contribution 2 of this dissertation, we show that our mathematical model predicts that driving the UGV more slowly can save energy over the length of the coverage maneuver. Using these tradeoffs between time and energy, final values for a particular maneuver can be selected based on relative availability of time and energy. Experimental results for a subset of the tradeoffs are presented.

We review background material on energy usage in Section 2.3 and related work on area coverage in Section 2.4. In particular, we use the Boustrophedon coverage planner in this chapter. The mission studied in this chapter is shown in Figure 4.1. In Section 4.2, we present a novel cost function for the coverage problem and create trajectories for the coverage paths. Trends created by varying weighting parameters are presented in Section 4.3. Experimental results are presented in Section 4.4. These results were initially published in [8, 9].

4.1 UGV Model

In this chapter, we consider a tracked vehicle operating in a known environment. This model was first introduced in Section 2.2 and is repeated here. The system state $x$ can be described by the robot’s location $x_R$ and $y_R$, velocity $v$, heading $\theta$, and angular velocity $\omega$. Mathematically, this is described as $x = [x_R, y_R, v, \theta, \omega]^T$. Taking our inputs as $u_l$ and $u_r$, the forces exerted by the left and right tracks respectively, we can describe the system dynamics as (adapted from [15])

$$
\dot{x} = f(x) = \begin{bmatrix}
v \cos \theta \\
v \sin \theta \\
\frac{u_r + u_l}{2M} - b v \\
\omega \\
\frac{B(u_r - u_l)}{I_s} - b_r \omega
\end{bmatrix}.
$$

(4.1)
where $M$ is the vehicle mass, $bv$ is the linear loss due to drag and friction, $B$ is the length from the track to the center of the vehicle, $I_z$ is the moment of inertia, and $b_r \omega$ is the turning loss due to friction and drag. We assume the magnitude of each of input $u_{r,l}$ is bounded by $u_{\max}$ and the velocity is bounded by $v_{\max}$. In our simulation model, we used the parameters based on the iRobot Packbot, which is also used for experiments.

### 4.2 Optimal Trajectories

To quantify a tradeoff between coverage, time and energy usage, we introduce the following cost function:

$$J = \int_{t_0}^{t_f} K_0(u_r^2 + u_l^2) + K_1 \text{meas}(\Psi(t)) + K_2 E(\omega_{motor}) \, dt. \quad (4.2)$$

Each of the terms in the cost function is used to penalize either coverage, time, or energy usage. The first term $u_r^2 + u_l^2$ penalizes the forces used to accelerate the UGV. This penalizes energy usage through limiting forces applied by the UGV and indirectly influences the final time by limiting acceleration and deceleration, resulting in longer traversals.

The function $\text{meas}(\Psi(t))$ represents the area that remains to be covered. This function depends on all previous positions of the UGV, not just the current state $x(t)$, so $\Psi(t)$ represents the set of all states on the interval $[t_0, t]$. A point $p$ in the region is covered if, at some time $\tau \in [t_0, t]$, 

![Figure 4.1: Path (blue) generated by BD algorithm with cells marked (green)](image-url)
\[ |p - x(\tau)| < R, \] where \( R \) is the search radius of the UGV. In this dissertation, we consider the case \( R = 1 \text{ m} \). This directly penalizes coverage, as well as time required to cover the designated region since faster trajectories will have \( \text{meas}(\Psi(t)) \) functions that decrease more quickly.

The function \( E(\omega_{\text{motor}}) \) penalizes energy wasted by using the UGV motors in inefficient regions of operation. For this application we use

\[
E(\omega_{\text{motor}}) = \text{eff}_{\text{max}} - \frac{\text{eff}(\omega_{l\text{motor}}) + \text{eff}(\omega_{r\text{motor}})}{2} \tag{4.3}
\]

with the superscripts denoting the left and right motors respectively and \( \text{eff}_{\text{max}} \) denoting the maximum efficiency of the motor and \( \text{eff}(\omega_{\text{motor}}) \) denoting a known motor efficiency curve for the UGV, parametrized by motor speed. As described in Section 3.3.2, we have obtained experimental efficiency data for an iRobot Packbot. We chose to parameterize by vehicle speed based on the data available from the Packbot in our experiments. Since there is no transmission, there is a constant relationship between vehicle speed and motor speed.

Using only the above cost function, without constraining the position of the UGV, the optimal action is to say the mission is completed when it begins \( (t_f = t_0) \). There are two possible solutions to change the optimal action: penalize the value of \( \text{meas}(\Psi(t_f)) \) or constrain the UGV to follow a path that produces a coverage maneuver.

Penalizing the final value of \( \text{meas}(\Psi(t)) \) would allow for an optimal derivation of the path in addition to a trajectory along that path. The path would be free to take sharp or easy turns and mold to the contours of the obstacles and the region. However, there would be a large dependence on the weight of \( \text{meas}(\Psi(t_f)) \). To achieve a complete coverage, the weight would have to be infinite. With any finite weight, \( \text{meas}(\Psi(t_f)) \) would depend on the size of the region and the placement of obstacles, making a complete analysis difficult.

By constraining the UGV to follow a path, the fraction uncovered at each position is known before creating the optimal trajectory. The path, however, is not generated considering the cost function. The paths described in Section 2.4 assumes that turns are completed in place, a reasonable assumption, but requiring the UGV to stop and then accelerate can be a waste of energy.

The second approach is taken in this dissertation: we use the paths described in Section 2.4 to constrain the motion of the UGV to cover the region. The path is divided into individual segments, either straight line motion or turning in place. An optimal trajectory is generated for each individual segment and the trajectories are concatenated together to form an complete trajectory. The optimal trajectory is found using the method described in Section 2.7. The optimal trajectories are numerically solved using the \texttt{bvp4c} boundary value problem solver in \texttt{MATLAB}. 
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4.2.1 Straight line segments

Since traveling along a segment represents one dimensional motion, we can simplify the model introduced in Section 4.1 for determining the optimal trajectory. We can describe the system dynamics as

\[ \ddot{s} = \frac{u}{M} - \dot{b} \dot{s}, \]

where \( s \) is the distance traveled and \( u = u_t + u_r \), with \( u_{max} = 2u^*_{max}. \) Since the UGV is traveling straight, \( u_t = u_r. \) In addition, we need to add a constraint to the problem to enforce the maximum velocity. We decided to add a penalty in the cost function for exceeding the maximum velocity, using the term \( \tilde{v} = \dot{s} - v_{max}. \) Framing the problem this way does not force that the solution exactly follows the \( v_{max} \) constraint, but by increasing the penalty gain, the solution is arbitrarily close. The cost function for the straight segment can be written as

\[
J_s = \int_{t_0}^{t_f} \left( \frac{1}{2}K_0 u^2 + K_1 \text{meas}(\Psi(t)) + K_2 E(\omega_{motor}) \right) + P(\tilde{v})^2 H(\tilde{v}) \, dt. \tag{4.4}
\]

Note that the coefficient on the \( u \) term is \( 1/2. \) In this simplified model, \( u \) is the sum of the inputs in the original model presented in Section 4.1; changing the coefficient preserves the same penalty weight on the input. The fourth term penalizes \( v \) exceeding \( v_{max}, \) where \( H \) denotes the unit step function. Choosing \( P = 5000 \) resulted in a 1% overshoot of \( v_{max} \) using parameters for the Packbot, acceptable for our application. In this case, solving for \( E(\omega_{motor}) \) is simple since our efficiency function is parametrized by the forward speed \( \dot{s}. \)

Following the method presented by [74], we augment the cost function with the costate equations \( p = [p_1, p_2]^T \) and derive the Hamiltonian and conditions for optimality:

\[
\mathcal{H} = \frac{1}{2}K_0 u^2 + K_1 \text{meas}(\Psi(t)) + K_2 E(\omega_{motor}) + p_1 \dot{s} + p_2 \left( \frac{u}{M} - b \dot{s} \right) + P\tilde{v}^2 H(\tilde{v}) \tag{4.5}
\]

\[
\dot{p} = \begin{bmatrix}
-K_1 \frac{\partial \text{meas}(\Psi(t))}{\partial s} \\
-p_1 + bp_2 - K_2 \frac{\partial E}{\partial \dot{s}} - 2P\tilde{v}H(\tilde{v})
\end{bmatrix} \tag{4.6}
\]

\[
u = \begin{cases}
-\frac{p_2}{MK_0} & \frac{-p_2}{MK_0} \leq u_{max} \\
-u_{max} & \frac{-p_2}{MK_0} < -u_{max} \\
u_{max} & \frac{-p_2}{MK_0} > u_{max}
\end{cases} \tag{4.7}
\]

with a free end time condition of

\[
0 = \frac{1}{2}K_0 u^2 + K_1 \text{meas}(\Psi(t_f)) + K_2 E(\omega_{motor}) + p_1 \dot{s} + p_2 \left( \frac{u}{M} - b \dot{s} \right) + P\tilde{v}^2 H(\tilde{v}). \tag{4.8}
\]
Since our paths are parallel for the most part, we can write \( \text{meas}(\Psi(t)) = \text{meas}_0 - 2sOR/A \), where \( \text{meas}_0 \) is the value of \( \text{meas}(\Psi(t)) \) when the UGV begins to traverse the segment and \( O \) represents the fraction of the path that does not overlap with a previous segment. For most of the segments, \( O = 1 \); however on some segments next to the edges of the cells the value can be lower. For segments that cross over previously-covered area, we assume \( O = 0 \) over the length of the path.

This solution is similar to the minimum time-energy optimization problem described in [74], with \( \text{meas}(\Psi(t)) \) playing a similar role to the time weighting. The one difference is the time weighting term, for this application \( \text{meas}(\Psi(t)) \), decreases as the UGV moves. Since the area covered in each segment of the path is generally much smaller than the total search area, \( \text{meas}(\Psi(t)) \) changes very little along a segment.

### 4.2.2 Turn in place segments

Since turning in place is also a one dimensional motion, we can simplify the dynamics to

\[
\ddot{\theta} = \frac{\tau}{I_z} - b_r \dot{\theta},
\]

where \( \tau = B(u_r - u_l), \tau_{\text{max}} = 2Bu_{\text{max}}^r \) and \( u_l = -u_r \). The optimal control derivation is simpler because \( \text{meas}(\Psi(t)) \) is a constant while the UGV turns in place since no new area is covered. We can write the cost function for the turn in place segment as

\[
J_t = \int_{t_0}^{t_f} \frac{1}{2} K_0 \left( \frac{\tau}{B} \right)^2 + K_1 \text{meas}(\Psi_0) + K_2 E(\omega_{\text{motor}}) \, dt
\]

(4.9)

In this case, we assume that the UGV does not exceed the maximum turn rate for in-place heading changes and have not included a penalty term in the cost function. Also, to calculate \( E(\omega_{\text{motor}}) \), we must convert from \( \dot{\theta} \) to \( \omega_{\text{wheel}} = B\dot{\theta} \), which we can use to determine the efficiency of the motors.

Using the same method as before, we find the optimal control as

\[
\mathcal{H} = \frac{1}{2} K_0 \left( \frac{\tau}{B} \right)^2 + K_1 \text{meas}(\Psi_0) + K_2 E(\omega_{\text{motor}})
\]

\[
+ p_1 \dot{\theta} + p_2 (\tau / I_z - b_r \dot{\theta})
\]

(4.10)

\[
\dot{p} = \begin{bmatrix}
0 \\
-p_1 + b_r p_2 - K_2 \frac{\partial}{\partial \theta}
\end{bmatrix}
\]

(4.11)

\[
\tau = \begin{cases}
\frac{-B^2 p_2}{I_z K_0} & \frac{-B^2 p_2}{I_z K_0} \leq \tau_{\text{max}} \\
-\tau_{\text{max}} & \frac{-B^2 p_2}{I_z K_0} < -\tau_{\text{max}} \\
\tau_{\text{max}} & \frac{-B^2 p_2}{I_z K_0} > \tau_{\text{max}}
\end{cases}
\]

(4.12)
with a final time constraint of

\[
0 = \frac{1}{2} K_0 \left( \frac{\tau}{B} \right)^2 + K_1 \text{meas} (\Psi_0) + K_2 E(\omega_{motor})
+ p_1 \theta + p_2 (\tau/I_z - b_r \dot{\theta}).
\] (4.13)

### 4.2.3 Moving Turns

Since coming to a complete stop is inefficient for a UGV in terms of energy usage, one heuristic to improve energy conservation is to have the UGV move through a turn instead of turning in place. The difficulty in making such a turn lies in the fact that we don’t want to miss covering some area, although in future work the turning path itself could be optimized to miss some area while minimizing energy use.

To guarantee coverage, the moving turn begins at the waypoint. The UGV returns to the straight line path between the waypoints at one search radius away from the originating waypoint. The straight segment trajectory between turns is generated using the same method described in Section 4.2.1 with non-zero initial and final velocities specified.

Since the trajectory for this turn includes both turning and forward motion, we must use the full-state model given in Section 4.1. For simplicity, we assume that \( \text{meas}(\Psi(t)) \) is constant during the turn. Using the same optimization method, we derive the conditions for optimality:

\[
\mathcal{H} = K_0 (u_r^2 + u_l^2) + K_1 \text{meas}(\Psi_0)
+ K_2 E(\omega_{motor}) + \mathbf{p}^T f(x)
\] (4.14)

\[
\mathbf{p}^T f(x) = p_1 v \cos \theta + p_2 v \sin \theta + p_3 \left( \frac{u_l + u_r}{M} - bv \right)
+ p_4 \omega + p_5 \left( \frac{B(u_r - u_l)}{I_z} - b_r \omega \right)
\] (4.15)

\[
\dot{\mathbf{p}} = - \begin{bmatrix}
0 \\
0 \\
p_1 \cos \theta + p_2 \sin \theta - bp_3 - \left( \frac{\partial E}{\partial v} + \frac{\partial E}{\partial v} \right) / 2 \\
-p_1 \sin \theta + p_2 v \cos \theta \\
p_4 - b_r p_5 - \left( \frac{\partial E}{\partial \omega} - \frac{\partial E}{\partial \omega} \right) / 2
\end{bmatrix}
\] (4.16)

\[
0 = [p_3/M + Bp_5/I_Z + 2K_0 u_r, p_3/M - Bp_5/I_Z + 2K_0 u_l],
\] (4.17)

\[
\left[ K_0 (u_l^2 + u_r^2) + K_1 \text{meas}(\Psi(t_0))
+ K_2 E(\omega_{motor}) + \mathbf{p} f(x) \right]_{t_f} = 0
\] (4.18)
We assume that over this short time span \( v \) does not exceed \( v_{\text{max}} \), and did not penalize exceeding \( v_{\text{max}} \) in the cost function. Additionally, the values for \( u_l \) and \( u_r \) in Eqn. (4.17) are saturated to \( \pm v^*_{\text{max}} \).

Figure 4.2 shows the turns in the context of the path. Note that the UGV stops and backs up before proceeding to the final point, resulting in peaks in the path. While a continuous turn is the most intuitive solution, in this case, it is infeasible due to the small turning radius. Some solutions showed a looping trajectory that greatly increases the time and distance traveled for the turn. Comparing the cost of this looping turn with the turns in Figure 4.2 showed that the paths shown here were optimal.

4.2.4 Implementation Details

The optimal solution was found using the \texttt{bvp4c} boundary value problem solver available in \textsc{Matlab}. One of the limitations of this method is the solver requires an initial estimate of the solution and if the initial estimate is not sufficiently close to the optimal solution, the solver will fail to converge. Finding an initial guess for these equations was a complicated process. For the straight line case, the velocity penalty \( P \), used to enforce the maximum velocity constraint on the robot, made the initial solution much harder to find. Instead, the optimization was first run with \( P = 0 \). The results of this optimization were used as an initial estimate for the case where \( P = 100 \). This incremental process was repeated, with higher values of \( P \), until \( P = 5000 \), the desired value. Figure 4.3a shows the gradual stepping up of the constraints to enforce the maximum velocity.

Since this process takes a significant amount of time, a template solution, with an intermediate value of \( \text{meas}(\Psi(t)) \), was saved and use as the initial guess for the different segments of the path. Since there is a large difference in path lengths, separate template solutions were used for short (less than 3 m), medium (3-35 m), and long (greater than 35 m) path lengths. A similar method is used for the turn equations as well. For the moving turn, the parameterization is in the angle of the turn. Initially, no turn is used (the robot travels straight forward) and the turn angle is stepped up until the desired turn is reached, as shown in Figure 4.3b.
4.3 Tradeoffs in Time and Energy

Using the cost gains $K_1$ and $K_2$, we can tradeoff time to cover, input force required, and energy used. Without loss of generality, we will take $K_0 = 1$. We compare these trajectories to a minimum-time trajectory, formed by applying the maximum acceleration (or deceleration) possible at all times. We show the extra time taken, as well as the energy saved, for these tradeoffs.

In this section, we discuss the tradeoffs, generated in simulation, between time and energy in the following scenarios:

1. motor efficiency neglected in the cost function, setting $K_2 = 0$
2. motor efficiency peak velocity $v_{eff}$ greater than maximum velocity, $v_{max} \leq v_{eff}$
3. motor efficiency peak velocity less than maximum velocity, $v_{eff} < v_{max}$.

The tradeoffs for the entire path are presented using total time to completion of the coverage path ($T_f$), the integral of the control effort $\int_0^{T_f} u_r^2 + u_l^2 \, dt$, and the mechanical energy $\int_0^{T_f} \frac{\omega_{motor} \tau_{motor}}{E(\omega_{motor})} \, dt$. Additionally, comparisons of individual segments with different cost gains and in different portions of the path are made using the velocity profiles. The tradeoffs presented use the BD path presented in Figure 4.1.

The results presented here are for one specific region. Our experience shows that the trends are more pronounced in regions with many obstacles, resulting in many shorter segments.
4.3.1 Tradeoffs While Neglecting Motor Efficiency

For the first set of tradeoffs, we set $K_2 = 0$. These results were initially discussed in [9].

We selected values of $K_1$ ranging from 50 to 700 to determine the tradeoffs between the area covered, time, and energy required. As shown in Figure 4.4, the total time required to cover the area decreases as $K_1$ increases, approaching the minimum time value. In addition, the energy required increases with $K_1$ (Figure 4.5). The term $\int u_t^2 + u_r^2 \, dt$ follows a similar trend to the energy. Table 4.1 calculates the predicted energy savings versus the time increase over the minimum time trajectory. For $K_1 = 50$, we predict a savings of 27% while increasing the time required by 44%. These values decrease as $K_1$ increases, though the time increase decreases at a faster rate. Using these values, a decision can be made for the desired value of $K_1$ to balance between time and energy used. Figure 4.6 compares the fraction of uncovered area versus the predicted energy used. Note that the lower values of $K_1$ use less energy to cover the same amount of area. The difference in energy consumed is larger towards the end of the trajectory, where decreasing values of $\text{meas}(\Psi(t))$ result in slower trajectories.

Comparing the optimal segment traversals as the robot travels along the path yields an interesting observation. For the first segments, the larger fraction of uncovered area creates an optimal segment traversal with higher forces, resulting in faster accelerations. With each subsequent segment, the fraction of uncovered area decreases and the corresponding optimal trajectories have lower forces. The velocity profiles for individual segments for different $\text{meas}(\Psi(t))$ values is shown in Figure 4.7. The largest differences occur when less than 5% of the area remains to be covered, in which case the velocity profile dramatically slows down to reduce energy consumption.
In addition, varying $K_1$ also affects the velocity profile. Figure 4.8 shows how the velocity profile changes with $K$. In addition, for lower values of $K_1$, large differences mentioned above begin to occur at larger values of $\text{meas}(\Psi(t))$.

### 4.3.2 Motor Efficiency Peak At Maximum Velocity

For this test, we remove the restriction that $K_2 = 0$. In this case, the time to completion of the path decreases with both $K_1$ and $K_2$, as shown in Figure 4.9. Similar to the previous case,
Table 4.1: Energy Saved and Time Increase ($K_2 = 0$)

<table>
<thead>
<tr>
<th>$K_1$</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>700</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Increase</td>
<td>44%</td>
<td>29%</td>
<td>19%</td>
<td>14%</td>
<td>11%</td>
<td>9%</td>
<td>6.1%</td>
</tr>
<tr>
<td>Energy Saved</td>
<td>27%</td>
<td>21%</td>
<td>16%</td>
<td>14%</td>
<td>12%</td>
<td>11%</td>
<td>9.1%</td>
</tr>
</tbody>
</table>

Table 4.2: Energy Saved and Time Increase ($v_{max} < v_{eff}$)

<table>
<thead>
<tr>
<th>$K_1/K_2$</th>
<th>100/0</th>
<th>100/5</th>
<th>100/75</th>
<th>300/5</th>
<th>300/75</th>
<th>500/75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Increase</td>
<td>29.5%</td>
<td>20.9%</td>
<td>8.4%</td>
<td>11.4%</td>
<td>5.4%</td>
<td>3.6%</td>
</tr>
<tr>
<td>Energy Saved</td>
<td>21.8%</td>
<td>19.7%</td>
<td>13.3%</td>
<td>13.4%</td>
<td>10.9%</td>
<td>9.4%</td>
</tr>
</tbody>
</table>

Figure 4.10 shows that the energy required increases with both $K_1$ and $K_2$. Note that the $K_2 = 0$ data points align with the results from the previous section. The decrease in time with $K_1$ is for the same reason as above. Table 4.2 shows that as $K_2$ increases, the time increase goes down as well as the energy savings. The time going down shows the major difference between these two trajectories: including $K_2$ changes the optimal trajectory so that the slow down over the path, shown in Figure 4.7, is much smaller, resulting in faster trajectories. The energy increases due to fact that the $K_2$ term attempts to minimize energy loss due to inefficiency, resulting in trajectories that, for short distances, accelerate quickly, then immediately decelerate and stop.

In this case, there is very little difference between trajectories in different sections of the path (Figure 4.11). This is due to the penalty on inefficient motor velocities, which effectively stabilizes the velocity profile near the most efficient velocity, regardless of the position along the path.

The trends in $K_1$ and $K_2$ are the same in this case because both terms have a common goal: drive at the maximum allowable velocity to cover new area or increase efficiency. The small differences in time to accelerate to $v_{max}$ are due to a small tradeoff between $u_l^2 + u_r^2$ and the other cost terms; this tradeoff would be more visible at much lower values of $K_1$ and $K_2$.

When using a UGV with $v_{eff} \geq v_{max}$, the values of $K_1$ and $K_2$ can be set based on the relative availability of time and energy. These tradeoffs show that increasing both $K_1$ and $K_2$ will be better for time limited maneuvers and decreasing both weights for energy limited maneuvers.

Table 4.3: Energy Saved and Time Increase ($v_{max} > v_{eff}$)

<table>
<thead>
<tr>
<th>$K_1/K_2$</th>
<th>100/5</th>
<th>100/50</th>
<th>100/150</th>
<th>300/150</th>
<th>500/150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time Increase</td>
<td>25.9%</td>
<td>30.7%</td>
<td>42.8%</td>
<td>22.6%</td>
<td>14.7%</td>
</tr>
<tr>
<td>Energy Saved</td>
<td>21.4%</td>
<td>25.6%</td>
<td>31.6%</td>
<td>23.0%</td>
<td>18.3%</td>
</tr>
</tbody>
</table>
4.3.3 Motor Efficiency Peak Below Maximum Velocity

Since using the parameters for the Packbot did not show any different tradeoffs than the case where \( K_2 = 0 \), we consider a system where the peak of the motor efficiency curve is below the maximum velocity for the system, shown in Figure 4.12 with all other system parameters unchanged.

Figure 4.13 shows a different trend from the previous cases in the final time; when \( K_2 \) is small, increasing \( K_2 \) decreases the final time. This is mostly due to a lack of slow down between segments in different portions of the path. As \( K_2 \) continues to increase, the final time starts to increase, due to the UGV driving slower to stay in the more efficient regions of the motors. The trend for \( K_1 \) is
the same as in previous cases; increasing this weight will only speed up the UGV to try and cover the region faster. The different trends based on the value of $K_2$ show that this is a 3-way tradeoff between force inputs, coverage, and efficient motor operation.

When comparing the control effort in Figure 4.14 used in these trajectories, there are different trends. It is interesting to note that in some places, by increasing $K_2$, the final time and control effort both increase, because more effort is exerted to quickly reach $v_e$, but then stays closer to $v_e$, slowing down the final time. However, the energy required, plotted in Figure 4.15, shows a different trend; with $K_2$ increasing, the motor stays in the efficient region and reduces the energy required for the maneuver.
Figure 4.16 shows the velocity profile of different segments along the path. Note that there is more variation early on in the path than in previous cases. The initial trend is similar to the first case, where as the area covered increases, the UGV slows down. The efficiency term in the cost function prevents the velocity from decreasing to low values.

Figure 4.17 shows the velocity profile for different values of $K_2$. For higher values of $K_2$, the trajectory more closely follows the most efficient velocity. If $K_1$ and $K_2$ are both scaled equally, the resulting plots would have steeper slopes at the beginning and the end but similar velocities in the middle of the segment.

When using a robot with $v_{eff} < v_{max}$, the relative weights of time and energy govern the optimal velocity profile. If there is an emergency scenario where time is the most important factor, $K_2$ should be small relative to $K_1$, allowing for a quick traversal of the area, potentially at the expense of missing part of the coverage area due to battery depletion. When a large area needs to be completely covered and time is not an issue, $K_2$ should be larger to allow for an energy-efficient coverage solution.

### 4.3.4 Effect of Moving Turn

To implement the moving turn, we must specify the incoming and outgoing velocities, reserving details on optimizing boundary value velocities for future work. Here, a constant value of $v_{enter} = v_{exit} = .25m/s$ was used, based on our Packbot model. Substituting the moving turn for the turn in place yields a decrease in the time and energy required to complete the trajectory. The trajectory for the straight section is the same as in the previous trajectories.

Figure 4.18 shows the change in final time by adding the moving turn while neglecting motor efficiency. Note that the time difference is approximately constant over the values of $K_1$ shown. The energy savings, shown in Figure 4.19, is also fairly constant over the interval shown.

This is one possible heuristic to improve the energy usage by modifying the path. There are many other ways to change the path to improve energy usage, ranging from small path adjustments to different path planners optimized for various parameters.

### 4.4 Experiments

For experimental comparison, we drove an iRobot Packbot along the trajectories from Scenario 1, described in Section 4.3.1. The trajectories tested used the moving turn instead of the turn in place with $K_1 = 100, 300, 500$ and $K_2 = 0$. We used the moving turn because, with our controller, the Packbot was able to execute the moving turn more effectively.
These tests were run on a large, flat, grass field. We used a trajectory tracking controller presented in [92] to follow the reference trajectory. Each test was run with the battery beginning in the same state of charge. Figure 4.20 shows several different paths traversed by the Packbot. The Packbot is able to follow the path in general, with deviations from the reference path. For the run in Figure 4.20c, about 10% of the area was uncovered at the end, instead of the nominal .9%. Since this run is using the same trajectory as the run in Figure 4.20a, which ends with 3% uncovered at the end, these deviations are a function of external conditions, such as GPS noise.

During the run, we recorded at 20 Hz the robot location and battery power. From the location data, we were able to determine what fraction of the region had been covered. We discretized the field at .05 meter increments. At each time step, each previously unmarked cell within 1 meter of the Packbot was marked as visited. The fraction of unvisited area was computed as the number of unmarked cells divided by the number of total cells in the region, not including obstacles. We
Table 4.4: Comparing Simulation and Experimental values ($K_2 = 0$)

<table>
<thead>
<tr>
<th>$K_1$</th>
<th>Final Time [s]</th>
<th>Area Uncovered</th>
<th>$\int u^2 dt$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1278.4</td>
<td>.9 %</td>
<td>10486</td>
</tr>
<tr>
<td>300</td>
<td>1148.4</td>
<td>.9 %</td>
<td>18906</td>
</tr>
<tr>
<td>500</td>
<td>1081.1</td>
<td>.9 %</td>
<td>24872</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Final Time [s]</th>
<th>Area Uncovered</th>
<th>Energy [J]</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1278.5</td>
<td>100659</td>
</tr>
<tr>
<td>100</td>
<td>1278.6</td>
<td>85090</td>
</tr>
<tr>
<td>300</td>
<td>1148.6</td>
<td>83793</td>
</tr>
<tr>
<td>300</td>
<td>1148.6</td>
<td>82612</td>
</tr>
<tr>
<td>500</td>
<td>1081.3</td>
<td>80913</td>
</tr>
</tbody>
</table>

Figure 4.21: Experimental results: energy versus uncovered area for the different values of $K_1$, ($K_2 = 0$)

determined the energy used by measuring the battery power draw and integrating over time. To measure the energy used for motion, we subtracted the battery power draw while the Packbot was stationary with all computer systems running.

Since we are using a trajectory tracking controller, the final time of the experiment matches the final time of the optimal trajectory; the controller will drive the Packbot to the desired position and make up for lost distance due to inexact following of commands. Figure 4.21 shows the comparison of energy expended and the fraction of the area uncovered. Tests with a lower fraction uncovered for a given energy are more efficient because they use less energy to cover more area, the opposite of what is predicted in Figure 4.6. Looking at the BD path (Figure 4.1), the first redundant movement occurs after approximately half the area has been covered.
Table 4.4 compares the simulation results with the experimental results. In the simulation results, as the area weighting factor $K_1$ increases, our energy usage, using the energy model $u^2$, increases, and the time required to complete the coverage decreases. Our experimental results show the opposite: as $K_1$ increases, the energy required for the Packbot to complete the coverage maneuver decreases. We conclude that our model $u^2$ does not accurately represent the energy used by the Packbot and further study and model identification is required to present a better cost function that gives the desired results. Motor efficiency is one possible explanation for the discrepancy and was added to the cost function (4.2) due to these results.

Figure 4.22 shows the velocity profile for two different segments of the path. Note that the velocity exceeds the “maximum” velocity of 1.5 m/s. We limited the velocity to 1.5 m/s because we are using a trajectory tracking controller and need to be able to speed up to eliminate position errors. The segment later in the path (lower $\text{meas}(\Psi(t_0))$) takes longer to complete and converges to the 1.5 m/s “maximum” more quickly, due to less position error from traveling less aggressively.

### 4.5 Contributions

In this chapter, we have developed a cost function and resulting optimal trajectory for covering an area with known obstacles (Innovation 2). We use the Boustrophedon Decomposition path planning method to find a set of waypoints and an obstacle free path that would cover the region. We then used an optimal control framework to plan a trajectory that would follow the path, trading off coverage time for energy usage. By varying the values of the gains in the cost function, we are able to quantify tradeoffs between the area covered, force inputs, and efficient motor operation (Contribution 2). This is demonstrated in three different cases. Simulation results indicated that
up to 25% of the energy required could be saved by lengthening the time required to travel the coverage path distance. We also introduced the moving turn modification to the trajectory that reduced the time and energy required to traverse the coverage path.

When completing a coverage operation, cost function weights $K_1$ and $K_2$ can be set based on the relative scarcity of time and energy. In situations where energy concerns are greater, $K_1$ and $K_2$ can be set based on the tradeoffs presented in this chapter.

Future work includes modifications to the path generation algorithms to better support our coverage cost function. An initial idea is to develop algorithms that place a priority on long passes before searching areas that require short segments. Additional experiments can be conducted to include more data points to match the results in Section 4.3.
CHAPTER 5

Energy and Thermal Management of Hybrid UGV Power System

Future robotic vehicles including both small unmanned ground vehicles (UGVs) and full-scale vehicles will carry multiple sources of power, including batteries, fuel cells, combustion engines, ultracapacitors, and/or solar cells, to enable long-endurance operation. Fuel-based power sources have a higher specific energy than batteries, thus most current automobiles are gasoline-powered. Batteries have other advantages, such as low noise profile, easy replacement, and direct energy conversion. Energy harvesting from solar or wind sources exploits natural resources to increase total energy reserves. Long-term missions, especially for autonomous robots that can operate indefinitely without human contact, will require power systems operating together at maximum efficiency.

This paper proposes a framework to model and manage multiple power sources on a single vehicle using a hybrid system framework [82]. Using this modeling framework, an optimization method is presented to maximize energy efficiency and minimize energy losses. The hybrid systems model adapts easily to systems that can be turned on or off and optimizes the on/off switching times. Optimization of the full nonlinear hybrid system is a complex problem [78–81]. To make the problem tractable, we take the approach of simplifying the nonlinear model to a hybrid automaton model with constant dynamics in each mode. The framework and simplification process comprise Innovation 3 of this dissertation.

In contrast to most control algorithms developed for hybrid-powered automobiles, this model incorporates both variable and constant power production levels. The motivation for this model is a hybrid power system containing an Ultra Electronics, Advanced Materials Inc. (AMI) 200 W fuel cell that can only be turned on or off. This fuel cell draws propane at a constant rate when producing power and requires several minutes and nontrivial power input to transition between on and off. The power system configuration studied in this chapter consists of the AMI fuel cell and a battery. Two different batteries are studied for this power system, a BB2590 lithium-ion battery and a lead-acid battery. We consider an area coverage mission, with trajectories planned using the
method described in Chapter 4. To determine the full power usage over a coverage trajectory, we use simulation models developed in [39, 95, 96].

The operation of the fuel cell and battery is optimized using the hybrid automaton model and compared to a state-of-charge-based controller. We consider two optimization goals: energy efficiency and thermal efficiency. For energy efficiency, we penalize energy losses in the power components. Thermal efficiency penalizes high operating temperatures for some power components, such as a battery. Using this framework, we present Contribution 3: Intelligent management of the hybrid power system. We show increased energy efficiency of the power system and ability to maintain the battery temperature within the desired range. One of the key assumptions for the model simplification is that both dynamics and power demand can be approximated by averaging. This assumption is tested in a hardware system along with a comparison between a conservative power system controller and the optimization routine. These experiments constitute Contribution 4 of this dissertation.

This chapter is organized as follows: Sections 2.5 and 2.8 summarize related research and background on hybrid models. Section 5.1 formalizes the objectives of the power management controller and presents the modeling formalisms and optimization techniques used in this chapter. An application to the fuel cell/battery hybrid power system is presented in Section 5.2 with optimization results and comparison to a baseline controller presented in Section 5.3. Experimental validation of the optimization method is presented in Section 5.4. The optimization model and cost function are extended to include thermal dynamics and costs in Section 5.5, with conclusions and future work presented in Section 5.6.

5.1 Problem Statement and Approach

This chapter studies the optimization of UGV power systems comprised of multiple power sources. Specifically, a fuel cell with fixed power output and startup and shutdown transients augments a traditional battery system. Due to the extended transients and extended battery charge/discharge times, optimization is performed over the entire mission. The full optimization problem of determining the mode sequences and optimizing the timing of the controlled transitions is a complex Mixed Integer Nonlinear Programming problem [79]. Solving these problems is a very complex and time intensive process and intractable for the planning a mission duration considered in this paper. We present simplifications to the full hybrid model to create a system model that is quickly optimized. Using this simplified model, inputs to the individual components are computed.

In this chapter, we consider two different system costs: energy loss and high operating temperatures. Energy efficiency is explored first, with the model extended to include temperatures in Section 5.5. Another possible optimization criteria consists of costs for ending in particular energy
states such as low battery state of charge. In addition, we require that the power components must not be operated such that they enter an inoperable energy-depleted state; this constitutes mission failure since the UGV would become stranded once it fully shuts down.

5.1.1 Modeling Framework

Figure 5.1 shows a generic interconnection of \( n \) different power components. The set of power component indices is denoted \( S = \{1 \ldots n\} \). In this section, the superscripts refer to \( i \in S \). These components can either generate and consume power (bidirectional arrow) or exclusively generate power (unidirectional arrow). Together, the power components must provide sufficient power to meet the UGV power demand \( P_d \).

5.1.1.1 Component Models

Each component is modeled individually as a hybrid system. In this chapter, we base our definition of a hybrid automaton on the definitions provided by [82, 97]. Each model is the tuple \( M^i = (Q^i, X^i, E^i, G^i, U^i, f^i, P^i, J^i_c, J^i_d) \) where

- \( Q^i \): set of discrete states. Each different \( q^i_j \in Q^i \) represents a different mode of operation for the system. The discrete state of component \( i \) is denoted \( q^i \).

- \( X^i \): continuous state space \( X^i \subseteq \mathbb{R}^{m^i} \). The continuous state is denoted \( x^i \) and \( m^i \) is the dimension of the continuous state.

- \( E^i \): set of discrete state transitions. \( E^i_{jk} \) represents the transition between \( q^i_j \) and \( q^i_k \). Each transition has a map \( \Lambda^i_{jk} \) that resets a subset of the continuous variables to a known value. The controllable transitions \( E^i_{cont} \) occur based on event inputs and form a subset of \( E^i \).

- \( G^i : (Q^i \times Q^i) \rightarrow 2^{X^i} \): transition guards. The transition from state \( q^i_j \) to state \( q^i_k \) is enabled when the state \( x \in G^i_{q^i_j,q^i_k} \). In this chapter, we represent the transition guards as the linear inequalities \( G^i_{qq'} = \{ x | C^i_{qq'} x \leq h^i_{qq'} \} \).
— $U^i$: Set of continuous input variables $U^i \in \mathbb{R}^\ell^i$. $u^i$ is the continuous input and $\ell^i$ is the number of inputs for the $i$th component.

— $f^i: (Q^i, X^i, U^i) \to \mathbb{R}^{m^i}$: continuous vector field on the discrete and continuous states and continuous input. When $q^i = q_j^i$, the dynamics are written as $\dot{x}^i = f_j^i(x^i, u^i)$.

— $P^i$: power output. The power output is a function of state and input. When $q^i = q_j^i$, $P^i = p_j^i(x^i, u^i)$.

— $J^i_c$: continuous state cost function. In this chapter, we are first interested in optimizing energy usage to limit energy loss and define the cost function as the energy lost in each component (e.g., resistance and heating losses in a battery). In Section 5.5.2, a thermal penalty is added to some system components. When $q^i = q_j^i$, $J^i_c = h_j^i(x^i, u^i)$.

— $J^i_d$: discrete transition cost function. Each transition $E^i_{jk}$ has an associated cost $J^i_{d,jk}$, which might be zero or positive.

Figure 5.2 shows an example of a battery model with four discrete states and one continuous state $x$, the state of charge. The transition guard $G_{23}$ is $\{x = 1\}$, i.e. the battery is full, and $E_{23}$ occurs when $x \in G_{23}$. Similarly, the guard $G_{14}$ is $\{x = 0\}$. The other transitions are controllable and the guards for the these transitions are $\{x \in [0, 1]\}$. For each transition, the reset map $\Lambda_{jk}$ is the identity.

**5.1.1.2 Combined Model**

To create the combined model, we first create a parallel composition of the discrete state models $Q^1 \parallel Q^2 \parallel \ldots \parallel Q^n$ [98, Section 2.3.2]. The size of the resulting discrete state space is the product of the size of the individual discrete state spaces. The continuous states and inputs are concatenated as $x = [x^1 \ldots x^n]$ and $u = [u^1 \ldots u^n]$, respectively. Some continuous states represent times that can trigger a transition and can be reset. The power output of the entire system is the sum of the individual power outputs $P = \sum_{i \in S} P^i$. The total continuous cost is the sum of the individual costs $J_c = \sum_{i \in S} J^i_c$. 

![Figure 5.2: Example of a battery model with three discrete states](image-url)
To satisfy power demand over the mission, the power output $P$ must always be greater than or
equal to the demand $P_d$. If the maximum power that can be produced in $q_k$ is less than $P_d$, that
state can be removed from the model. For example, if the battery modeled in Figure 5.2 is paired
with a device that can be turned off, when the other device is off, the battery must be discharging,
otherwise the required power is not produced. This constraint allows pruning an infeasible subset
of the discrete state space, simplifying the problem.

An additional discrete state $q_{mc}$ is created to represent mission completion. In this chapter, we
consider a mission to be complete after a certain amount of time $t_{mc}$ has elapsed. To model the
mission time, an additional continuous state representing time elapsed is added and transitions are
added between every discrete state and the mission completion state.

## 5.1.2 Optimization

Given a UGV coverage trajectory, we seek to optimize power use over the mission. First, we define
a sequence $\sigma$ as a sequence of discrete states $q_1 q_2 \ldots q_l$, $q_j \in Q$, with accompanying transition
sequence $e_1 e_2 \ldots e_{l-1}$, with $e_j$ such that $E_{q_j q_{j+1}} \in E$. To maximize energy efficiency, our goal is
to choose the continuous input $u$ and the controllable transitions $E_{\text{cont}}$ to minimize the following
cost function:

$$J = \int_{t_0}^{t_f} J_c(x(t), q(t), u(t)) \, dt + \sum_{q_i, q_{i+1} \in \sigma} J_{d, q_i, q_{i+1}} + D(x(t_f), q(t_f)),$$

(5.1)

$J_c$ is the continuous cost of the system and is dependent on how long the system is in a given state.
Energy inefficiency is one possible continuous cost and is used in this paper. $J_d$ is the discrete
transition cost and can be used to apply a one-time cost or penalty for entering a certain mode
of operation. $D$ is the terminal cost for the model $D(x(t_f), q(t_f)) = \sum_{i \in S} D^i(x^a(t_f), q^i(t_f))$
and $t_f$ is the final mission time. The initial states $q(t_0)$ and $x(t_0)$ are assumed given and the final
discrete state $q(t_f) = q_f \in Q_f$, the set of goal states. By defining $J_c(x(t), q(t), u(t))$ as energy loss,
the optimization will find the most efficient usage profile for the different power sources over time.
Using energy lost as the cost function, the optimization will find the most efficient combination of
power sources over time for the UGV. Adding a thermal penalty for high temperatures will create
a tradeoff between energy efficiency and temperature.

### 5.1.2.1 Simplification of the Optimization Model

Since our optimization considers the entire mission, optimizing the full hybrid model is complex
[78, 79, 99]. To simplify the optimization problem, we transform the general hybrid model into
a hybrid automaton model. For components with no continuous input, the continuous dynamics
must be constant \( \dot{x} = k_i \), \( \forall i \) s.t. \( q_i \in Q \), defining an integrator hybrid automaton [97]. If the power system can be controlled through a continuous input, the dynamics must be in the form \( \dot{x} = u \), \( u \in [u_{\text{lower},i}, u_{\text{upper},i}] \), \( q_i \in Q \), defining a rectangular hybrid automaton [97]. The system models in Section 5.2 all simplify to an integrator hybrid automaton and only this type of automaton is considered. These methods can be extended to a rectangular hybrid automaton by using the methods in [97].

To represent system dynamics in the form \( \dot{x} = k_i \), the dynamics are averaged. This requires averaging the power demand over the entire mission. The accuracy of this average depends on mission conditions (e.g. consistent terrain, slope, mission operation); we assume conditions are sufficiently uniform that the mission-averaged dynamics are sufficient for optimization. To compute the average dynamics, the model is simulated in each discrete state and the dynamics over the entire simulation are averaged. In the case of significant variation in continuous dynamics within one discrete state, that discrete state can be split into multiple discrete states. These new states partition the original discrete state into different regions, each of which can be adequately represented by averaged dynamics. In Section 5.2.4, we demonstrate creating additional states based on significant variation in dynamics. Section 5.5.2 considers a case where the dynamics are both positive and negative within a single discrete state. In addition, the cost \( J_c \) is averaged within each discrete state.

### 5.1.2.2 Optimization Method

Having simplified the model to a hybrid automaton, optimization methods described by Pang et al. can be used [97]. This algorithm for optimizing a hybrid automaton with no continuous inputs is decomposed into two steps:

1. Sort the (possibly infinite) set of state transition sequences from initial state \( q_0 \) to the goal states \( q_f \) by the sum of their discrete transition costs \( \sum_{q_i,q_{i+1} \in \sigma} J_{d,q_i,q_{i+1}} \).

2. For each sequence, optimize the timing of the controllable transitions \( e_j \in E_{\text{cont}} \) to minimize the cost function (5.1).

The sequence with the lowest cost is the solution to this optimization and represents the sequence of discrete states that the power system will traverse to achieve the mission with the least energy lost.

To explore the set of state transition sequences, we use a graph search algorithm defined in Algorithm 5.1. This algorithm uses the sum of discrete transition costs to define the order of sequences to be evaluated. The algorithm starts at the initial discrete state \( q_0 \) and creates state sequences by appending all possible next states of the last state in the current sequence. If a
Algorithm 5.1 Graph search algorithm for optimization

Initialize set of possible sequences \( S = \{ \sigma = q_0 \} \)
Initialize optimal sequence \( \sigma_{opt} = \emptyset \) and optimal sequence cost \( J_{opt} = \infty \)
repeat
Sort \( S \) by sum of discrete transition costs \( J_{d,\sigma} = \sum_{q_i, q_{i+1} \in \sigma} J_{d,q_iq_{i+1}} \)
Remove \( \sigma_{min} = q_1 \ldots q_n \) with minimum \( J_{d,\sigma} \) from \( S \)
if \( q_f \in \sigma_{min} \) then
Optimize transition timing using (5.2)
Compute optimal cost \( J_{min} \) for \( \sigma_{min} \)
if \( J_{min} < J_{opt} \) then
\( \sigma_{opt} = \sigma_{min}, J_{opt} = J_{min} \)
end if
else
\( \forall q_j \) s.t. \( E_{q_n,q_j} \in E \), add \( \sigma = q_1 \ldots q_n q_j \) to \( S \)
end if
until \( J_{d,\sigma} > J_{opt} \) or \( S = \emptyset \)

Each sequence contains the final state \( q_f \), then the transition timings are optimized by using the linear program described below in (5.2). The search terminates when the minimum sum of discrete costs exceeds the optimal cost thus far or the set of sequences not yet explored is empty.

Each sequence \( \sigma \) is optimized by setting up the following linear programming problem:

\[
\begin{align*}
\min & \lambda^T t \\
n & s.t. \quad At \leq B \\
\end{align*}
\]  

(5.2)

In this equation, \( \lambda \) is the cost for being in each state of the sequence \( \lambda = [J_{c,q_1} J_{c,q_2} \ldots J_{c,q_l}]^T \) and \( t \) is the time spent in each state of the sequence. The transition constraints \( At \leq B \), which ensure that the transition guards are met given the time spent in each state, are written as [97]

\[
A = \begin{bmatrix}
C_{q_1q_2}k_1 & 0 & 0 & \ldots & 0 \\
C_{q_2q_3}k_1 & C_{q_2q_3}k_2 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
C_{q_{l-1}q_l}k_1 & C_{q_{l-1}q_l}k_2 & C_{q_{l-1}q_l}k_3 & \ldots & C_{q_{l-1}q_l}k_{l-1} \\
-1 & 0 & 0 & \ldots & 0 \\
0 & -1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
0 & 0 & 0 & \ldots & -1
\end{bmatrix}
\]

(5.3)

\[
B = [h_{q_1q_2} - C_{q_1q_2}x_0 , \ldots , h_{q_{l-1}q_l} - C_{q_{l-1}q_l}x_0 | 0, \ldots, 0]^T
\]

(5.4)
The variables $C_{q_i q_j}$ and $h_{q_i q_j}$ are defined in Section 5.1.1 as transition constraints, $k_i$ is defined in Sections 5.1.2.1 and $x_0$ is the initial state value at the beginning of the mission. The Multi-Parametric Toolbox for MATLAB is used to solve the resulting linear programming problem [100].

5.2 Application to Fuel Cell/Battery System

In this section, we consider a UGV with a fuel cell and a battery as dual power sources. While the framework we propose is general for all system setups, the characteristics of this setup under consideration for long-duration UGV missions influenced the development of our framework. The fuel cell has model-specific limitations; in particular, it is either off, on, or transitioning between those two states. These transitions take a significant amount of time and require a power input.

Two different battery models are considered in this section, the BB2590 lithium ion battery and a lead acid battery pack. While the initial simulations were completed with the BB2590 model, the lead acid battery model was the only option available for laboratory experiments. Because of the general modeling framework that is developed, we were easily able to change the battery models in the optimization routine. The fuel cell and BB2590 models are discussed in greater detail in [101].

For each component, we define a continuous cost function, denoted $J_{fc}$ and $J_{batt}$ for the fuel cell and battery respectively. In this section, we are looking exclusively at energy efficiency in our optimization. Penalties for high temperature operation are discussed in Section 5.5.2. The overall cost function for this system is derived from equation (5.1) as

$$J = \int_{t_0}^{t_f} J_c \, dt = \int_{t_0}^{t_f} J_{fc} + J_{batt} \, dt$$

(5.5)

Note that we assume that there are no penalties for state transitions ($J_d = 0$) or for the final state ($D = 0$). These penalties could be added to change the characteristics of the optimal result. In particular, a penalty for low ending battery SOC could be added, potentially allowing for another mission to be started immediately.

5.2.1 Battery Model

We consider two different battery packs in this chapter. The BB2590 lithium-ion battery pack is commonly used in military applications. For this research, we use the thermal-electric battery model developed by Kim et al. [95]. The model has two continuous states, battery state of charge (SOC) and temperature $T$, and one input, battery current $i_c$. In this section, we only consider SOC dynamics and incorporate thermal dynamics in the optimization in Section 5.5. As such, we write
the continuous state $x = \text{soc}$ and input $u = i_c$. This model has been parameterized and validated against the BB2590 battery pack [95] and is encoded in a SIMULINK module.

We also use a lead-acid battery pack. While the lead-acid battery pack is less likely to be used in a military application, the hardware setup described in Section 5.4 requires the use of this battery pack. The lead-acid battery model is presented in [102] with parameters fitted to our particular battery pack. This model only has one continuous state, SOC, and the battery current input (positive for current draw). Details of this model fit are presented in Appendix A.

For both battery models, we formulate a discrete state structure as shown previously in Figure 5.2. The battery switches to the fully charged state $q_3$ when $x = 100\%$ and switches to the empty state $q_4$ when $x = 0\%$. When the battery is charged, the input current must be zero and if the current becomes negative (power drawn from the battery), the state switches to discharging. Transitions between charging and discharging are based on the battery current. In each discrete state, the dynamic function for SOC is written $\dot{x} = f_i(x, u)$. This function depends on which battery model is used.

For this battery system, the main loss of energy is due to heating and resistive losses. The cost of the battery is written as $J_{\text{batt}}(x, q, u) = (1 - \text{eff}(x, q, u)) P_d$, which represents the power lost to resistance and heating. The efficiency of the battery $\text{eff}(x, q, u)$ is the percentage of total power generated by the battery used to power the UGV. Using the battery model, we parameterized the efficiency of the battery based on SOC and the input current, as shown in Figure 5.3. A similar efficiency map exists for the lead-acid battery pack. These values were obtained by simulating the system with alternating charging and discharging current of the same magnitude. Due to charging limits for the battery, this method could only calculate efficiency values for currents up to the charging limits. Efficiency values for higher discharge currents are obtained by extrapolating the
efficiency at lower currents. Since the efficiency is roughly constant for a given current draw at
different SOCs, we can also average the efficiency in each discrete state for the simplified model.

5.2.2 Fuel Cell Model

This fuel cell power source used in this work was designed and manufactured by Ultra Electron-
ics, Adaptive Materials, Inc (AMI). It is fueled by commercial propane canisters and consists of a
200 W solid oxide fuel cell, a fuel reformer, and a DC/DC converter. The propane gas is first desul-
furized and then reformed via partial oxidation into a hydrogen-rich fuel stream to feed the fuel
cell. This fuel cell operates at 14% thermal efficiency, converting 14% of the available chemical
energy in the propane to electrical energy. The fuel cell was designed to be integrated with existing
batteries on small UGVs. This combined power system significantly increases the possible mission
duration, especially under low power loads such as persistent stare missions.

One of the challenges of integrating this power source is to develop an optimal duty cycle
for using the fuel cell to recharge the batteries. Solid oxide fuel cells have significant warm-up
and cool-down periods during which power is consumed to run blowers or heating elements. The
power consumption of the fuel cell during these periods becomes a crucial factor for optimization,
since there is an energy cost associated with each on/off cycle of the fuel cell. Figure 5.4 shows
the power draws for startup and shutdown.

Figure 5.5 shows the states of the fuel cell represented by a hybrid automaton. As shown in the
diagram, there are five discrete states, labeled $q_1$ to $q_5$, and two continuous states $x$, fuel level $F$
and state timer $t$. When $q = q_3$, the fuel cell consumes fuel $(\dot{F})$ and produces up to power $(P_{fc})$.
While the power output of the fuel cell can vary, the fuel input is constant, so any power output less
than 200 W is wasting energy. There is no continuous input $u$ and the transitions from Fuel Cell
Off to Startup 1 and from Fuel Cell On to Shutdown are controlled. To switch from off to on (or

![Figure 5.4: Power draws during startup and shutdown (dashed line- average value)](image)
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on to off), the fuel cell passes through transition states. The timer $t$ is used to govern the transitions between these discrete states. While in these transition states, the fuel cell draws power from the rest of the system. Power usage during these phases was recorded from experimental tests. The transition guards and the reset map are shown in Figure 5.5 using notation from [82].

This fuel cell has two different sources of loss: power draws during startup/shutdown and excess power generation. The power draws are known based on measured startup and shutdown cycles. The fuel cell also draws a small amount of power when off due to internal monitoring electronics. Excess power generation is determined by subtracting the UGV power demand and the battery power from the power generated. We can write the cost function as

$$J_{c, fc} = P_{draw} + P_{excess},$$

$$P_{draw} = \begin{cases} 
0 & P_{fc} > 0 \\
-P_{fc} & P_{fc} \leq 0 
\end{cases}$$

$$P_{excess} = \begin{cases} 
0 & P_{fc} \leq 0 \\
P_{fc} - P_d - P_b & P_{fc} > 0 
\end{cases}$$

(5.6)

In this equation, $P_d$ is the power demand and $P_b$ is the power from the battery.

### 5.2.3 Power System Simulation

The nonlinear power system model for the battery from Section 5.2.1 has been integrated in SIMULINK with the fuel cell model described in Section 5.2.2. Figure 5.6 shows the example power demand ($P_d$) trends for constant and variable power profiles. The first case, shown in Figure 5.6a, is based on a constant power mission, such as a persistent stare, where the power demand is constant. In general, persistent stare missions would have low power requirements, needing to only operate minimal electronic and communication loads. Previous experiments showed a 30 W power load while remaining stationary, as described in Chapter 3. Additionally, we can ap-
proximate some variable power missions with an average power draw. For ease of comparison between constant and variable power demands, constant power demand $P_d$ is set at the average power demand from the variable-power mission.

The variable power profile, shown in Figure 5.6b, is based on an area coverage mission. Using the method described in Chapter 4, we planned a reference path and trajectory for the coverage mission. Figure 5.7 shows a portion of the coverage path, with the robot moving from right to left. The marked locations correspond to Figure 5.6b, showing how the variations in power demand correspond to turning segments of the UGV’s path, while straight travel segments have constant power demand.

In both cases in Figure 5.6, the battery is initialized to 25% SOC. As the battery charges, it uses all the available power from the fuel cell until about 60 minutes into the mission. At this point, the SOC is sufficiently high that the battery must be charged at a lower rate, based on the known charging curve for the battery. In both missions, the maximum charging rate follows a similar curve, with some deviation in the variable power demand case. In the constant power mission, the total power demand is plotted, showing that the power generated (fuel cell power plus battery power) is greater than the power demand. This excess power generation represents a loss for the system and should be avoided. When the fuel cell switches off, at about 79

Figure 5.6: Simulating the power components for a variable-power and a constant-power mission

Figure 5.7: Portion of area coverage path, letters correspond with Figure 5.6b
minutes, the fuel cell power becomes negative and the battery power exceeds the power demand. Once the shutdown process is completed, the fuel cell power draw decreases to almost 0 W and the battery continues to primarily power the simulated UGV. For more discussion of this simulation, see [101].

5.2.4 Combined Model

Having defined the individual component models, we now present the combined model for the mission in question. We assume that the average mission power demand $P_{d,avg}$ and total mission time $t_f$ are known. The mission parameters used in this section are presented in Section 5.3.1. The combined discrete state space has 21 states initially (4 battery states $\times$ 5 fuel cell states + 1 mission completion state). Since the battery must be discharging while the fuel cell is in any state except on, most of the discrete states representing battery charging and fully charged are eliminated. Since we assume that $P_{d,avg} < P_{fc,on}$, the battery is always charging or charged when the fuel cell is on. Since the Battery Empty state has no transitions out and represents an incapacitation of the robot, regardless of the fuel cell state, we can create a single battery empty “failure” state.

There are three continuous states: the battery state of charge ($x_1$), fuel cell transition timer ($x_2$) and the mission timer ($x_3$). For simplicity, we assume that fuel levels for the fuel cell are sufficient and do not model the fuel level. For each discrete state, with a known, constant power demand and fuel cell power output, battery power required can be computed. Using the battery model described in Section 5.2.1, the required battery current $u_{batt}$ and the resulting average $\dot{x}_1 = I$, for each state can be computed.

In this section, we use the BB2590 battery model for simulation. To calculate average battery dynamics, we initialize the battery to fully charged (for discharge states) and fully discharged (for charge state). While the battery won’t necessarily start each state at full charge/discharge, we are averaging the battery dynamics over the entire range of possible continuous states. The battery is then discharged (or charged) at the constant power $P_d - P_{fc}$ until the battery is fully discharged (or charged).

For most of the fuel cell states, $\dot{x}_1$ remains fairly constant. The black line in Figure 5.8 shows the discharge current for the FC Shutdown state. There is little variation between the actual (solid) and average (dashed) dynamics. The other discharge states show similar current profiles for constant power.

However, when the battery is charging, the battery constraints limit current that can be applied, eventually dropping to zero when the battery is charged. In order to accurately capture this change in dynamics over time, we divide the Fuel Cell on state into several states based on the state
of charge of the battery. Figure 5.8 shows the division into different discrete states for the area coverage mission, with the charging curve divided into different colors for the different states. The number of new states and the limits \( soc_i \) are manually determined based on the changes in dynamics in Figure 5.8 and the desired fidelity to the nonlinear model. Figure 5.9 shows the discrete states of the combined model and Table 5.1 lists the parameter values for the different discrete states.

As will be described in Section 5.3.3, there is some discrepancy between the averaged and full nonlinear dynamics. Part of the discrepancy is due to the fact that the average dynamics are calculated based on a full charge/discharge cycle. To prevent the battery from becoming discharged, a reserve battery level must be specified. We define a value \( soc_{\text{low}} \) where the optimization considers the battery empty. For the BB2590 battery, we chose \( soc_{\text{low}} = 0.12 \), which provides sufficient reserve to prevent battery depletion in simulation. This safety margin could be specified for different power demands in future work.

In each state \( q_i \), we define a cost value \( J_{q_i} \). This cost value is computed by adding the averaged individual cost functions \( J_{fc} \) and \( J_{batt} \). This is done in the same step as determining the averaged dynamics for the battery at each power level.

Table 5.1: Values for hybrid automaton model parameters, shaded values dependent on \( P_d \)

| State Name            | Number | Energy Cost [J] | \( I_i \) [soc/t] | \( P_B \) | \( P_{fc} \) | Time [m] | SOC limit [%] |
|-----------------------|--------|-----------------|-------------------|---------|          |         |              |
| FC Startup 1          | 1      | 31.4            | -1.367e-04        | -104    | 28.8      | 5       | -            |
| FC Startup 2          | 2      | 24              | -1.272e-04        | -97.3   | -21.8     | 11.5    | -            |
| FC On                 | 3      | 3.49            | 1.526e-04         | -124    | 200       | -       | -            |
| Batt Mostly Charged 1 | 4      | 36.6            | 1.052e-04         | -89.5   | 200       | -       | 89.9        |
| Batt Mostly Charged 2 | 5      | 73.5            | 6.054e-05         | -51.4   | 200       | -       | 93.7        |
| Batt Mostly Charged 3 | 6      | 114             | 1.128e-05         | -9.61   | 200       | -       | 99.9        |
| Battery Charged       | 7      | 125             | 0                 | 0       | 200       | -       | -            |
| FC Shutdown           | 8      | 19.7            | -1.216e-04        | -93.1   | -17.6     | 17.9    | -            |
| FC Off                | 9      | 1.34            | -9.801e-05        | 0       | 0         | -       | -            |
The graph search algorithm, defined in Section 5.1.2.2, relies on discrete transition costs $J_d$ to sort the possible sequences and as part of the termination condition. In our model, $J_d = 0$ for all transitions. To account for this issue, we can assign a cost $J^*_d$ to the discrete transitions to create the sorting required for the optimization search algorithm. For each transition, we define the minimum time $t_{min}$ that must elapse before the transition must be taken. For example, the transition between Startup 1 and Startup 2 can only occur after the minimum time, specified in Table 5.1, has elapsed. For the transitions between the Battery Mostly Charged states, the minimum time is determined based on the relative SOC limits $soc_i$ and the battery charge rate $I_i$. For some transitions (including all contr

We define the new discrete transition cost for the transition $E_{q_i,q_i+1}$ as $J^*_{d,q_i,q_i+1} = t_{min} J_{c,i}$ and modify the cost sum $J_{d,\sigma}$ in Algorithm 5.1 as $J_{d,\sigma} = \sum_{q_i,q_i+1 \in \sigma} J^*_{d,q_i,q_i+1}$. Since $t_{min} \leq t_i$ for valid trajectories, $J_{d,\sigma} \leq t_i J_{c,i}$ and these discrete costs are an underestimation of the total cost of the trajectory for a state sequence. The linear programming problem for determining state transition times is unchanged and does not use the assigned cost value $J^*_{d}$.

5.3 Simulation Results

In this section, we first present the simulation to determine the power demand for an area coverage mission. This power demand is used in the rest of the simulation and experimental tests. Using this power demand, we explore different SOC-based control strategies. These strategies consist of turning the fuel cell on (off) when a low (high) SOC threshold is met. Different thresholds are
used and energy efficiency is compared between the different thresholds. Next, we show the results of the optimization described in Section 5.1.2. In particular, we compare three different types of models: the optimization model, the “full battery” model, and the “variable power” model. The optimization model was presented in Section 5.2.4. The “full battery” model removes the assumption of constant battery dynamics by using the nonlinear battery model. The “variable power” model replaces the average power demand with the time-varying power demand obtained from simulation.

5.3.1 Power Demand

The power demand for a particular UGV will depend on many factors, including the mission and the terrain. In this chapter, we consider an area coverage mission, using an optimal trajectory planning scheme developed in Chapter 4.

To determine the power requirements for the mission, we use a simulation model for the UGV operating in a known environment. This simulation was initially developed as part of a case study for the Automotive Research Center at the University of Michigan [96] focused on modeling an iRobot Packbot. This model includes motor and track-terrain interaction models. We can simulate the desired mission and obtain the power demand over time $P_d$. To allow for continuous operation, we assume that the averaged power demand $P_{d,\text{avg}} < P_{f,c,\text{on}}$. Otherwise, the battery would eventually deplete, even with the fuel cell on, and leave the UGV incapacitated.

The driving loads can be broken down into resistance due to terrain and changes in kinetic energy. We use the terrain model developed in [39] to compute energy loss due to the terrain. Based on the current vehicle speed and turn rate, for a given terrain, the resulting resistance torques can be calculated. The model must be tuned for every different terrain of interest and is currently calculated for clay, sand, and sandy loam soils.

To provide the torque inputs to the terrain model, we introduce a motor model [96]. This model was obtained experimentally by physically testing motors. The model takes in the current shaft speed and the power being delivered to the motors and calculates the torque output. Together with a simple rigid body model of the UGV, we can simulate the UGV completing a designated mission and record the power used. In addition to variable power demands due to locomotion, electronic components on board require power for operation. We assume that these loads are known and constant over the entire mission.

For the mission for simulation and experimental tests, we defined a coverage scenario for a 500 by 250 m area, with various sections denoted as obstacles. Assuming a search radius of 1 m for the UGV, we planned a coverage trajectory using the method described in Chapter 4. This trajectory requires about 450 minutes to cover. Using this Packbot simulation model, we calculated the total
Figure 5.10: Energy losses for different SOC-based limits

(a) $P = 75$ W, mission energy usage: $2.02 \times 10^6$ J

(b) $P = 100$ W, mission energy usage: $2.69 \times 10^6$ J

5.3.2 Baseline Controller Design

As discussed in the previous sections, we consider three sources of energy loss: battery losses, fuel cell power draws (during startup and shutdown) and excess power generated by the fuel cell (see shaded area in Figure 5.6a, for example). Here we consider the two power demand levels shown in Figure 5.10. This figure shows the total energy loss over the 450 minute coverage mission. In all tests, the battery begins at 50% SOC and the fuel cell is initially on. Note that the energy loss is about 4% of the simulated mission energy usage (power demand multiplied by mission duration) for both power levels. For these simulations, the fuel cell is controlled based on battery SOC. When the battery is discharging and reaches the “turn on” SOC threshold, the fuel cell is switched on and begins the startup sequence. After the battery is charged to the “turn off” SOC threshold, the fuel cell is shut off.

Several different SOC thresholds are considered. The first ranges represent large SOC operational ranges for battery operation (20-90% and 20-80% respectively). These ranges have the smallest losses due to battery losses and fuel cell power draw, but with the high threshold at 90% SOC, there is a region where excess power is generated by the fuel cell that cannot be used for
battery charging or for the mission. The excess energy generated is significantly smaller at the higher power demand.

Medium (20-50% and 50-80%) and small (30-40%, 40-50%, 50-60%, and 60-70%) SOC ranges show higher losses due to the fuel cell power draw because the fuel cell turns on and off more frequently, but overall losses depend on the mission power demand. For the higher power demand, there are noticeable differences within the medium- and small-range groups. The range with the higher SOC limits has lower energy usage, due to the higher efficiency of the battery at higher SOC. In fact, with a 50-80% SOC range, the higher efficiency almost balances the additional fuel cell power draw compared to the 20-80% SOC range. For the lower power demand, these trends are not as noticeable.

These observations suggest that operating the fuel cell for as long as possible in each cycle yields the most efficient operation from an energy perspective. However, if the SOC becomes too high, significant amounts of energy are lost due to the inability of the battery to accept power at higher SOC. Also, the fuel cell must be restarted in time for the startup phase to be completed before the battery is fully discharged. Increasing power demand requires a higher turn-on threshold for the fuel cell. For the 40 W and 100 W power demands, the minimum lower SOC thresholds are approximately 9% and 17% respectively.

### 5.3.3 Fidelity of Optimization Model

Next, we present results comparing three models in a simple charge/discharge cycle: the simplified optimization model, full battery model with averaged power demand and the full power system model with variable power demand. The battery initially has 50% state of charge and the fuel cell is on. The fuel cell is turned off after the battery reaches 100% SOC. Note that this example only uses a portion of the simulation mission, enough to show one charge/discharge cycle.
Figure 5.11 shows the state of charge over time for this simulation. There is close agreement between the three models over the entire trajectory. There is a small gap between the optimization trajectory and the other trajectories when the state of charge is above 90%, when the model is in Battery Mostly Charged 3 (state 6). This gap is due to the averaged dynamics required by the optimization model. This gap could be reduced by introducing a larger number of Battery Mostly Charged states in Figure 5.9 or changing the state of charge limits on the transitions between states, but there is a tradeoff with model complexity. Based on results, we concluded that three intermediate Battery Mostly Charged states with the given thresholds yield sufficient model fidelity.

5.3.4 Optimization Results

Running the optimization algorithm described in Section 5.1.2.2, we obtained the optimal power system control inputs for this coverage scenario. For this particular mission, we obtained 16 different state sequences that resulted in the same optimal cost. However, the cumulative time spent in each of the states is the same between the different optimal sequences. There are minor differences in timings, as shown in Figure 5.12. Many of the differences in the state sequences are also visible in this figure. Sometimes the system enters a state, but spends no time in that state. For example, the red trajectory in Figure 5.12 enters the state Batt Mostly Charged 1 at about 200 m, but immediately transitions to the shutdown state. As a result, there are only two distinct timing sequences of fuel cell on/off transitions in the set of optimal solutions.

Figure 5.13a (line marked “Optimal”) shows the state of charge of the battery corresponding to the red trajectory in Figure 5.12. The UGV ends the mission at a high state of charge, due to the fact that the cost of being in the FC On state is less than the cost of being in the FC Off state (See Table 5.1).
5.3.5 Comparison to SOC-based controller

To evaluate the performance of this algorithm, we compare this optimal controller with a SOC-based control law, described in Section 5.3.2. Based on the results from that section, we want to choose as large of a SOC operating range as possible to maximize energy efficiency by minimizing the number of fuel cell on/off transients. However, we also want the controller to work well under a wide range of average power demands. The high threshold is chosen based on when the battery cannot use the entire output of the fuel cell for charging (73% SOC for the system studied). This corresponds to a low average power demand for the mission and this threshold prevents energy loss due to limited charging. The low threshold is chosen such that the battery can provide 200 W output and power the fuel cell for the entire startup procedure without running out of battery energy (33% SOC for this system). The assumed 200 W power demand corresponds to the maximum average power demand where mission duration is not decreased by switching off the fuel cell; at higher power demands, the battery discharges even when the fuel cell is on and will eventually become depleted. The difference in thresholds is as large as possible, demonstrated to be more efficient in Section 5.3.2, while allowing for operation in all conditions and always avoiding excess power generation of the fuel cell.

Figure 5.13 shows a comparison of state of charge over time and the total energy used. Figure 5.13a shows that the state of charge is kept within a narrower range using the SOC-limit controller, resulting in more cycles of the fuel cell. Figure 5.13b shows the total energy used over the course of the mission, which includes energy required to power the UGV during the mission as well as energy losses in the power system. The dotted black line shows energy use for the mission, forming a lower bound for total energy usage with power system losses. Comparing the energy usage by the optimization and the SOC-limit controllers shows a decrease of about 5% at the end of the mission by using the optimization method presented in this chapter. This is consistent with
Figure 5.14: Larger difference in energy usage as mission length increases

results from Section 5.3.2; the larger ranges of SOC in the optimization controller are more efficient than smaller ranges in the SOC-limit controller. The green line in Figure 5.13b shows that when the fuel cell is left on continuously, the energy usage increases dramatically due to the excess energy produced by the fuel cell when the battery is at a high state of charge.

During the majority of the mission, the energy usage for both the optimal and SOC-limit controllers increases at the same slope as the UGV energy usage. When the fuel cell is turned on, there is a sharp increase in the energy usage. The main improvement by using the optimization controller is the decrease in the number of times the fuel cell is switched on, reducing the excess energy usage during these transitions.

As the mission time increases, the difference in power usage between the optimization and SOC-limit controller will increase, as shown in Figure 5.14. In this case, we consider a mission that is over 1000 minutes long, over twice the length of the previous mission. Since the SOC-limit controller has a smaller range of SOC over the test, as shown in Figure 5.14a, the fuel cell is turned on and off more frequently, resulting in more frequent increases in the energy usage. This will cause the energy usage curves to diverge more over increased mission times, as shown in Figure 5.14b.

Note that in Figure 5.13, the optimal controller completes the mission with a higher ending state of charge. The energy required to charge the battery to a higher SOC is not included in the calculation of total energy usage. Instead, the battery acts as a buffer to store the excess power produced by the fuel cell, but still represents an onboard energy storage element that can later be used to power the robot and, as such, is not energy used. As a result, more fuel is used by the fuel cell during a mission that specifically aims to end with a higher SOC.

The majority of the fuel cell on/off switches occur at consistent SOC levels, especially for longer duration missions (See Figure 5.14a). For a given mission power demand, the optimization can be executed and a SOC limits chosen based on the optimal solution. However, the optimiza-
tion also takes into account mission duration. In certain cases, the optimization can determine that charging the battery to a higher SOC can prevent an additional on/off cycle for the fuel cell. A simple limit-based approximation of the optimization would not be able to identify these cases, but would achieve better energy efficiency than the conservative limits chosen in this Section. Additionally, the limit based optimization would not be subject to accumulated errors due to discrepancies between the averaged dynamics and actual performance of the system over time. A full study of this approximation is left for future work.

5.4 Experimental Results

We now verify these models and simulation results using hardware-in-the-loop tests. There are two main experimental goals: confirm that battery performance using an averaged power demand is sufficiently similar to performance under variable power demands, and validate the optimization model against the real system. These tests were performed at US Army TARDEC Ground Systems Power and Energy Laboratory (GSPEL) in Warren, MI.

While the simulation results are based on the BB2590 battery pack, due to incompatibilities between the fuel cell and the battery pack, a TALON lead-acid battery pack is used for the tests. This requires that a model of the lead-acid battery be developed and integrated into the optimization routine in place of the BB2590 model. Details of the experimental model fit are presented in Appendix A. An in-depth description of these tests is presented in [105].

5.4.1 Hardware setup

Our hardware setup consisted of five different components: an AMI fuel cell, lead-acid battery pack, programmable load bank, current and voltage logger, and propane fuel canisters. Since the focus of these experiments is the power system for a ground robot, the load bank is used in place of the robot to simulate the power draws required to complete a mission. This simplifies the experiments by removing the need to drive the robot in a simulated mission and allows for repeatable power loads to use in verifying the simulation results. Figure 5.15 shows the different components used in the system. All components either were commercial products with vendor-supplied interfaces or were designed and built by GSPEL Fuel Cell lab technicians. In this setup, we were able to measure the following variables: battery/fuel cell voltage, battery current, fuel cell current, load bank voltage and current, and fuel weight.

All systems were controlled through a LabVIEW interface. The program initializes communication, loads power command data from a file, records data outputs and sends power commands for the duration of the test, then closes communications. An experiment terminates when the final
time is reached, the stop button is pushed, or an error occurs in any communication stream. While the communication loops occur asynchronously, all recorded data is marked with a synchronized measurement time.

### 5.4.2 Battery Performance Under Different Power Demands

The first tests compare battery performance under averaged and time varying power demands. One of the main assumptions in our optimization algorithm is that the averaged power demand is a valid approximation of time varying power demand. The simulation models suggested this approximation was valid; the purpose of these tests was to verify that assumption in hardware.
Each test consists of operating the power system (battery and fuel cell) to meet a known power demand time history. The basic power demand for these tests is given by the area coverage trajectory described in Section 5.3.1. To prevent battery charging currents from exceeding the maximum charging current, a 30 W peripheral power demand is added. This power demand is consistent with constant power demands for this type of robot, as discussed in Chapter 3. This power demand, labeled “Coverage Path”, obtained through simulation, is smooth; to add more realism, we also introduced different power loads with more variation in the power demand over time. Figure 5.16 shows the different power demand profiles. The variability is a random gaussian sample with the variance taken from tests described in Chapter 3. The “Low Bandwidth Variability” power demand has variability added every 3 seconds and the “High Bandwidth Variability” power demand has variability added every 0.2 seconds. The final power demand tested is the “Average Power”.

Tests were run as follows: first, the battery was discharged to about 40% SOC (36.35 V open circuit). The battery was allowed to rest to make sure the desired voltage was achieved. Next, the fuel cell was turned on and allowed to complete its startup sequence. During this time, the power system was under no load and battery output current was recorded. When the fuel cell started producing power, the test was started and the load bank began to draw power according to the desired power profile for the test. Due to the variability of the fuel cell startup time, the battery was at slightly different levels of charge when the tests began. The battery was allowed to charge until power input to battery averaged around 20 W. The fuel cell was then shut off and the test continued until the battery reached the low cut off voltage (18 % SOC).

The tests were divided into charging and discharging portions due to the fact that the fuel cell is shut off at different times. Without this division, the discharge portions of the test could not be readily compared. In each case, we compared the battery voltage and current and the time required to charge/discharge the battery.

Figure 5.17 shows the results from the first set of tests. In these tests, the starting state of charge of the battery was not as uniform at the beginning of the test. Because of this variability, the start times of the “High Bandwidth Variability” and “Low Bandwidth Variability” cases are shifted. This shift was determined manually to counteract the differences in starting state of the battery. After completing this test, a more thorough test procedure was devised to eliminate the need for this manual adjustment.

In these tests, there is close agreement between the voltage and current over time during charge and discharge phases. The total time for discharging the battery is also roughly equal between the different tests. Compared to the “Average Power” case, the “Coverage Path” and “Low Bandwidth Variability” tests take 2.7% and 0.5% longer respectively to discharge and the “High Bandwidth Variability” takes 0.8% less time to discharge.
Figure 5.17: Comparison of averaged and variable power demand - first set

Figure 5.18: Comparison of averaged and variable power demand - second set
Table 5.2: Amp-hour during charge and discharge- second set

<table>
<thead>
<tr>
<th></th>
<th>Cov. Path</th>
<th>Low Band.</th>
<th>High Band.</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discharge</td>
<td>6.75</td>
<td>6.83</td>
<td>6.37</td>
<td>6.89</td>
</tr>
<tr>
<td>Charge</td>
<td>4.86</td>
<td>4.85</td>
<td>4.43</td>
<td>4.81</td>
</tr>
</tbody>
</table>

The second set of tests were conducted on a different battery pack of the same type. Figure 5.18 shows the voltage and current for the different tests and Table 5.2 shows the total Amp-hours drawn by the load bank during the tests. The values in brackets for the “Average” test case are for an additional test; the current draws are very similar between the different tests on the same battery. Once again, there is close agreement between the different power demands. The main exception is the discharge portion of the “High Bandwidth Variability” test; the battery is depleted faster in this test than the other tests. The discharge time is 7.1% less than the “Average Power” test and uses 7.5% less current before full discharge, but has 7.9% less current during the charging phase, accounting for the discrepancy in discharge time. The “Coverage Path” power demand discharges the battery in 0.66% less time and the “Low Bandwidth Variability” discharges the battery in 1.2% more time than the average power case.

Additional tests were conducted to compare the performance between the two different battery packs used in these tests. Figure 5.19 compares voltage from the “Average Power” tests for the different batteries for the charge and discharge phases and there is close agreement between the different batteries. This test was primarily conducted to verify that the optimization tests, described in the next section, could be run on the different batteries without changing battery parameters.

5.4.3 Validation of Optimization

To validate the optimization, we ran the optimization with the lead acid battery model to determine the optimal fuel cell switching times. This load can represent a constant power load for the
UGV, such as power for computing resources and communications. Figures 5.20 and 5.21 show experimental results from the SOC-limit controller and the optimization method, respectively. For both controllers, two different tests were run with “Coverage path” and “High Bandwidth Variability” power demand profiles. In both cases, we see close agreement between battery SOC for the different power demands.

In the SOC-limit case, we have two different sets of data, depending on which fuel cell was used for the test. The first fuel cell failed after completing the first set of tests and the tests were rerun with the new fuel cell to compare performance between the different fuel cells. The first set (Figure 5.20a) shows close agreement between the two trajectories, while there is more disagreement in the second set (Figure 5.20b). This difference is partially due to differences in initial conditions and a slightly delayed (about 30 s) fuel cell restart. Due to different fuel cell outputs, the data between fuel cells cannot be compared, however.

The fuel cell model also had to be slightly changed based on observations from working with the fuel cell. First, the fuel draws about 6 W while off, presumably to power control electronics on board. Also, the real power output for the fuel cell varies slightly from the published 200 W. One of the fuel cells tested averaged 193 W and the other fuel cell averaged 198 W. The average startup and shutdown times were also updated based on the recorded data. The variation in the fuel cell, both power output and the startup/shutdown time, is an important system variability that cannot currently be accounted for in the optimization model.

Figure 5.22 compares the energy used over the course of the mission. To compute energy usage, we use the weight of fuel consumed, scaled by the energy density of propane and the
thermal efficiency of the fuel cell (14%), and the change in energy storage in the battery. The energy remaining in the battery for a given SOC is calculated using the battery model. Using the unscaled propane energy would change the scale of the plot would be changed dramatically and hide what the optimization is doing. This plot agrees closely with Figure 5.13b from simulation. This plot was determined using actual fuel consumption and battery SOC, while the simulation plots were calculated by integrating the power outputs from the battery and the fuel cell.

One additional test was run with the optimization controller, with a different power demand than previously considered. The average power demand over the entire mission was the same as the previous test cases, but the average power demand for sections of the mission varied by up to 50 W from the mission average. Figure 5.23 compares the “Varying Average” power demand to the baseline “Coverage Path” power demand. This is similar to a robot that runs on constant terrain for a period, then on a different surface with slightly different characteristics. Due to the large
Figure 5.23: “Varying Average” power demand

Figure 5.24: Comparing actual battery SOC for “Varying Average” power demand with optimization controller

differences over time, the battery SOC is expected to deviate from the baseline test. This test was an experiment to see how far the averaging assumption can be taken. As shown in Figure 5.24, there is a large discrepancy over time due to the unexpected power demands. Additionally, the battery charging limits are encountered in the first charging cycle (around 180 minutes), leading to a lower SOC at the end of the mission. This test shows the limits of the power demand assumption used in the optimization. If the moving power average differs greatly from the overall average, the battery can reach unsafe or inefficient operating conditions that the optimization routine cannot predict. In this case, the power strategy would need to be adapted during the mission based on measured power usage. This adaptation is left for future work.
5.5 Thermal optimization

Thermal modeling and control is another important part of battery operation. If the internal temperature of the battery gets too high, the battery will age more quickly and could potentially catch fire. In order to prevent this, the BB2590 shuts down and will not operate after the temperature exceeds a threshold. For a ground robot, this is a catastrophic failure as the robot would be inoperable until the battery cools down.

In addition to modeling the battery SOC, the BB2590 model discussed in Section 5.2.1 also tracks the internal temperature state of the battery. This allows us to experiment with different control techniques in simulation as well as augmenting the combined hybrid automaton model to include temperature dynamics. This model is used to prevent battery overheating and the optimization cost function is extended to allow tradeoffs between high temperature operation and energy efficiency.

In particular, we are operating under the assumption that the mission power demand is known and cannot be modified. As such, our only control options are when to switch the fuel cell on and off. In contrast, existing algorithms for preventing battery overheating limit the power output of the battery at high temperatures [103]. By leveraging the hybrid power system with multiple components, we can maintain the desired system performance while maintaining the battery temperature in the acceptable range. We leave as future work to modify the mission power demand to control the battery temperature.

5.5.1 Thermal Behavior

First, we explore the thermal response of the battery in several different test cases. We use the constant power demand and SOC-based control for the fuel cell described in Section 5.3.2. The mission duration is also about 8.6 hrs. At the beginning of the mission, the battery temperature is $35^\circ$ C, which is also the ambient temperature for the mission. Figure 5.25 shows the temperature over time for two different power levels: 40 W and 140 W.

In general, the temperature increases rapidly when the fuel cell is turned off and the battery is the only power supply operating. The battery heats up due to internal resistance and enthalpy effects, which is especially prominent at high currents and low SOC. When the fuel cell starts producing power, the battery heating decreases. For high power demands, the charging current is very small and the battery generates little heat due to operation and cools due to lower ambient air temperature. At low power demands, thermal rates are similar between charging and discharging phases, though charging produces less heat due to enthalpic characteristics.

The size of the peak depends on the power demand and how long the battery is operating under high demand. In the case of low power demand (40 W), there is little difference in maximum
Figure 5.25: Comparing thermal response under different power conditions using a SOC-based control strategy.

temperature at the different control strategies. None of the runs exceed the temperature threshold for thermal shutdown. In the case of higher power demand (140 W), the thermal threshold is exceeded when the more energy efficient (larger SOC range) is followed. While there are still large temperature spikes while operating at smaller ranges, the spikes are much smaller, though more frequent.

5.5.2 Thermal Modeling

Like the SOC dynamics, the temperature dynamics depend on current draws and the battery SOC. To adapt the combined model, we need to introduce a similar averaging technique for the temperature dynamics. However, there are several challenges. First, the temperature dynamics depend on both the current temperature and SOC and, second, the temperature dynamics can be both positive and negative in different SOC ranges for a given temperature and battery power draw.

To average the temperature dynamics, we introduce a set of states to represent different temperature levels. There are at least three states for each constant power draw, as shown in Figure 5.26. As explained later, a fourth state may be added based on the penalty temperature range. The “equilibrium” state, when \( T_0 < T < T_1 \), represents region of operation where the battery temperature is constant. To choose the thresholds \( T_0 \) and \( T_1 \), we look at the range of temperatures where the temperature dynamics are 0 for some SOC. While this does introduce some errors in the thermal models, it gives us sufficient information to track the temperature of the battery. When \( T \) is greater than \( T_1 \), the battery is cooling until it reaches \( T_1 \), then remains constant until the power level changes.
Figure 5.27: Temperature rate of change maps for area coverage mission

The main drawback to this model is that the simulated temperature will reach certain plateaus when it reaches the “equilibrium” state, while the actual temperature may still be increasing/decreasing. However, due to heat transfer to the ambient air being one of the largest factors, there is a strong tendency to return to the ambient air temperature over time. This averaged model implicitly uses this fact to make sure that the temperature error does not grow too large.

To adapt the combined model in Figure 5.9 to model temperature dynamics, each state in the model is replaced by a set of three states, differentiated by temperature. This results in a large increase in the number of states required to model the entire system. Figure 5.26 depicts the transitions within one power level. The transitions between different power levels depend on the relative values of $T_1$ and $T_0$ for the different states (e.g. fuel cell on).

To create the averaged dynamics for a single power level, first the map $\dot{T} = f(T, soc)$ is created. The possible temperature and SOC values are discretized and the battery model is simulated at each $(T, soc)$ pair in the discretization. It is important to note that the ambient air temperature must be known and that the generated map $\dot{T}$ is dependent on the ambient temperature. In these plots, the ambient temperature is 35 C. Figure 5.27 shows the resulting map for the averaged area coverage mission with the fuel cell on and off. The flat planes show the averaged temperature dynamics and the temperature and SOC range over which those dynamics are used.
Note that in the discharge case, there are four average planes, representing four different temperature states. The orange plane corresponds to battery heating below the temperature penalty threshold (45°C), discussed in Section 5.5.4, while the next plane corresponds to battery heating above the threshold. For a battery beginning at the ambient temperature of 35°C, the state sequence would include both heating states before reaching the “equilibrium” state. The average dynamics are different in each case, as well as the cost function, which is discussed later. In the charging case, we still have different charging states based on the SOC charging profile, as discussed in Section 5.2.4. This process is repeated for each state in Figure 5.9 to create a full system hybrid automaton model with continuous variables representing temperature and battery SOC.

5.5.3 Simulation Comparison

To judge the effectiveness of the averaged temperature model, we simulate the full hybrid automaton model for two power demands: the area coverage mission with an average power demand of 75 W and a higher, constant power demand of 140 W. The ambient temperature for these tests is 35°C. Figure 5.28 shows the temperature over time for different power demands. To evaluate the performance of the hybrid automaton model, we also simulate the battery using the full nonlinear model. The results of these simulations are also shown in Figure 5.28. In both cases, the general shape of the temperature profile is modeled by the hybrid automaton model. However, there is significant underestimation of the peak temperature, especially in the area coverage mission in Figure 5.28a. Note that the peak occurs when the fuel cell is turned on and the temperature drops dramatically afterwards, mostly due to shedding heat to the ambient air.

There are two main reasons for this discrepancy. First, the temperature rises faster when the battery is at a lower SOC. This can be seen in Figure 5.27a. In the case when the fuel cell is turning on, it will usually be at a lower SOC; however, the model averages over all SOC. Second, the plateaus model constant dynamics. While there are times that approximation is valid (for example, at time 300m in Figure 5.28a), as the battery discharges, the battery begins to heat up faster. This effect cannot be modeled without introducing a new state division in the battery model based on SOC. Table 5.3 shows that the average temperature rate of change for the two different models. The startup states show the greatest underestimation of the temperature dynamics, though the fuel cell off state also underestimates the rate of change. However, the shutdown state overestimates battery heating, partially offsetting the underestimation of the off state.

Figure 5.28b shows the temperature modeling for a higher power demand mission. In this case, there is closer agreement between the different models. The main reason is that during discharge, the battery is always heating and there are no temperature plateaus. In the charging case, the temperature plateau only occurs at approximately the ambient temperature (35°C), matching the
Figure 5.28: Comparing optimization model and full battery thermal model for two different power demands

Table 5.3: Comparing average $\dot{T}$ in different states

<table>
<thead>
<tr>
<th>State</th>
<th>FC On</th>
<th>FC off</th>
<th>FC Shutdown</th>
<th>FC startup 1</th>
<th>FC startup 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Opt.</td>
<td>-0.05</td>
<td>0.01</td>
<td>0.27</td>
<td>0.15</td>
<td>0.16</td>
</tr>
<tr>
<td>Full Sim.</td>
<td>-0.08</td>
<td>0.06</td>
<td>0.07</td>
<td>0.38</td>
<td>0.32</td>
</tr>
</tbody>
</table>

full battery model very well. Note that the underestimation of the peak temperature at time 50 minutes and 200 minutes is due to the battery being close to fully depleted at those times. The peak at time 400 minutes shows much closer agreement due to the battery not being as depleted.

5.5.4 Optimization Results

Using the above models, we can frame the optimization problem just as we did with the energy-only case. We expand the hybrid automaton model to include the continuous temperature state and the additional discrete states for distinguishing between different temperature dynamics. We update equation (5.1) to include temperature penalties as

$$ J = \int_{t_0}^{t_f} J_c \, dt = \int_{t_0}^{t_f} J_{fc} + J'_{batt} \, dt $$

(5.7)

where $J'_{batt} = J_{batt} + P_{temp}$. $J_{fc}$ and $J_{batt}$ were defined in Sections 5.2.2 and 5.2.1 respectively. $P_{temp}$ is a penalty on the temperature when the battery temperature exceeds a threshold and is
written as

\[ P_{\text{temp}} = \begin{cases} K_{\text{temp}} & T_{\text{batt}} \geq T_h \\ 0 & T_{\text{batt}} < T_h \end{cases} \]  \hspace{1cm} (5.8)

Note that the states in Figure 5.26 might be further divided based on \( T_h \) to separate penalized and unpenalized temperatures. In this chapter, we used the value \( T_h = 45 \) C. This is taken from the battery specifications as the highest temperature where guarantees of battery cycles will be met. Exceeding this temperature will result in premature loss of capacity for the battery.

As before, the only control option that the optimization considers is when to switch the fuel cell on and off. This differs from previous battery thermal controls that impose limits on the current to prevent battery overheating [103]. By having the hybrid power system, we can leverage the different power components to complete the mission at the desired velocity without having to slow the UGV due to limited battery currents.

The resulting optimization problem is solved using the method described in Section 5.1.2.2 with some adjustments to speed up the process. Because the additional discrete states leads to an exponential increase in the number of sequences to test, the optimization takes significantly longer. As such, the full optimization algorithm from Section 5.1.2.2 was run once for \( K_{\text{temp}} = 1 \) and the discrete state sequences were recorded. Since many of the paths result in very similar cost values, state sequences were grouped with trajectories that differed by less than 0.001% in cost. Other values of \( K_{\text{temp}} \) were tested on one sequence from each group of trajectories. For several values of \( K_{\text{temp}} \), additional sequences that were similar to the optimal or near optimal sequences were tested and did not improve the optimal cost for the mission.
Figure 5.29 compares the results of the optimization for the $P_d = 140$ W case. The energy-only optimization only turns the fuel cell on two times, compared to the three times for the energy-thermal optimization, but results in a temperature that exceeds the thermal shutdown limit. Adding in the thermal model in this case results in extending mission life by preventing battery shutdown.

Operating the battery at high temperature leads to faster battery degradation. The previous example looked exclusively at preventing battery shutdown; here we look at preventing high-temperature operation of the battery by varying the cost parameter $K_{\text{temp}}$. We use the same power demands as used previously in this section (area coverage and constant 140 W demand curves).

Figures 5.30 and 5.31 show the battery SOC and temperature over time for the different values of $K_{\text{temp}}$ for the 140 W power demand. In both of these figures, the discrete state sequences are the same and the difference is only in the timing of the controlled transitions. Additionally, the simplified model shows that the timings in both models are optimal for the given value of $K_{\text{temp}}$. However, in Figure 5.31 there are temperature spikes that cross the shutdown threshold of 60 C. The major differences occur in the $K_{\text{temp}} = 50$ case. The reason for the discrepancy between the optimization model and actual simulation was described on page 90 and is due to the lower battery SOC in that particular test. In this case, after the optimization is run, a simple test can compare several different optimal timings for the same sequence to determine which is optimal and conforms to the system constraints.

It is interesting to note that in some cases, the optimal response is to just leave the fuel cell on and use less than the full fuel cell power output. At this point, the cost of turning off the fuel cell, and spending some time in a high temperature region, is more than constant 60 W cost of
leaving the fuel cell on with the battery charged. Figure 5.32 shows the amount of fuel cell power output that is unused during the mission. As the value of $K_{\text{temp}}$ increases, the amount of excess power produced increases. The most interesting case is the $K_{\text{temp}} = 115$. In this case, there is one switch off of the fuel cell. Due to the “equilibrium” thermal state, where the thermal state is approximated as constant, the estimated temperature plateaus at about 37 C, slightly higher than the initial battery temperature of 35 C. That difference is enough to prevent a second cycle of the fuel cell, even though there is enough time for a second cycle to be completed.

Figure 5.33 shows the results for the coverage demand profile. In this case, we get some of the same trends as previously. As $K_{\text{temp}}$ increases, the battery is charged to a higher state before the fuel cell is switched off. Eventually, the fuel cell is left on when the penalty reaches a higher value.

It is important to note that there are large discrepancies between the optimization model and the full model. Because of the lower power demand in this mission, there is a very small chance...
of reaching the shutdown temperature. While these large deviations are not ideal, they do not incapacitate the robot but can contribute to degraded battery performance over the lifetime of the battery.

Since the thermal penalty is engaged at the threshold \( T_H \), it is important to quantify how accurately the model predicts temperatures in excess of the threshold. Table 5.4 shows the amount of time that the different models show the battery above the threshold. The optimization model is with 25\% of the full model, though increasing \( K_{temp} \) from 5 to 100 results in an increase of time indicated by the full model. While this does cause doubt as to the overall optimality of the solution when applied to the full model, the average temperature of the battery over the mission decreases from 45.7 °C to 45.2 °C when \( K_{temp} \) increases from 5 to 100, which accomplishes the goal of lowering the battery operating temperature.

Table 5.4: Comparing time spent when \( T > T_H \) for area coverage mission

\[
\begin{array}{cccc}
K_{temp} & 5 & 100 & 200 & 300 \\
\hline
\text{Opt Model} & 1.9e+04 & 1.7e+04 & 8.1e+03 & 0 \\
\text{Full Model} & 2.1e+04 & 2.2e+04 & 7.3e+03 & 0 \\
\text{Difference} & -2.3e+03 & -5.7e+03 & 8.1e+02 & 0 \\
\end{array}
\]

Figure 5.33: Comparing different values of \( K_{temp} \) using the coverage power demand (solid line - opt. model, dashed line - full model)
5.6 Contributions

This chapter introduces a novel hybrid modeling framework for managing multiple power sources on a small ground robot (Innovation 3). A simplified model of power use over a mission can be used to optimize power source use. Application of this framework to a fuel cell/battery hybrid power system for a Packbot comprises Contribution 3. To optimize power generation, we introduce a simplification of the hybrid model of the different power system modes, with dynamics averaged in each discrete state. Through simulation, we demonstrate that the simplified model matches the full model closely.

Using the optimization algorithm, we plan operation of the fuel cell for a simulated coverage mission. Comparison to a simple, state-of-charge-limit controller is conducted showing that the optimal trajectory is able to complete the mission with greater energy reserves remaining in all test cases. The framework is also extended to model battery temperature during operation. The system is constrained to remain within safe operating temperatures and, through including temperature penalties in the optimization cost function, tradeoffs between energy loss and operation at high temperature are explored.

Optimization models for energy efficiency were validated with a hardware-in-the-loop system (Contribution 4). We compared battery performance under constant and variable power demands. Experimental results agreed closely with simulation results, confirming our averaging assumptions underpinning our hybrid system model used for optimization. Additionally, experimental tests using the optimization controller showed similar efficiency improvements compared to the baseline controller from the simulation results.

While our average power assumption was sufficient for the mission considered in this chapter, other missions may require a model allowing varying levels of power demand over the entire mission. This would allow missions that involve different modes of operation (periods of travel interrupted by periods of silent watching, for example) or different terrains that require different power demands (uphill vs. downhill, for example). We plan to analyze the performance of this method in missions with different durations and power demands. Additionally, the cost function can be expanded to include a desired state bounds both during and at the end of the mission. Future work is also required to incorporate fuel levels and tradeoffs between fuel consumed and ending state of charge.
CHAPTER 6

Modeling and Control of a Slipping UGV

Unmanned ground vehicles (UGVs) operate in many different, unstructured environments. They are widely used inside buildings, on hard road surfaces, as well as on softer off-road surfaces. Some environments are easy for the UGVs to traverse, asphalt roads for example, while some terrains pose significant hazards, such as frozen lakes, sand dunes, and slippery hillsides. In addition, UGVs can suffer from non-catastrophic failures that limit mobility and operation, such as manipulator arm failure [4]. Since many UGV operations take place where humans cannot safely and easily reach, simple failures can become catastrophic without ways to address the failures.

When operating in slippery conditions, large motor torques and turns at high velocity can introduce excessive wheel slip. Since longitudinal slip reduces the lateral friction (see [58] for a discussion of this topic), this slip can reduce maneuverability for the UGV. Also, the slipping UGV can execute a longer path, possibly colliding with obstacles the operator is trying to avoid.

This chapter presents two different controllers to limit wheel slip. First, we develop a dynamic model of a UGV with longitudinal and lateral wheel slip. This model is used in the development of two control schemes: a Supervisory Traction Controller based on trajectory planning and a sliding mode controller based on similar techniques for automobiles. The Supervisory Traction Controller is a switching controller that plans a trajectory to follow when excessive wheel slip is introduced using an optimization framework. This switching controller and the optimization cost function comprise Innovation 4. The sliding mode controller only considers longitudinal wheel slip, similar to automotive applications. If significant lateral slip occurs, this controller is not able to control the wheel slip, leading to loss of control. In simulation, we compare these controllers and demonstrate the ability to prevent loss of control due to wheel slip (Contribution 5). In this chapter, we assume that the command inputs are velocity commands coming from either a human teleoperator or an autonomous controller. While we are interested in command tracking, the motivation for this research is to prevent catastrophic situations for UGVs.

Related work on wheel slip and control is presented in Section 2.6. The slipping UGV model is derived in Section 6.1. Section 6.2 presents the supervisory traction control algorithm, including
Section 6.3 derives the sliding mode controller for the slipping UGV. These two controllers are compared in Section 6.4 and conclusions are presented in Section 6.5.

6.1 Slipping UGV Model

For this research we consider a differentially-driven UGV, as shown in Figure 6.1. We use the following variables as states of the UGV, taken from [64]: $(x_c, y_c)$ denotes the position of the center of mass of the UGV in the plane, $\phi$ denotes the heading angle of the UGV, $\theta_{r,l}$ denote the rotational angles of the wheels, $\delta_{r,l}$ denote the total distances the wheels have slipped in the longitudinal direction, and $\zeta$ denotes the total distance the wheels have slipped in the lateral direction. We assume the wheels are rigidly connected and both have a lateral slip velocity of $\dot{\zeta}$. The UGV is actuated through motors attached to the wheels; the wheel torques are denoted $\tau_{r,l}$. Figure 6.1 also shows $(x_p, y_p)$, which is the center of mass of the platform, without the wheels.

We combine these UGV states into one state vector $q = [x_c, y_c, \phi, \theta_r, \theta_l, \delta_r, \delta_l, \zeta]^T$ and define the model input $u = [\tau_r, \tau_l]$. The ground friction forces are decomposed into $H_{r,l}$ and $K_{r,l}$, where $H$ is the force in the longitudinal direction and $K$ is in the lateral direction. The system parameters include the distance $\Delta$ from the center of mass of the platform to the center of mass of the UGV, the distance $d$ from the axle to the center of mass of the UGV, the distance $2b$ between the two wheels, the height $h$ of the center of mass of the UGV from the ground, and masses and inertias of the different bodies.
6.1.1 Dynamics

To derive the equations of motion, we use the Euler-Lagrange method. We model the UGV as three different rigid bodies: the platform and two wheels. Additionally we assume that the UGV is operating on flat ground. We can form the Lagrangian from the kinetic energy:

\[
L = \frac{1}{2} m_p (\dot{x}_c^2 + \dot{y}_c^2 + \Delta^2 \dot{\phi}^2) - 2\Delta \dot{\phi} (\dot{x}_c \sin \phi - \dot{y}_c \cos \phi) \\
+ \frac{1}{2} (I_p + 2I_m) \dot{\phi}^2 + \frac{1}{2} I_w \left( (r \dot{\theta}_l - \delta_l)^2 + (r \dot{\theta}_r - \delta_r)^2 \right) + \frac{1}{2} m_w \left( (r \dot{\theta}_l - \delta_l)^2 + (r \dot{\theta}_r - \delta_r)^2 + 2 \dot{\zeta}^2 \right). 
\]  

(6.1)

There are 6 different forces acting on the system: lateral and longitudinal friction at each wheel and motor torques acting on each wheel. Since the lateral slip is in the same direction for both wheels, the lateral friction forces add to one lateral force. We define the generalized forces as

\[
Q = \begin{bmatrix} 0 \\ 0 \\ 0 \\ \tau_r \\ \tau_l \\ -H_r \\ -H_l \\ K_r + K_l \end{bmatrix}^T. 
\]

(6.2)

Using the Euler-Lagrange method, we can write the system dynamics in the form \( M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q, \dot{q}) = B(q)u \). Since the wheel friction terms are dependent on the velocity and not model inputs, the friction terms are included in \( G(q, \dot{q}) \). In addition, we must take into account the state constraints at the wheel contact points. Under the assumption of no slipping, the constraints relate the wheel velocities \( \dot{\theta}_r, \dot{\theta}_l \) to the UGV platform velocities \((\dot{x}_c, \dot{y}_c, \dot{\phi})\). By introducing slip, we now formulate the constraints as:

\[
\dot{x}_c \cos \phi + \dot{y}_c \sin \phi + b \dot{\phi} = r \dot{\theta}_r - \delta_r 
\]

(6.3)

\[
\dot{x}_c \cos \phi + \dot{y}_c \sin \phi - b \dot{\phi} = r \dot{\theta}_l - \delta_l 
\]

(6.4)

\[
\dot{y}_c \cos \phi - \dot{x}_c \sin \phi - \dot{\phi} d = \dot{\zeta}.
\]

(6.5)

Equations (6.3) and (6.4) connect the longitudinal wheel slip with the motion of the UGV. Equation (6.5) couples the lateral wheel slip with the motion of the robot. The first two constraints can be combined and integrated to form the holonomic constraint that couples the relative motion of the wheels to the change in heading of the UGV:

\[
2b \dot{\phi} - r(\theta_r - \theta_l) + \delta_r - \delta_l = C_1
\]

(6.6)

We can combine the constraints into one equation \( A(q) \ddot{q} = a(q) \). Using the method of [65], we create a vector of generalized velocities \( \nu \) and create the state vector \( x = [q, \nu]^T \). The dynamics of this system are:
\[ \dot{x} = \left[ \begin{array}{c} S\nu + \eta \\ -(S^TMS)^{-1}(S^TM\gamma + S^TC\dot{q} + S^TG) \\ 0 \\ (S^TMS)^{-1}S^TB \end{array} \right] u \]  

(6.7)

where \( \eta(q) \) is a particular solution for the constraint equation \( A(q)\dot{q} = a(q) \), \( S(q) \) is a matrix whose columns span the null space of \( A(q) \), and \( \gamma = \dot{S}(q)\nu + \dot{\nu}(q) \).

### 6.1.2 Traction Model

The values of \( H_{r,l} \) and \( K_{r,l} \), the wheel friction forces, are calculated using the method outlined in [58]. The derivations for the right and left wheels are identical and the subscripts are dropped except where needed. This method assumes a pneumatic tire. The frictional force is a function of both the lateral (\( s_L \)) and longitudinal (\( s_S \)) wheel slip ratios [58]. To define the slip ratio, we first introduce the radial velocity of the wheel \( v_R \) and the inertial velocity of the wheel \( v_W \). The radial velocity is based on how fast the wheel is spinning and is written as \( v_R = r\dot{\theta} \). The inertial velocity is how fast the wheel is actually moving based on the velocity of the UGV platform and is written as \( v_W = \sqrt{\dot{\xi}^2 + (r\dot{\theta} - \dot{\delta})^2} \). We also define the side slip angle as \( \alpha = \tan \left( \frac{\dot{\xi}}{r\dot{\theta} - \dot{\delta}} \right) \).

These equations convert the body-centric velocities to the velocity at each of the wheel-ground interaction points, allowing us to write the slip ratio for each wheel as:

\[
\begin{align*}
    s_L &= \begin{cases} 
        \frac{v_R \cos \alpha - v_W}{v_W}, & v_R \cos \alpha \leq v_W \\
        \frac{v_R \cos \alpha - v_W}{v_R \cos \alpha}, & v_R \cos \alpha > v_W 
    \end{cases} \\
    s_S &= \begin{cases} 
        \frac{v_R \sin \alpha}{v_W}, & v_R \cos \alpha \leq v_W \\
        \tan \alpha, & v_R \cos \alpha > v_W 
    \end{cases}
\end{align*}
\]

(6.8) (6.9)

The coefficient of friction \( \mu \) is found using Burckhardt’s formula as a function of the slip ratio, using values for different surfaces (see [58]). Figure 6.2 shows the friction curve for a wheel on asphalt. In this chapter, we will assume that the friction parameters are known. The main goal of traction control algorithms is to keep the wheel slip in the acceptable region. The values \( s_{1}^* \) and \( s_{2}^* \) denote the maximum and minimum wheel slip that produce the largest tractive forces. Moving out of this range leads to less traction and possible loss of control of the vehicle.
The lateral and longitudinal forces are converted to the body frame as \( H \) and \( K \). Since the friction also depends on the normal force \( N \) at the point of contact, we derive

\[
N_l = \frac{mg \left( 1 + \frac{h}{b} \mu_{K_l} \right)}{2 + \frac{h}{b} (\mu_{K_r} - \mu_{K_i})}, \tag{6.10}
\]

\[
N_r = \frac{mg \left( 1 - \frac{h}{b} \mu_{K_l} \right)}{2 + \frac{h}{b} (\mu_{K_r} - \mu_{K_i})}, \tag{6.11}
\]

where \( \mu_{K_{r,l}} \) is the coefficient of friction in the lateral direction for each wheel. The complete UGV model is coded up as a series of MATLAB functions to provide a simulation platform for a slipping UGV.

### 6.2 Supervisory Traction Control

To control both lateral and longitudinal wheel slip, we present the Supervisory Traction Controller. This controller is a switching controller that identifies situations where the UGV is or will be slipping. When wheel slip is detected, the controller switches from the nominal PID controller to a trajectory planning mode. The trajectory is planned using the slipping UGV model and is based on an optimization problem, combining wheel slip, commanded velocities, and a desired position derived from the commands.

We include the position in our controller, even though the commands are velocities, because fundamentally, all ground robot control is focused on positioning the robot; the position control loop is either handled in by a human (in teleoperation mode) or by an autonomous planner. This
supervisory traction controller will improve the velocity following by adding a sense of position, reducing disturbances to higher controllers.

While we are taking UGV position into account while planning the trajectory, we only address the stability of the system with regard to velocity tracking and leave position tracking to higher level controllers. This controller will limit position errors caused by slipping, but will not track a path.

### 6.2.1 Switching Criteria

We define the following switching criteria to enter the trajectory planning mode:

- Lateral slip velocity $\dot{\zeta}$ exceeds some threshold: $|\dot{\zeta}| > \dot{\zeta}_{max}$
- Longitudinal slip velocity $\dot{\delta}$ exceeds some threshold: $|\dot{\delta}_{r,l}| > \dot{\delta}_{max}$
- Control input would exceed the ground reaction force: $|u_{r,l}| > \mu_{max}N_{r,l}$

When operating in PID mode, if any of these criteria are met, the controller switches to the trajectory planning mode. A full trajectory is planned and executed, then the switching criteria are reevaluated. If any of the criteria for slip are still met, the controller plans another trajectory. The controller returns to PID mode when the switching criteria are not met. Algorithm 6.1 shows the calculation of the control input.

Currently, while the controller is in trajectory planning mode, it ignores changes in the commanded velocities. When a new trajectory is planned, the controller uses the current velocity commands. Future work is required to determine when to replan the trajectory due to changes in commands.
Algorithm 6.1 Supervisory Traction Controller

\( k = 0 \)

while \( k \geq 0 \) do

Read states \( x \)

Define \( e = [v_d, \omega_d] - [v, \omega] \)

if None of the Switching conditions from Section 6.2.1 are met then

Calculate PID command

\[ v = K_pe + K_D \dot{e} + K_I \int_{t_0}^{t_k} e \, dt \]

\[ u = [v_1 + v_2; v_1 - v_2] \]

(Convert from velocity to motor commands)

Apply input \( u \)

\( k = k + 1 \)

else Trajectory Planning Mode

Choose \( t_f \) and \((x_f, y_f)\)

Plan trajectory based on cost function (6.12)

Determine inputs \( u_k \) to \( u_{k+t_f} \)

for \( i = k \rightarrow k + t_f \) do

Apply input \( u_i \)

end for

\( k = k + t_f \)

end if

end while

6.2.2 Trajectory Planning

The planned trajectory must be feasible as well as limiting slip, converging to the velocity commands and limiting distance errors to the forecasted desired position \((x_d, y_d)\) described below. This trajectory is planned over a designated time range \([t_0, t_f]\), with the time \( t_f \) defined below. We use the following cost function to penalize slip over the entire trajectory and errors in position \((x_f, y_f)\), heading \( \phi_f \) and velocity \((v_f, \omega_f)\) at \( t = t_f \) from the corresponding desired values:

\[
J = K_\phi(\phi_f - \phi_d)^2 + K_d [(x_f - x_d)^2 + (y_f - y_d)^2] \\
+ K_v(v_f - v_d)^2 + K_\omega(\omega_f - \omega_d)^2 + \int_{t_0}^{t_f} \nu^T P \nu \, dt
\]  

(6.12)

We can formulate \( P \) as \( S^T \tilde{P} S \), where \( \tilde{P} \) is a diagonal matrix that penalizes the slip states \( \dot{\delta}_{v,l} \) and \( \dot{\zeta} \).

Using this cost function, we can find an optimal trajectory that the UGV can traverse. We solve this optimization problem using the \texttt{fmincon} function from \textsc{Matlab}, a numerical optimization technique.
In order to use this cost function, we need to determine the desired final position \((x_d, y_d)\), heading \(\phi_d\) and \(t_f\). The final position is based on the commanded velocities by creating a circular arc originating from the starting location with the radius of the circle equal to \(r = v_d/\omega_d\). The length of the arc is proportional to the error in velocity; larger velocity errors will have larger arcs. A length \(L\) is calculated as follows:

\[
L_0 = \max(e_v^0 P_v, e_\omega^0 P_\omega r) \\
L = \min(L_0, L_{max}, \Psi_{max} r)
\]

where \(e_v^0 = v_0 - v_d\) and \(e_\omega^0 = \omega_0 - \omega_d\), \(v_0\) and \(\omega_0\) are the initial velocities, \(P_v\) and \(P_\omega\) are constants, and \(\Psi_{max}\) is the maximum angle of the arc. To determine the final time \(t_f\), we calculate the nominal time \(t_n = L/v_d\) to traverse the arc; \(t_f\) is calculated as

\[
t_f = \left(\frac{L^2}{P_t} + 1\right) t_n.
\]

where \(P_t\) is a surface-specific gain. This equation for \(t_f\) was determined by trial and error; linear or constant multipliers required more iterations of trajectory planning.

**6.2.3 Stability Analysis**

For the trajectory planning mode to be useful, the UGV needs to track the desired velocities, even when the controller stays in the trajectory planning mode for several iterations. To guarantee that the velocity errors are bounded, we argue that, with sufficiently large \(K_v\) and \(K_\omega\), the weighted norm of the velocity errors \(||e|| = K_v e_v^2 + K_\omega e_\omega^2 \leq ||e_s||\), where \(||e_s||\) is the norm at the beginning of the trajectory, \(e_v = v_f - v_d\), and \(e_\omega = \omega_f - \omega_d\). We first look at a simpler cost function by setting \(K_d = K_\phi = 0\).

First, choose an input \(u = u_0\) to the system (6.7) such that \(||e_0|| = ||e_s||\). Such a trajectory can be constructed through a linearization of the the input-output system of \(u\) to \([e_v, e_\omega]\). The relative degree of this system is two and a full-state feedback can be designed by nonlinear analysis to match the goal condition. The input will not saturate because the only external force acting on the UGV is friction, which can only dissipate energy from the system. If the energy dissipated by friction would cause \(u\) to saturate, then the UGV would not be slipping and the controller would remain in PID mode. We can calculate \(J_0 = ||e_0|| + \int v_0^T C v_0\ dt\). Since velocity errors are the same at \(t_0\) and \(t_f\), we can calculate \(||e_s||\).

Next, suppose there is a different \(u\) such that \(\int v^T C v\ dt < \int v_0^T C v_0\ dt\). If we increase \(K_v\) and \(K_\omega\) sufficiently, any possible increase in \(||e||\) will more than off set the decrease in \(\int v^T C v\ dt\), making \(J > J_0\). Thus, this trajectory cannot be optimal. Conversely, if there is another \(u\) such that
\[ \int v^T C v \, dt > \int v_0^T C v_0 \, dt \] and \( e_v \) or \( e_\omega \) decreases over the interval, by increasing \( K_v \) or \( K_\omega \), this trajectory will have a smaller \( J \).

The optimal input will be either \( u_0 \) or some \( u \) such that \( ||e|| < ||e_0|| \). Creating a series of these trajectories one after another will be stable in the sense that \( ||e|| \) will not increase and, if there exists a control that decreases \( ||e|| \), with sufficiently large \( K_v \) and \( K_\omega \), \( ||e|| \) will tend to 0.

For the original cost function (6.12), a similar analysis holds. Instead of only \( \int v^T C v \, dt \) being able to decrease, the terms \( K_\phi (\theta_f - \theta_d)^2 \) and \( K_d [(x_f - x_d)^2 + (y_f - y_d)^2] \) can also decrease. We can make a similar argument that sufficiently large \( K_v \) and \( K_\omega \) will result in \( ||e|| \leq ||e_0|| \). The limiting values of \( K_v \) and \( K_\omega \) will depend on the current friction values as well as \( t_f \). We found that decreasing the values of \( t_f \) caused the velocity to converge to the commands faster.

### 6.2.4 Robustness Analysis

The trajectory planning and the switching criteria depend on knowing the friction coefficient at the current position. In a simulation environment, we know the parameters exactly. In a physical setting, the friction coefficient needs to be estimated (see [70] for an example). Underestimating the friction coefficient will cause the trajectory planning mode to be entered when the UGV could actually execute the commanded torques without slipping. From Section 6.2.1, if \( \mu_{est} < \mu_{max} \), a smaller torque will satisfy the switching condition. While the resulting trajectory would underestimate the mobility of the UGV and limit the performance, the trajectory would be feasible and the UGV could operate.

Overestimating the friction coefficient would delay triggering the switching conditions until the slip exceeds the threshold. Additionally, the planned trajectory would exceed the UGV’s capabilities and would introduce more slip, which is what the controller is attempting to prevent. Therefore, when estimating the friction coefficient in a physical system, it is imperative to not overestimate the friction coefficient.

### 6.3 Sliding Mode Traction Control

Sliding mode traction control systems have been proposed for automotive applications [66–68]. There are several advantages to using sliding mode: the controller is robust to disturbances and can converge to a stable mode of the system in finite time [104]. Since the wheel-tire dynamics can vary widely over different surfaces and the dynamics of the system are very fast, these advantages of sliding mode controller make them attractive to control wheel slip.

There are several differences between the automotive applications in [66–68] and the UGV setting studied in this chapter. First, the command in an automobile is a torque input from the driver...
(brake pressure or engine power output). The controller augments this input to ensure traction. In the UGV setting, we are assuming velocity inputs; to bridge this gap, we introduce a PID controller to generate the nominal torque inputs; the sliding mode controller augments this command to ensure traction. Figure 6.4 shows the block diagram for the sliding mode controller to regulate the UGV velocity. For the following derivations, each wheel is treated independently and the subscripts \( r \) and \( l \) have been omitted. The derivations apply to both wheels.

To formulate the sliding mode controller, we need to define a sliding surface and dynamic equations for the sliding surface. In particular, since we are defining a traction and braking controller, we want to keep the longitudinal wheel slip \( s_L \) in a defined range. Figure 6.2 shows the acceptable region for \( s_L \). To simplify the derivation of the sliding mode controller, we will assume that the lateral wheel slip is approximately zero. This follows the assumptions of the automotive traction control literature by only looking at longitudinal slip. Using this simplification, we can write

\[
s_L \approx \tilde{s}_L = \frac{\hat{\delta}}{\max(|r\dot{\theta}|, |r\dot{\theta} - \hat{\delta}|)}.
\]  

where \( \tilde{s}_L \) is the longitudinal wheel slip without any lateral slip. Following the method presented in [68], we define two sliding surfaces \( L_1 \) and \( L_2 \) to mark the edge of this region:

\[
L_1 = s_L - s_1^* = 0 \\
L_2 = s_L - s_2^* = 0
\]  

When \( L_1 < 0 \) and \( L_2 > 0 \), no extra control action needs to be taken to prevent wheel slip. When wheel slip exceeds the thresholds for maximum traction, the input is chosen to enforce \( \dot{L}_1 < 0 \) when \( L_1 > 0 \) and \( \dot{L}_2 > 0 \) when \( L_2 < 0 \).

To find \( \dot{s}_L \), we have to consider forward and backwards motion of the wheel in addition to traction and braking cases. The traction case corresponds to acceleration and the braking corre-
sponds to deceleration. Mathematically, these cases are based on the state derivative $\dot{\theta}$ and $\dot{\delta}$ and are written as follows:

1. Forward traction: $r\dot{\theta} \geq 0$ and $|r\dot{\theta}| \geq |r\dot{\theta} - \dot{\delta}|$

2. Backward traction: $r\dot{\theta} < 0$ and $|r\dot{\theta}| \geq |r\dot{\theta} - \dot{\delta}|$

3. Forward braking: $r\dot{\theta} - \dot{\delta} \geq 0$ and $|r\dot{\theta} - \dot{\delta}| > r\dot{\theta}$

4. Backward braking: $r\dot{\theta} - \dot{\delta} < 0$ and $|r\dot{\theta} - \dot{\delta}| > r\dot{\theta}$

For each of the four cases, we can derive $\dot{s}_L = f_i(s) + b_i(s)u$. For the forward traction case ($i = 1$, $s_L = \frac{\dot{\delta}}{r\dot{\theta}}$), we get

$$\dot{s}_L = \frac{(r\dot{s}_LS_\theta - S_\delta)(S^TMS)^{-1}(S^TM_\gamma + S^TC\dot{q} + S^TG)}{r\dot{\theta}} - \frac{(r\dot{s}_LS_\theta - S_\delta)(S^TMS)^{-1}STB}{r\dot{\theta}}u$$

(6.17)

$S_\theta$ and $S_\delta$ denote the rows of the matrix $S$, defined in Section 6.1, corresponding to $\theta$ and $\delta$. Similar equations exist for the other cases $i = 2, 3, 4$. The constraint $L_1 > 0$ is possible only in the forward-traction and backward-braking cases; surface $L_2 < 0$ is only possible in the other cases.

Having found $\dot{L}_1 = \dot{L}_2 = \dot{s}_L$, we can choose the input $u$ to converge to the sliding surfaces in finite time. By choosing $u = -b_i^{-1}(v + f_i)$, with $i$ determined by the conditions listed above for the traction and braking cases, and $v$ chosen as

$$v = \begin{cases} 
  k & L_1 > 0 \\
  -k & L_2 < 0 
\end{cases}$$

wheel slip can be contained in the region $s_2^* \leq s_L \leq s_1^*$. By substituting $u$ back into equation (6.17), we can verify that $\dot{L}_1 = -k$ when $L_1 > 0$ and $\dot{L}_2 = k$ when $L_2 < 0$. By the theory of sliding mode control, the system will converge to the sliding surfaces in finite time, keeping the wheel slip in the desired region [104]. In addition, if $L_1 \geq 0$ and the nominal user input $u_n < u$, the user is commanding a smaller input than is required to prevent excessive wheel slip. As such, the user command takes precedence and $u = u_n$. Similar assignment is made if $L_2 \leq 0$ and $u_n > u$.

Chattering is one drawback of sliding mode control, caused by the discrete switching of the control input at the sliding surface. Using the method described in [66], a region of width $\psi$ is defined around the sliding surface. The input $v$ is changed as follows to maintain convergence while
Table 6.1: Simulation parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>mass</th>
<th>wheel radius</th>
<th>b</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>14 kg</td>
<td>.3 m</td>
<td>.3 m</td>
<td>.25 m</td>
</tr>
<tr>
<td>Parameter</td>
<td>$K_P$</td>
<td>$K_I$</td>
<td>$K_D$</td>
<td>$u_{max}$</td>
</tr>
<tr>
<td>Value</td>
<td>$[8, 5]^T$</td>
<td>0</td>
<td>0</td>
<td>150 Nm</td>
</tr>
<tr>
<td>Parameter</td>
<td>$K_V$</td>
<td>$K_\omega$</td>
<td>$K_d$</td>
<td>$K_\phi$</td>
</tr>
<tr>
<td>Value</td>
<td>8/30$^1$</td>
<td>8/20$^1$</td>
<td>100/12.5$^1$</td>
<td>10/60$^1$</td>
</tr>
</tbody>
</table>

| Parameter | $\bar{P}$ |
| Value     | diag([0, 0, 0, 0, 0, 40, 40, 65]) |

$^1$ These values used for large decelerations in angular velocity

avoiding the discrete change in input:

$$v = \begin{cases} 
  k & S_1 > \phi \\
  \frac{a S_1}{\psi} + b \int_0^t S_1 H(S_1)dt & \psi > S_1 > 0 \\
  \frac{a S_2}{\psi} + b \int_0^t S_2 H(S_2)dt & 0 > S_2 > \psi \\
  -k & S_2 < \psi 
\end{cases}$$

In this equation, $H(\cdot)$ is the unit step function. Within the region around the sliding surface, the control input takes the form of a PID controller. Note that because $\phi$ is chosen to be small, the gains for this PID controller are large.

### 6.4 Simulation Results

For the simulation, we used the parameters of a wheeled robot similar in size to an iRobot Packbot (See Table 6.1 for values), with friction parameters for running on snow [58]. We compare four different tests: longitudinal acceleration, circular trajectory, deceleration into turn, and acceleration out of turn. In all cases, we test the Supervisory Traction Controller of Section 6.2 and the sliding mode controller described in Section 6.3. Additionally, in the circular test, we compare a test with no traction control.

While the longitudinal test is similar to a scenario that would be encountered on an automotive system [66, 68], the other tests demonstrate the high maneuverability of ground robotic systems. In particular, UGVs can make small-radius turns, even turning in place. We consider the other test cases to demonstrate that limiting wheel slip for turns at higher speeds requires controlling both lateral and longitudinal wheel slip.
6.4.1 Longitudinal Acceleration

The first test compares the sliding mode controller and the supervisory traction controller in a straight-line acceleration test. The UGV is commanded to drive at a constant desired velocity of $[v_d, \omega_d] = [4 \text{ m/s}, 0 \text{ rad/s}]$ on snow. Initially, both wheels are slipping at 0.045 m/s and the UGV is stationary. This is very similar to applications for automobiles and we expect the sliding mode controller to work very well in this case. Figure 6.5 compares the velocity over time for this case. The dashed vertical lines show when traction controllers are no longer needed to prevent wheel slip in the respective cases: the Supervisory Traction Controller reenters the PID mode at $t = 2.2$ seconds and the sliding mode controller stops augmenting the PID commands to control slip at $t = 2$ seconds. In both cases, the UGV is traveling at 3.7 m/s. In this test the Supervisory Traction Controller takes 10% longer to reach this velocity, compared to the sliding mode controller.

Due to the initial conditions, with the UGV stationary and the wheels slightly turning, $s_L = 1$ at the beginning of the scenario. As shown in Figure 6.6, both controllers are able regulate the wheel slip to the desired range of slip values. For the snow conditions used in this simulation, $s_1^* = 0.06$. The sliding mode controller is able to find the wheel slip with the largest acceleration. Since the UGV is traveling straight, there is no side slip introduced and the approximation for longitudinal wheel slip is exact. While the lookahead parameters of the Supervisory Traction Controller could
be adjusted so that the performance of the two controllers matched each other, these parameters
would be terrain dependent. The sliding mode controller would operate well in all terrains without
needing to tune parameters.

6.4.2 Circular Trajectory

In this scenario, the UGV is commanded to drive at a constant desired velocity of \([v_d, \omega_d] = [2 \text{ m/s, } \pi/3 \text{ rad/s}]\) on snow. Initially, both wheels are slipping \(\dot{\delta}_{r,l} = 0.045 \text{ m/s}\) and the UGV is stationary. Figure 6.7 compares the sliding mode controller, the Supervisory Traction Controller, and a baseline without traction control and shows the \(x - y\) trajectory for each controller. Without traction control, the UGV loses traction and starts to slide on the surface. Using the sliding mode controller, the UGV completes a circle with moderate displacement away from the desired path from the user input. Using the supervisory traction controller, a circular trajectory is completed near the origin. While the initial slipping was within the switching limits, the initial torques calculated by the PID controller would have exceeded the ground reaction forces and the trajectory planning mode was activated.

If the UGV exactly follows the commanded velocity from the beginning of the simulation, it
would complete a circular path that returns to the origin. While the commanded velocity is reached
with both controllers, the Supervisory Traction Controller regulates the path of the UGV to follow
more closely this inferred path from the user commands. The PID controller in the sliding mode
control architecture could be tuned to give a similar response to the traction controller. However,
to make the sliding mode controller robust to different surfaces, distinct tunings would be needed
for every surface.

In both the Supervisory Traction Controller and the sliding mode controller, the wheel slip
is limited and the UGV maintains good control with the ground. For the Supervisory Traction
Controller, this is a direct consequence of the controller design; both lateral and longitudinal slip are considered in the optimization step. For the sliding mode controller, the amount of side slip is limited and does not introduce errors in the wheel slip equations.

### 6.4.3 Combined Acceleration and Turning

Here we consider two different velocity commands. In the first case, called *deceleration into turn*, the commanded velocity is $[v_d, \omega_d] = [1, 1]$ and the UGV is initially traveling straight forward at 4 m/s with no wheel slip. In the second case, called *acceleration out of turn*, the command and the initial conditions are reversed; the UGV is commanded to travel straight forward at 4 m/s and is initially traveling at 1 m/s and turning at 1 rad/s. Figure 6.8 compares the forward velocity and angular velocity for these different cases.

For the deceleration into turn test, both controllers are able to regulate the velocities to the commanded values in fairly similar manners. The Supervisory Traction Controller decelerates faster before beginning the turn, but the two controllers take about the same amount of time to meet the commands. In the acceleration out of turn test, only the Supervisory Traction Controller is able to drive the UGV to meet the command. The sliding mode controller initially accelerates the UGV while still turning, causing the lateral wheel slip to become significant and resulting in loss of control of the vehicle. Figure 6.9 shows the lateral wheel slip becoming significant for both wheels, which causes the sliding mode controller to not be able to control longitudinal wheel slip.

In comparing these two situations, we see that only the Supervisory Traction Controller is able to complete both operations without introducing significant lateral wheel slip. This is accomplished...
by penalizing both longitudinal and lateral wheel slip in the optimization. With sufficiently large slip penalties in the cost function, the UGV could even take infeasible commands and find the best UGV performance without losing control. The sliding mode controller, however, has to have additional logic to prevent lateral wheel slip. In the case presented here, the PID could be retuned to prevent loss of control on the deceleration case; however, that returning does effect the response for the deceleration into turn case, resulting in lateral slip in that case as well. While the sliding mode controller is easier to implement on an actual UGV, an additional controller needs to be designed to prevent lateral slip.

6.5 Contributions

This chapter developed a dynamic model for a slipping UGV, using the Lagrangian approach. Using this model, we presented two controllers. The Supervisory Traction Controller is proposed which switches from a PID law to a trajectory planning mode when excessive wheel slip is or will be encountered. In this trajectory planning mode, we trade off commanded velocity and the desired position based on velocity commands using a novel cost function for optimization (Innovation 4). A sliding mode controller, similar to controllers used in automotive applications, is derived using the equations of motion for the slipping UGV. These two controllers are compared in simulation on snow. In some cases, the controllers operate comparably, while in other cases, the sliding mode controller is unable to compensate for the lateral slip of the vehicle and is unable to control the system. The slipping UGV model and these two controllers constitute Contribution 5 of this dissertation. The sliding mode controller, while easier to implement in a physical system, requires
additional logic to prevent lateral slip. The Supervisory Traction Controller limits both lateral and longitudinal slip, but the trajectory planning step requires additional work to be feasible in a physical system.

In future work, we plan on implementing this controller on a physical system. To model slopes and other terrain features, a gravity vector will be added to the model. In addition, we can design a path planner that utilizes the predicted location information provided by the supervisory traction controller. For the sliding mode controller, we can look into a more complex controller to translate the velocity commands into torque commands. This controller would be responsible for limiting lateral wheel slip, allowing the sliding mode controller to operate as designed to control longitudinal wheel slip.

With the Supervisory Traction Controller designed as a switching controller, additional modules can be added to deal with different situations. For example, if the UGV becomes immobilized due to the wheels digging into the ground, a different controller can be activated that will try different techniques to extricate the UGV from the situation. Other controllers for different mobility faults, such as motor or track failure, can also be designed.
CHAPTER 7

Conclusions and Future Work

7.1 Conclusions

In this dissertation, we discussed three control methods that increase the operational capacity of unmanned ground vehicles (UGVs). The first two methods increase the energy efficiency of the UGVs, allowing for longer missions for a given onboard energy storage. The third method focuses on preventing loss of traction and maintaining maneuverability of the UGV. These methods can be integrated together to form a more robust overall system for planning and regulating energy and mobility systems.

7.1.1 Energy Characterization Contributions

Understanding energy use is important for being able to plan energy efficient operation of the robot. In Chapter 3, we presented a methodology for characterizing energy usage for a mobile ground robot. No such standardized methodology existed previously. This methodology entails running the robot in a straight line or rounded box path at different speeds and on different terrains. From these tests, we record the energy used per distance traveled and the electrical-to-mechanical efficiency. This data can be used to produce more efficient path plans and better estimate remaining transversal range.

We demonstrated this methodology on an iRobot Packbot. We conducted tests at five different velocities on asphalt and soft grass terrains. We found that the robot required less energy when traveling on asphalt than on soft grass. On the soft grass, the energy requirements decreased with increasing speed, while the same trend was not present on asphalt. The electrical-to-mechanical efficiency increased with speed up to the maximum speed allowed by the Packbot, but did not depend on the terrain. Additionally, we ran both rounded box and straight-line tests for a hard grass terrain and found similar results to the asphalt tests over multiple traversal speeds.
7.1.2 Area Coverage Contributions

Using this energy usage characterization, we extended existing path planning techniques for an area coverage mission, adding a trajectory generation step that optimizes the path and traversal speeds over the coverage path. First, we use the Boustrophedon Decomposition path planning method to find a set of waypoints and an obstacle free path that would cover the region. We then used an optimal control framework to plan a trajectory that would follow the path, trading off coverage mission time for energy usage. Augmentation of coverage planning with an energy and time-aware optimization represents an innovation of this dissertation.

By varying the values of the gains in the cost function, we are able to quantify tradeoffs between the area covered, force inputs, and most efficient motor operation. This is demonstrated in three different cases: motor efficiency excluded from cost function, motor efficiency peak at the maximum velocity, and motor efficiency peak below the maximum velocity. Simulation results indicated that up to 25% of the energy required could be saved by lengthening the time required to travel the coverage path distance in the case where motor efficiency peaks below the maximum velocity of the UGV. We also introduced a moving turn modification to the coverage trajectory that reduced the time and energy required to traverse the coverage path.

7.1.3 Hybrid Power Modeling Contributions

To integrate multiple power sources on a UGV, we presented a novel hybrid modeling framework for managing multiple power sources on a small ground robot. This framework combines hybrid models with continuous and discrete dynamics of each component to model the complete power system. By assuming that power use over the mission can be approximated by the average power draw, a simplified model is used for optimization. The specification framework and model simplification contributions of this ware also represent innovations.

Using the optimization algorithm, we schedule operation for a battery/fuel cell hybrid power source. Comparison to a simple, state-of-charge-limit controller is conducted showing that the optimal trajectory is able to complete the mission with greater energy reserves remaining in all test cases. The framework is also extended to model battery temperature during operation. The system is constrained to remain within safe operating temperatures and, through including temperature penalties in the optimization cost function, tradeoffs between energy loss and operation at high temperature are explored. The development of the battery/fuel cell power system model and the accompanying simulation results represents a contribution of this dissertation.

These simulation results were extended by validating the proposed framework in a hardware-in-the-loop experimental setting. Battery performance under constant and variable power demands showed little difference, validating the averaging assumption used in the simplification process.
Implementing the optimization controller in the hardware system yielded the same 5% decrease in energy usage compared to the baseline controller, as reported in simulation. This suite of hardware-in-the-loop validation experiments represents another contribution of this work to the UGV power systems community.

7.1.4 Slipping UGV Contributions

To prevent loss of traction, we presented two different control algorithms to control wheel slip. These controllers are based on a dynamic model for a slipping UGV, derived using the Lagrangian approach. The Supervisory Traction Controller is proposed which switches from a PID law to a trajectory planning mode when excessive wheel slip is or will be encountered. In this trajectory planning mode, we trade off commanded velocity and the desired position based on velocity commands using a novel cost function for optimization. The switching control structure for slip control with associated optimization cost function represent an innovation of this work. A sliding mode controller, similar to controllers used in automotive applications, is derived using the equations of motion for a slipping UGV. This controller is the baseline comparison for the Supervisory Traction Control algorithm.

These two controllers are compared in simulation on snow. In some cases, the controllers operate comparably, while in other cases, the sliding mode controller is unable to compensate for the lateral slip of the vehicle and is unable to control the system. The slipping UGV model and these two controllers constitute a contribution of this dissertation.

7.2 Future Work

The contributions and innovations of this dissertation are only the beginning for improving reliability and expanding the operational capacity for autonomous and teleoperated UGVs. There are many other topics that need to be addressed before autonomous UGVs become consistent fixtures in our lives. Faults and failures will certainly occur. As humans, we can reason and find ways to compensate for these faults. UGVs need to have similar reasoning capabilities. For example, if a UGV starts to slip and digs itself into the terrain, the UGV needs to find maneuvers to enable an escape. Humans regularly perform these tasks for cars and other machinery that become stranded or stuck.

Area coverage planning in this work still depends on an initial path planning stage to form the basic coverage path. We are only able to introduce one small improvement on the path through a moving turn in addition to selecting traversal speeds. There are many different ways that the path could changed to increase energy efficiency; limiting the number of turns, planning paths with
gentle turns, and prioritizing areas to cover the largest contiguous areas first. Additional analytical and experiment experimental work is needed to compare actual energy usage for the coverage mission for the different tradeoffs discussed in Chapter 4.

Hybrid power sources for UGVs are still very limited. The framework presented here is one of the first attempts to control power sources scaled for small UGVs. There are still many ways that this framework can be expanded. Here, we only consider missions with similar power demands throughout the entire mission. Other missions have regions with dissimilar power demands, such as a persistent stare mission, and the framework can be easily extended to these types of missions. Additional power sources can be added to the framework, giving more control options for the optimization algorithm.

While the methods in this dissertation work well for the battery/fuel cell system, the limitations of the fuel cell motivated many of the assumptions and simplifications used in this dissertation. As new technologies for powering UGVs emerge, they will pose new and different challenges. Some systems will conform well to the optimization presented in Chapter 5 while others will require new approaches if averaging assumptions do not reflect the actual operation of the devices. To understand where this framework is most applicable, systems with more continuous inputs need to be studied to see how closely these approximations represent actual system performance. Other possibilities include controlling a subset of the power sources, such as a battery and ultracapacitor, using higher fidelity models, then adding the controlled system as a power component in the overall power management framework. All of these techniques add promise to greatly increase UGV range and mission life.

For UGV wheel slip, future work includes validation of the slipping UGV model used to derive the control algorithms. This involves instrumenting a robot to acquire accurate ground velocity measurements in order to calculate wheel slip. This platform can also be used to implement the proposed controllers. Currently, the optimization step of the Supervisory Traction Controller takes an infeasible amount of time to run. In order to implement this controller, a look up table of planned trajectories is required to achieve real-time performance. For the sliding mode controller, a more complex intermediate controller is required to account for lateral wheel slip. This controller would prevent high-speed turns that would introduce lateral slip and allow the sliding mode controller to maintain wheel traction.

One major enhancement to this work would be the real time updates for trajectory and power planning. Currently, these algorithms create a plan for an entire mission. In reality, during operation of the system, new information is acquired, prompting the need for plan updates as performance or the mission deviates from average or nominal trends. This requires developing online versions of these algorithms capable of incorporating this new information into plan updates. This
also includes replanning the desired mission plan, e.g., coverage path, if, for instance, the online feedback shows that the energy stores are insufficient for the current plan.

With continued research, autonomous ground robots will continue to advance and develop. The topics discussed in this dissertation address a few of the current challenges that limit the operation capacity; expanding this ideas of energy and mobility management will lead to platforms with longer mission duration and more reliable operation on slick and dangerous surfaces. This will allow human operators to exploit capable autonomous systems for dull, dirty and dangerous tasks, saving and enriching human lives.
APPENDIX A

Lead-Acid Battery Model

This Appendix presents the experimental tests used to create the lead-acid battery model discussed in Section 5.2.1. This model was created by tuning the lead-acid battery model presented in [102] to our battery pack. There are two main steps to finding the battery model: finding the open circuit voltage (OCV) as a function of state of charge and fitting the resistance/capacitance values to match battery performance. A full discussion of these tests is presented in [105].

A.1 Pulse-Relaxation tests

To find the OCV, we use a pulse-relaxation test. The battery was initially charged and then a constant current was drawn from the battery for a set time. The SOC is computed by integrating the current draw. The battery is allowed to rest for a period of time while the voltage rebounds. The OCV is measured once the voltage has stabilized and the process is repeated. Figure A.1 shows the voltage and current profiles for one such test. From this test, the resulting OCV data is shown in Figure A.2.

Figure A.1: Example pulse-relaxation test
A.2 Battery model

The OCV-R-RC battery model from [102] presumes an OCV source in series with a resistor and an RC circuit. With the OCV known, the other parameters of the model must be found. The primary resistance $R$ is parameterized by SOC $s$ as $R = as^2 + bs + c$. The RC circuit parameters are assumed to be constant over all SOC values. The quality of our curve fit was determined by the squared difference between the simulated voltage and the measured voltage. Different parameters were found for charging and discharging.

A series of experiments were conducted to tune the battery parameters, including pulse-relax and discharge/charge tests. The parameters varied slightly between the different tests. Figures A.3 and A.4 compare the battery simulation and the experimental measurements for the discharge and charge profiles respectively. Model parameters were chosen by averaging the best fit parameters for the different test cases. In the discharge tests, there is an interesting rebound in the measured voltage at the beginning of the test, which is not accounted for in the simulation model. This rebound is possibly due to battery heating. It is unclear if this is a common phenomenon in lead-acid batteries; however, it is very common in our tests. The tail portion of the simulation matches
Figure A.4: Comparing battery model and measured voltage while charging

Figure A.5: Battery reaches cutoff voltage before depletion

the experimental results quite well. For the charging case, the model matches the acquired data closely.

A.3 Other Battery Considerations

For power system optimization, the other key components of the model are the low SOC cutoff and the charging characteristics. The SOC thresholds for the baseline control scheme depend on these battery parameters.

In one test shown in Figure A.5, the battery voltage reached the lower voltage cutoff of 29 V at 18% state of charge. The voltage at the load bank is slightly lower than the data logger due to
resistance in the wires between the logger and the load bank. The power demand for this test was a constant 230 W. As such, we define the low limit on the state of charge as 18% for our model. For optimization, we also introduce a safety margin to prevent the battery voltage from getting too close to the lower SOC limit.

To determine charging characteristics of the combined fuel cell/battery system, the fuel cell was started with the battery at a lower state of charge and the battery was allowed to charge until full. As the battery charges, the system voltage increases until the voltage converters in the fuel cell reach an upper limit. At this point the charging current decreases as the battery state of charge continues to increase. From experimental data, we pull out the charging curve, shown in Figure A.6. This is used to determine the SOC dynamics for the Battery Mostly Charged states in the combined automata model (Figure 5.9).
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