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ABSTRACT

Quantum technologies such as quantum communication angwtation may one
day revolutionize the landscape of communication and camg@undustry, which so
far has been largely based on the classical manipulatiamediaw of many photons
and electrons. Many important quantum technologies hage emonstrated on sin-
gle atoms which have discrete energy levels and can intstractgly with light, both
functionalities are key to quantum technologies. Howesgle atoms are difficult
to integrate with other photonic and electronic componemitsch are equally crucial
to most of the applications.

Semiconductor quantum dots are considered as the key tgiildock to scalable
guantum technologies due to their atom-like functionalitg solid-state integrability.
To date, many proof-of-principle integrated quantum desicave been demonstrated
based on single quantum dots. However, most of the devices mat suitable for
large-scale practical applications mainly due to the adapif self-assembled I11-As
guantum dots, which form at random sites and operate oniguatthelium tempera-
tures. These drawbacks may be resolved by using IlI-N quadtts with controlled
forming site and optical properties, and high operatingaeratures.

This thesis studies site-controlled InGaN/GaN quantuns éadiricated by top-down
etching a planar single quantum well. Compared to othetiagisite-controlled IlI-N
guantum dots, ours have the following advantages: 1) thvecttion approach allows
flexible control of the emission energy, oscillator strénghd polarization of each
guantum dot; 2) their emission is free from wetting layertaomnation leading to
purer single-photon emission; 3) they can be efficientlyeatriby electrical current.
We demonstrate in this thesis that these quantum dots hitreeassential proper-

ties required for most quantum technologies. They are effidight emitters due

XVil



to the strain relaxation that enhances the radiative recaatibn and limits the non-
radiative surface recombination. They have discrete gnliesgels due to the strong
exciton-exciton interaction by the small lateral size, ifested by both optically and
electrically driven single-photon sources using our quamtiots. Finally, the net
charges in each quantum dot can be controlled electricalyCoulomb blockade,
which enables the understanding of exciton charging andsfinetures crucial to

many quantum technologies.
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CHAPTER 1

Introduction

Semiconductor QDs are nanostructures whose sizes are thigoDe Broglie wavelengths of
the electrons and holes in the system. A QD typically costaiQD region made of narrower
bandgap materials and surrounding barrier regions madéef\wandgap materials or air. Be-
cause of the band offset between the QD and barrier, caaierthree-dimensionally confined,
leading to localized electron and hole wavefunctions as$ agetiscrete energy levels. These
features closely resemble those of a single atom. Therefbs are often also referred as
artificial atoms, despite that they typically contain hueds and thousands of atoms.

QDs are key to the scalable realization of many quantum tdogres such as quantum
communication and computation. This is because they pesdem-like functionalities, such
as discrete energy levels and strong light-coupling strerand can be integrated with other
solid-state photonic and electronic components, such @®pit-crystal microcavities and pn-
junctions.

To date, many milestone applications have been demorgtnateg self-assembled Il11-As
QDs, such as single-photon source, entangled-photonesoanc single-electron spin qubit.
In some cases, even the integration of these QDs with otlidrgtate components have been
realized. However, this type of integrations cannot beiadb large-scale practical applica-
tions due to QDs’ random forming sites, typically come wisingle property inhomogeneity,
and extremely low operating temperatures, typically regjliquid-helium cooling.

To overcome these issues, site-controlled I1I-N QDs areelgtpursued. Their controlled
forming sites allow scalable integration with other sddtdte components. [lI-N QDs have
demonstrated high operating temperatures due to their badelgaps. Materials with wide
bandgaps typically have large exciton binding energiesadiogvs greater bandgap offset be-
tween QD and barrier, both contributing to their high opegatemperatures. I1I-N semicon-
ductors are particular of interest because of their widdiegipons in blue LEDs and lasers
and mature p-type doping technology which is unpaired bgrothde bandgap materials. The
electrical driving capability is always desired for ultitaacalability.

This thesis focuses on the properties and applicationsstsintrolled InGaN/GaN QD. As
the introduction chapter, we will first list several impartapplications of single QDs in general
and explain why site-controlled wide bandgap QDs are pddity important for realizing



scalable devices. We will then compare four major categafeexisting QDs based on their
operating temperature and integrability to show the sigaifce of our QDs.

1.1 Applications of Single Quantum Dots

To date, many of the atom-like quantum functionalities hbeen demonstrated on single
epitaxial QDs, such as bright and efficient single-photomrses [L3, 14, 15|, polarization-
entangled single-photon-pair sourcés,[17, 18], QD spin qubit [L9], and coupling between
single QDs and photonic microcavit¥(, 21, 22, 23]. These seminal works have demonstrated
the great potentials of QDs and inspired tremendous amduesearch on epitaxial QD-based
guantum devices. In this section, we will briefly introducen® of the most important appli-
cations of single QDs and show how many of these applicatieggire or will benefit from
site-controlled wide bandgap QDs

1.1.1 Non-Classical Light Sources
1.1.1.1 Single Photon Generation

An ideal single-photon source is a light source that geresrabe and only one photon with de-
sired properties (wavelength, polarization, etc.) afeatetrigger event. Single-photon sources
have a wide range of applications, including quantum comaation [24], quantum informa-
tion processingds, 26], precision measuremerit], 28], and random number generatidif].
Among these applications, quantum communication have teewf the strongest motivations
for the development of single-photon sources.

The idea of using single-photons as information carriersicure communication stems
from the seminal work of Charles Bennett and Gilles Brasgat®84 P4]. The BB84 quan-
tum key distribution protocol utilizes the quantum nonrgdheorem30] of a single photon.
To illustrate this, let us assume Alice and Bob communicas¢r@am of binary code (0, 1,
1, 0, 1, ...) using linearly polarized single-photons whpsetarization directions are vertical
(0°), horizontal 00°) or £45°. Alice randomly chooses® or 90° to represent 1, and randomly
choosest45° or —45° to represent 0. To eavesdrop Alice and Bob’s communicatiibmoart
being detected, Eve needs to somehow steal a photon fronothmgnication channel and
measure the state of this photon and send an identical cagyibt the channel. However,
the uncertainty principle of quantum mechanics dictatas Bve can neither deterministically
measure the polarization direction of a photon without am/kmowledge about the polariza-
tion nor make a copy of the photon. Therefore, any eavesdig@titempts will be detected by
Alice and Bob.

However, to date, due to the lack of efficient and low cost Ishpipoton sources, most
guantum key distribution systems are based on attenuassichl light sources such as lasers.
Classical light sources are fundamentally different frongke-photon sources in their photon



number statistics, i.e. the number of photons after eaghédrievent obeys Poisson statistics.
To reduce the probability of multi-photon generation, tadgave to be attenuated to a degree
that most of the time no photons are generated at all. Thisrebvlimits the communication
bit rates. Therefore, efficient and practical single-phatources are still widely sought-after
for realizing high performance quantum communicationeyst.

Like several other quantum emitters, such as single at@ijs ¢rganic molecules3?],
solid-state defects3[3, 34, 35] and colloidal QDs 86], epitaxial QDs can also be used as single-
photon sourced7]. The operation principle of these quantum-emitter-basiedle-photon
source lies in their discrete atom-like energy levels. Irepitaxial QD, the energy level dis-
cretization is typically due to two reasons. For a QD in tlergg confinement regime, electron
and hole levels are discretized separately by the small Qidn@and transitions occur among
certain levels. For a QD in the weak confinement regime, eisaenergy levels are due to in-
teraction among excitons in the QB7, 1]. After each trigger pulse, multiple excitons may be
generated in a QD, but the transition energy from biexcibogxciton is different from the tran-
sition energy from exciton to ground state due to excitociter interaction. This allows the
spectral isolation of only one photon after each triggespullhe QD spatial confinement only
has indirect contribution to the discrete energy levelsulgh enhancing the exciton-exciton
interaction.

To date, despite numerous progresses, practical singleiplsources are still unavailable
due to at least one of the following problems: low generagditiency, low collection effi-
ciencies, low operating temperature and low scalabilitige Tirst and third problems are re-
lated: high temperatures tends reduce the quantum efficlgnenhancing nonradiative carrier
recombination or suppressing radiative recombinatiore §étond and fourth problems are re-
lated: high collection efficiency requires controlling ghieoton emission direction and pattern
which is usually realized by integrating quantum emitterthwther photonic components such
as waveguideslf3] and cavities B8, 14, 15]. Taking all these requirements into consideration,
epitaxial QDs are the most promising candidates for praksingle-photon sources. High op-
erating temperature can be achieved using wide-bandgelp asull-nitride B9, 40] and II-VI
[41], semiconductors. High scalability with other photonicrgmonents can be achieved using
site-controlled QDs42, 43, 4, 44, 45, 46, 47, 48, 49, 50, 51, 5, 6, 7, 8, 9, 1].

1.1.1.2 Entangled Photon Generation

Entanglement is a non-local quantum correlation betweendmwmore particles. A famous
example of entanglement is a pair of photons, photon 1 and @né of the so-called Bell
states:

Vi) = 5 (D H) £ [V)11V)a), CEY
65) = 5 (HV)a £ V)i H)a), 1.2



in which |H) and|V') represent horizontal and vertical polarization, respebtti Entangled-
photon-pair states cannot be separated into the direcuptaf two photons’ states. Like
single-photon sources, entangled-photon sources arghadeey element for many quantum
communication and computation applications. To date,rgyia-photon sources have been
demonstrated on atoms, non-linear crystals and epitaXiesl. gain, epitaxial QDs have the
unique advantage of being compatible with existing sendoctor technology.

There are two major methods of obtaining entangled-phdions a QD, indirect genera-
tion through indistinguishable single-photons and digesteration from biexciton and exciton
transitions. The indirect method7, 53] uses two sequentially triggered polarized single-
photons from a QD. For simplicity of discussion, let us assuhat these two photons are
indistinguishable, that is, they have exactly the same i{gagth, polarization and temporal
profile. One photon’s polarization is rotated by’90his photon|H) is delayed by the trig-
gering period and then sent to one port of a non-polariziragrsplitter together with the other
photon|V') being sent to the second port. The output of the beamsptirebe written as the
direct product of two photon states:

1

. 1 .
V) out = ﬁﬂH)l +i[H)2) ® ﬁ(—ZW)l +[V)2)
= %(\H>1|V>2 + [H)2|V )1 +i[H)2|V)o — i H)1[V)1), (1.3)

where 1 and 3 denotes the two output ports. The entangletbplpair |¢;; ;) can be post-
selected by simultaneously detecting a photon at both opipts. This method however can
at most generate entangled-photons 50% of the time.

The direct generation method utilizes the two-fold degaogiof QD bright excitons and
the difference in exciton and biexciton transition enesg&hen one (two) electron-hole pair(s)
occupy an QD, the QD is in the excitgK) (biexciton|XX)) state. The biexciton transition
energyFExx is different from the exciton transition energ@i due to the Coulomb and exchange
interactions between two excitons. The angular momenturfXf&) is 0, for bright excitons
are -1 or 1, and for the ground state is 0. Selection rule @istat there are only two possible
paths for the/ XX) — |X) — |0) cascade transition and the resulting photon pair is in the
following entangled state:

5 (I3 + o5 o), (1.4
in which |c™) and|o ™) are left and right circularly polarized states, respetjivEhe challenge
of this approach is to eliminate the fine-structure splittietween the two bright exciton states,
which commonly exists in epitaxial QDs due to shape or staigotropy. This can be achieved
by tuning the fine-structure splitting using external figld§, 54] or grow QDs along certain
highly symmetrical crystal orientatio®}, 18].

Similar to single-photon sources, entangled-photon ssuvath high operating tempera-
ture and device scalability are not available but highlyirgels



1.1.2 Quantum Dot Spin Qubit

Quantum computer has the capability of performing certaipdrtant tasks much faster than
classical computers, such as factoring, searching andigmasimulation. The fundamental
building block of quantum computer is qubit. A qubit is a bitimformation that contains the
arbitrary quantum superposition of orthogonal statesind|0). Qubit is to quantum computer
as classical bit to classical computer. Many physical systeave been proposed for universal
guantum computing including semiconductor QBS§,[57]. A single exciton [L9] or eletron
(hole) in a QD can be used as a qubit. The latter has an adwathtagtheir coherence lifetime
of milliseconds $8, 59] is much longer than the nanosecond lifetime of typical QDitex.

The realization of a universal quantum computer requiré®nlky the initialization, manip-
ulation and readout of a single qubit, but also the entangigraperations (closely related to
C-NOT gate P6]) of multiple qubits. The electron spin qubits is descrilbgdhe superposition
of the two Pauli eigenstates’) and| |). To date, the initializationd0, 61, 62], manipulation
[63, 64, 65] and readout§6, 67] of a single QD spin qubit have been demonstrated. However,
the coherent coupling between multiple qubits remainslehging. To realize multi-qubit
gates, two major approaches are being taken, coupling tlitsgilnrough photonic microcav-
ity [68, 69, 70] and coupling through tunneling between two neighboringsQm]. Clearly,
both approaches can benefit greatly from site- and propentyolled QDs.

1.1.3 Quantum Dot Coupled with Microcavity

When a QD is coupled to a microcavity, photons are passed &ratKorth between the QD
and the microcavity. Depending on how fast the energy feddlzharacterized by the coupling
strengthg, is compared to the energy loss in the system, charactebpizéhe loss ratey and

, the coupling can be roughly divided into two regimes. Whe> ~, x, the system is in
the strong coupling regime; when< ~, x, the system is in the weak coupling regime. Both
regimes have interesting physics and bear many potentiicapons.

1.1.3.1 Semiconductor Microcavity

Microcavities confines photons in a finite space by reflecphgton back when the photon
reaches cavity boundaries. The microcavities deployeddapling with QDs provide reflec-
tive confinement through mainly photonic bandgap or intereftaction or both. Photonic
bandgap can be created by periodic modulation of the matBeiectric constant to form the
so-called photonic crystal§$]. This is similar to the electronic bandgap created in semic
ductor due to the periodic lattice potential3]. Photons with energy in this bandgap cannot
propagate through the photonic crystal.

An example of 1D photonic crystal is distributed Bragg refdeevhich contains alternating
high and low dielectric layers each with quarter-wavelangptical thickness. A distributed
Bragg reflector has a broad high reflectivity band, corredpanto the bandgap of photonic
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crystal. Using two distributed reflectors as the top anddmotiirrors, a vertical direction 1D

cavity is realized. If one etch down this vertical cavityargillars of diameters comparable to
the wavelength, a 3D microcavity is formed whose sidewallsfioe photon through internal
refraction. Other widely used photonic microcavities ut# microdisk, microtoroid, micro-

sphere all completely relying on internal refraction, 3Dofanic crystal microcavities com-

pletely relying on photonic bandgap, and 2D membrane photoystal cavities that utilize

both photonic bandgap and internal refraction.

The performance of a microcavity is characterized by itdityuactor, or ()-factor, defined
as the ratio of the total energy stored in the cavity and tleggnloss per optical cycle/c
(mainly through the mirror loss). Obviously, when all otlprameters are fixed)-factor
increases as the volumeé of the cavity increase as it stores more energy while dissspthe
same amount at the mirror per optical cycle. Therefore, trdity of a cavity is also often
characterized by an alternative quantity, finesse, defisgd-a)/V'.

1.1.3.2 Weak Coupling

In the weak coupling regime, the decay of the QD is irrevéesithe microcavity mainly alters
the radiative lifetime of the QD. If the spatial and spectratching between the QD and the
cavity are perfect, the radiative decay rate will be enhdrgea Purcell factor:

3 NQ
I I R Vi (1.5)
in which )\ is the QD emission wavelength, is the refractive index of the QD surrounding
medium,Q is the cavityQ-factor, andV is the cavity volume. Purcell factor is the ratio between
the cavity density of staté.., = 1/(AvV') and the free space density of stdge= 8mn3v3/c3,
considering thaf) = v/Awv. In practice, however, the matching between the QD and tvig/ca

is imperfect, leading to the corrected enhancement factgr |

E )\ 2 1
F:Fp( (rap) “) - (1.6)
‘EmaXHl’l’| 1_|_4Q2 <)\)\ o 1)

in which E(r) is the electrical field spatial profile in the cavity,p, is the position of the QD,
w is the QD dipole moment).., is the cavity mode wavelength. This equation shows that in
order to reach the maximum enhancement, the QD needs todexipldnere the electrical field
intensity is maximal, the QD emission polarization and gpereed to match with the cavity as
well. On the other hand, severe mismatch can leads to sigines even prohibition of QD
radiation.

Purcell enhancement of the radiative lifetime is a powetdol for producing fast, bright
and indistinguishable single-photons. The shortenecdhtiadi lifetime allows higher photon
generation rate, or bit rate. The enhanced radiative ddsay@duces the probability for non-



radiative decay and, hence, increases the quantum efficienaddition, Purcell enhancement
allows the photon to have a temporal width less than the d=eole time of the QDJ5, 14],
making them indistinguishable from each other. Indistisyable single-photon sources are
useful not only in generating entangled photohg 3] as we mentioned earlier, but also in
guantum teleportatiorBp] and linear optics quantum computatioft].

1.1.3.3 Strong Coupling

In the strong coupling regime, the energy transfer betwee@D and microcavity is reversible,
that is, photons are passed between the QD and microcavity times before they dissipate
away. The system Hamiltonian is written as7:

hwa

in which Aw,y, is the QD transition energy from excited statgto ground statéb), o, ando.
are Pauli z and ladder matrices, are the creation and annihilation operators for photon.elf w
restrict ourselves to the badig:, n), |b,n + 1)} that containg: + 1 excitations, we can write
the Hamiltonian as:

10 4] 29/ 1
H, = hw (n + l) + h gvn+ ; (1.8)
2)\0 1 2 \29vn+1 —0

whered = w,;, — w is the QD-cavity detuning. Obviouslyy, n) and|b,n + 1) are no longer
good eigenstates for such coupled system. Instead, thelidaran needs to be re-diagonalized
resulting in two QD-photon dressed states with energies

1\ &
szm(n+9+—&“ (1.9)

1
E,_ = hw —
(n—|—2>

whereR,, = /6% + 4¢2(n + 1) is the Rabi splitting. Similar to the Prucell facté, in weak
coupling regime, the coupling coefficientalso depends on the dipole momenof the QD,
spatial alignment between QD and cavity mode maximum, atatigation alignment between
pandE.

Note that strong coupling induced Rabi splitting is not waign single-atom-cavity or
single-QD-cavity systems. In fact, similar physics hasrbeleserved in mesoscopic systems
such as atomic-ensemble-cavity and quantum-well-cay#gesns, which has yielded rich po-
lariton physics. What makes single-atom/QD-cavity systemgue is that they bring optical
non-linearity to single-photon or few-photon level as shdwy then-dependent Rabi splitting
R, expression. For example, it has been shown that a few photomsirastically alter the
transmission spectrum of a cavit¥q, 79, 80]. This giant non-linearity at single-photon level is

2
h
— 5B (1.10)




important for numerous applications, including ultra-lpawer optical switch§1], quantum
logic gate BZ], single-photon detectior8[], coherent transfer of QD state to photon st&t§.[

To date, nearly all strong-coupled QD-cavity systeBis P2, 23] are based on low bandgap
[1I-As QDs which usually have very small dipole moment. Table the observation of strong
coupling, large QDs are typically used. As we have shownezafbr QDs in the weak con-
finement regime, their oscillator strengfh, scale linearly with QD size. Even so, the Rabi
splitting remains small 0.1 nm). This imposes very high requirements on the quality ef th
cavity as well as the operating temperature of these devasethe spectral linewidths of the
cavity and the QD must not exceed the Rabi splitting.

An alternative way is to use QDs made of wide-bandgap serdigzinrs which naturally
possess large exciton oscillator strength due to the sxaitiom Bohr radius, as we explained
in Sec. 2.1.1.2. Also the high operating temperature ofetligids could enable more practical
devices. Indeed, using wide-bandgap semiconductor suGablsas the active medium for
strong coupling phenomena has shown great success in ropgostuctures and has enabled
ultralow threshold room temperature polariton las#, 87], etc. We have many reasons to
believe that using wide bandgap QD will also have great ssain smaller devices. Of
course, once more, wide bandgap site-controlled QDs wilh bery good candidate that can
offer both high performance and high scalability.

1.2 A Comparison of Existing Quantum Dots

Many applications shown in the previous section requirewithtbenefit greatly from the in-
tegration of single QD with other electronic or photonic gmnents. However, most of the
demonstrations so far are based on self-assembled QDs wpasal and spectral properties
are mostly random. Therefore, the spatial and spectralmmgdetween the QD and the pho-
tonic structures, have been largely hit-and-miss prosgsseerely hindering the scalability.

Another obstacle that hinders scalable applications otldreonstrated devices is the low
operating temperatures of the 11I-As/P QDs. QDs made ofowatrandgap materials, such as
[1I-As and IlI-P semiconductors, typically have small QRrker bandgap offsets and small ex-
citon binding energies as explained in Sec. 2.1.2. As atiglely require cryogenic operating
temperatures to maintain the three-dimensional confinearahthe exciton phenomenon.

In light of the above challenges in scalability, QDs with trolled spatial and spectral
properties and high operating temperatures are desiredmfimve the spatial and spectral
control, various methods have been developed to achieseasid property-controlled QDs
using traditional narrow bandgap semiconductors. To iwvg@the operating temperature, QDs
based on wide bandgap II-VI and IlI-N semiconductors haenlokeveloped. Very recently, as
the technology in the growth and nano-processing of widelpap materials becomes mature,
we start to see fast development in QDs that have both higrabpeg temperatures and high
spatial and spectral controllability. In the following weogide a brief comparison among these
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Figure 1.1: (a) Self-assembled InAs/GaAs QDs by Stranskstanov growth. (b) Site-
controlled InAs/GaAs QDs grown on lithographically defimehoholes4].

four categories of QDs.

1.2.1 Self-Assembled Narrow Bandgap Quantum Dots

Self-assembled QDs based on narrow bandgap semicondsciciisas I1l-As and IlI-P are
probably the most studied epitaxial QDs. The past threediscaf research and development
have accumulated an in-depth understanding of their graveithanisms and physical proper-
ties as well as a series of mature nano-processing teclmidbhese combined with the highly
matured IlI-As and IlI-P photonic device technology hastiethe demonstration of numerous
guantum photonic applications.

The formation of self-assembled QDs typically utilizescadled Stranski-Krastanov epi-
taxial growth (Fig. 1.1(a)), during which 3D islands of nameter sizes forms on top of a thin
2D wetting layer. Taking the InAs/GaAs QDs for example, thewgh of InAs epitaxial layer
starts in a 2D mode until about 1.7 monolayers (ML&]]] after which 3D InAs islands of a
few nanometers in height and tens of nanometers in dian@tardn the surface. If the growth
stops before the islands reach a size that leads to straixatedn and dislocation formation,
the islands are coherently formed and dislocation-f&&%. [The islands are then covered by
GaAs to terminate the exposed surfaces.

Coherently self-assembled QDs have superior optical ptiegecompared to those with
interfacial or surface defect®(]. Narrow sub-meV linewidths have been observed as the
charge-trapping defects are eliminated, which would etis& cause linewidth broadening
through the Stark effect. QDs free from nonradiative preessare also demonstrated which is
important for high efficiency light sources.

Despite the high optical quality of self-assembled QDsy th#fer from random forming
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Figure 1.2: The structures of several site-controlled ovarbandgap QDs. (a) QDs etched
from a single QW. (b) QDs grown on patterned substrate. (ck @DPm at the apices of
micropyramids. (d) QDs grown on oxide stress apertures.

location and large dispersion in QD properties. This sdydiraits scalable integration of these
QDs with other photonic components which is the key advantd@gpitaxial QDs compared to
other light-emitters such as single atom, single molead#oidal QD, and solid-state defects.

1.2.2 Site-Controlled Narrow Bandgap Quantum Dots

In order to improve the scalability, various methods havenbdeveloped to fabricate site-
controlled QDs based on narrow bandgap semiconductors.oOte earliest attempts is to
pattern the surface of a single QW using electron-beamdrtqghy and then deeply etch the
sample using wet chemical to form site-controlled QB3 3] (Fig. 1.2(a)). After the etch-
ing, additional confinement barriers and cap layers may tweowen [43] to reduce the surface
defects.

Another way of controlling the forming site is to use patesirsubstrates (Fig. 1.1(b) and
Fig. 1.2(b)). Patterning can be done using electron-bettmadraphy ] and atomic-form
microscope local oxidation lithographid, 45] followed by wet chemical etching. During
subsequent epitaxial growth, QDs tend to form at the etcltambimoles. Typically, multiple
layers of QD-buffer layers were grown before the growth effihal functional QD layer. This
is to reduce the threading and dislocation defects in thetiomal QDs.

A similar approach is to grow QDs in inverted pyramids as shawfFig. 1.2(c) §6, 47].
The inverted pyramids are formed on (111)B-GaAs substsatgwptical lithography followed
by anisotropic wet chemical etching. During the subseqgemwth, QDs tend to form at the
apices of the micropyramids. To improve the light extractdficiency, the samples are typi-
cally up-side-down bonded on another substrate followeddbgctive removal of the original
substrate. This leads to upright-standing pyramids. Araathge of using the (111)B GaAs
substrate is the capability of forming highly symmetric Qidsal for generating entangled
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single-photon pairsg, 49]. A disadvantage of this type of QDs is the large size of theapy
mids, limiting the integration of these QDs with other phatocomponents which typically
have the same as or even smaller size than the pyramids.

Site-controlled narrow bandgap QDs can also form on top nédwxide stressor layers as
illustrated in Fig. 1.2(d)$0]. First, mesas containing AlGaAs layer are formed usingcapt
lithography and etching. AlGaAs can be oxidized to formy@y ring surround the central
AlGaAs aperture. This oxide aperture creates local stratergial leading to the preferential
formation of QDs on top of the aperture. Highly efficient @nt injection can be realized in
this type of QDs due to the natural constrain of the curretitypay by the oxide apertur®{],
the same principle used in vertical cavity surface emittasgrs (VCSELS). However, in this
method, it is difficult to control the number of QDs grown orcleaxide aperture.

In addition to the above methods, there are other ways of mgagite-controlled narrow
bandgap QDs, such as using a scanning tunneling microsigogering growth p1].

1.2.3 Self-Assembled Wide Bandgap Quantum Dots

Despite of the great success in self-assembled and sitestied narrow bandgap QDs, these
QDs can hardly be used in practical settings. The main liroitas their low operating tem-
peratures, which are typically cryogenic. To make trulycpical QD-based devices, QDs with
high operating temperatures are necessary. The most pngnesndidates are QDs based on
wide bandgap semiconductors. As we mentioned earlier, igshelgap 111-N and II-V mate-
rials can have operating temperature close to or highertttmrmom temperature due to their
large exciton binding energy.

Similar to narrow bandgap QDs, the development of wide bapd@pDs also first starts with
the study on self-assembled ones. In 2006, a single-photars based on Stranski-Krastanov
self-assembled GaN QDs was demonstrated to operate at 266] Knjuch higher than all
previous single-photon sources based on narrow bandgaplQizss important, because 200 K
is reachable by established thermo-electric cooling teldgy. This sparkled great interest in
developing wide bandgap QDs. Since then, many devices lmassdlf-assembled I1I-N and
lI-V QDs have been reported to operate at higher than 200 Kéeatures, including InGaN
QDs in self-grown AlGaN nanowire9p] and CdSe QDs in self-grown ZnSe nanowireg[

It is worth pointing out that other materials have also beseduto achieve the quantum
functionalities at high operating temperatures, such tetiein SiC P3] and diamond$4, 95],
organic molecules3?], colloidal QDs [36]. However, they can hardly match the scalability
promised by epitaxial QDs.

1.2.4 Site-Controlled Wide Bandgap Quantum Dots

To ultimately solve both operating temperature and schthabssues, site-controlled wide
bandgap QDs are one of the most promising candidates. Irdtmsin, 11I-N semiconduc-
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tors have been the main material playground. This is not bebause they are relatively better
understood materials with wide industrial applications;lsas blue LED and laser, but also
because their mature p-type dopirg$,[97, 98] and contactingg9, 100, 101, 107 technolo-
gies, which are important for making electrically driverviges to further enhance the device
scalability. Despite progresses, high quality p-type dg@nd contacting technologies remain
difficult to achieve in other wide bandgap materials, SucBras.

So far, several types of site-controlled wide bandgap QD& lanerged, including In-
GaN QDs at the apex of site-controlled GaN micro-pyramigs] 7], GaN QDs inserted in
GaN/AIN nanowires §] as well as our lithographically etched InGaN QD in GaN names/
[9, 1]. Their fabrication and structure are illustrated in Fig3.1The first two methods use se-
lective area growth method, in which a mask is patterned thyeeoptical lithography or elec-
tron beam lithography. This allows selective growth of GaNMtamask openings. In the first
method, InGaN QDs form at the apex of micropyramid. In theoadanethod, AIN/GaN/AIN
double heterostructure is grown on top of the GaN nanowaag]ihg to the formation of GaN
QDs at the top. Recently, room temperature single-photassom has been observed from
QDs grown by the second approacty].

The site-controlled InGaN/GaN QDs studied in this thessssdched from single InGaN/GaN
QWs as shown in Fig. 1.3(c). Using these QDs we have demoedioatically pumped single-
photon sources at up to 90 K][and electrically driven single-photon sources at 10 K. We
have carried out systematic studies on the carrier dynafjés these QDs and gained good
understanding in the exciton radiative and nonradiativeadyics for QDs of various diameters
[2] and at broad range of temperatures.

1.3 Thesis Overview

This thesis is about the understanding of the optoelearproperties of our site-controlled
InGaN/GaN QDs and the demonstration of several quantunopimtievices based on these
QDs. It is organized as following. Chapter 1 introduces tppliaations of semiconductor
QDs, reviews the past efforts towards making scalable aadtipal QDs, and provides the
motivation for the study in this thesis. Chapter 2 introduttee fundamental physics needed to
understand semiconductor QDs and the fundamental prepeitivurtzite nitride semiconduc-
tors. Chapter 3 describes the fabrication of the samplasinghis thesis and the experimental
setups used for characterizing their optoelectronic ptegge Chapter 4 shows the changes in
the lateral strain profile and optical properties of InGakken-GaN-nanowires as they tran-
sition from QWs to QDs accompanying the reduction of theanteters. Chapter 5 shows the
exciton radiative and nonradiative decay dynamics in ous@Bd how they are impacted by
the exciton potential profile induced by the lateral straiofile. Chapter 6 shows the optical
properties of individual QDs, and the origin of the inhomiogigy from dot to dot and the sta-
tistical correlations among various optical propertiehagter 7 demonstrates an electrically
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driven single-photon emitter based on our QDs and showiesgame device can also be used
to control the number of charged in a QD to study the neutrdldrarged excitons. Chapter 8
concludes the thesis and point out future work based onhbssg.
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CHAPTER 2

Fundamentals of Quantum Dot Physics and
[1I-Nitride Semiconductors

This chapter will first introduce the fundamental physicsaisemiconductors QD with em-
phasis on how exciton oscillator strength depends on thedithe QD and the bandgap of
the semiconductor. Then the material properties of GaNiggalnitride) and InGaN (indium
gallium nitride) are introduces.

2.1 Fundamental Physics in Quantum Dots

In this section, we show that the exciton binding energy asalllator strength increase with
the size and bandgap of an unstrained QD.

2.1.1 Exciton and Quantum Confinement

Many important applications of QDs rely on their interantigith photons. QDs interact with
photons through the formation and recombination of exsitdine emission energy and carrier
dynamics in a QD are determined by the exciton. Therefotis,ithportant to understand the
properties of QD exciton.

The exciton wavefunction can be written 498 104

U(re,ry) = > ®(Re, Ry)ag, (re)ar, (ra). (2.1)

R, 7Rh

Here,R. and Ry, are the locations of unit cells. There a@venumber of unit cells in the system.
ar.(r.) andag, (r5,) are the Wannier functions for electron and hole, respdgtidg R, , R},)

is the electron-hole pair envelope wavefunction. It canims that the Schrodinger equation
for ®(R., R;) can be written as

h? B2 e?
—— VL - — V2 — V.(R,) + Vi (Rp,)| ®(R., R
om. e 2my, T drege| R, — Ry +Ve(Re) + Val(Ra) | & 2
= E®(R., Ry). (2.2)
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Figure 2.1: lllustration of the strong (a) and weak (b) coarfirent regimes.

Here,m, andm,, are the effective masses of electron and hole, respectivglg the vacuum
permittivity ande is the relative permittivity of the semiconductmm describes the
Coulomb interaction between the electron and hdlg R.) andV,,(R),) are the confinement
potential for electron and hole, respectively, as showngnZ1(a).

The confinement potentidl.(R.) andV,(R;) lead to characteristic energy level separa-
tions AF, and AE), for electron and hole, respectively. For instance, in amitdipotential
box with L. x L x L spatial dimensions)E, ~ 2LQ. The Coulomb in-
teraction Ieads to hydrogen-atom-like binding betweeatsd@ and hole with a binding energy
Ep = WOMB Here,ap is the Bohr radius. Botlyy andag will be derived later.

If AE., AE, > FEg, or equivalentlyL > ap [109, the QD is in the strong confinement
regime. IfAFE,., AE), < FEg, or equivalentlyL < ag, the QD is in the weak confinement
regime. Figure 2.1 illustrates these two regimes. In thiofohg we will show the different
physics in these two confinement regimes.

melL

2.1.1.1 Strong Confinement Regime

In the strong confinement regim&(R., R;,) is mainly determined by (R.) andV (R;,). We
can therefore treat the Coulomb mteractregT as perturbation after we solve the
approximated form of Equ. 2.2:

h? h?
- _ Q_mthRh +V.(R,) + Vi(Ry)| ®(R., Ry) = ED(R., Ry,). (2.3)
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This wave equation can be written as two decoupled ones

h?
{ om, VBT Ve(Re)} ¢ (R.) = E.0.(R.), (2.4)
{ anhv * Vh(Rh)} i (Ry) = Ep®u(Ry). (2.5)

And the electron-hole pair wavefunction can be rewritten as

U(re,m) = Y P(R)Pu(Ri)ar, (re)ar, (vh). (2.6)
Re,Ry,

The Wannier functions can be expressed using the Bloch waggbnsy),,,, as

aRe re \/— Z ke Be wcke ('re)

aR,, ('I‘h \/_ Z (§ —ikn: Rhkah (’I"h) (27)

where the subscriptandv represent conduction band and valance band, respectlveigg
these two expression¥,(r., ) can be rewritten as

U(re,ry) = ée(Re)@h(Rh)% > etk B By (1), (Th). (2.8)

Rc,Rp, ke,kn
The oscillator strength of the exciton transition to theugrd statg0) is [106, 103

2

(¥ mle-pl0)P. 29)

fos:

wherew is the transition angular frequeneyis the polarization direction arlis the momen-
tum operator. To evaluate the transition matrix elem@ntr., r,)|é - p|0), we only need to
consider terms iV (r., r,) that satisfyK = k. + k;, = 0 [103. This is because photon has
much steeper dispersion compared to exciton’s. Theretoeg,intersect akK ~ 0. Using this
condition the transition matrix element can be written as

(W(re, rn)le - pl0)

= 3 ARINR) 3 e I () () IO

R, Ry, kekp,
= O (R)Py(R) ek (Te)tur(r1)]é - p|0)
R
= Pew Z qDe(R)q)h(R) (210)
R
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Here, we used_ e*™ = N§(r), and assumed that, = (Ve (7.)y_r(74)|€ - p|0) is inde-
k
pendent of. Hence, the oscillator strength

2

fos - |pcv|2 . (211)

Z (I)e(R)(I)h(R)
R

2
mehw

This result shows several features 3¢ in the strong confinement regime. Firgt, has a

maximum value 5
2
fos < ‘pcv‘

(2.12)

Y

mehw
2

as < 1. Second/f,,’s magnitude is mainly determined by the electron-hole

%: @e (R)cl)h(R)

2
envelope function overlap integra}_ ®.(R)®,(R)| . Third, f,s is largely independent on
N. The last feature can be undersI%ood as following. As the mumbunit cellsNV increases,
the amplitudes ofo,.(R) and ®,(R) decrease as/v/N. Hence,®.(R)®,(R) decreases as
1/N. On the other hand, the summation ov@rhas N summands, which cancels the-
dependence ob.(R)®,(R). However, the change iV typically leads to small changes in
®.(R) and®,(R), resulting a weakV-dependence of,; [107]. As we will see next, this weak
N-dependence of,, in the strong confinement regime is in sharp contrast withstheng/V-
dependence of,, in the weak confinement regime.

2.1.1.2 Weak Confinement Regime

In the weak confinement regimé( R., R;,) is mainly determined by the Coulomb interaction

_Wifml' We can therefore tredt.(R.) andV,(R;,) as perturbation after we solve

— " g _h_sz — ¢’ i)
om, e 2m, B dreoe| R, — Ry

(R.,R;) = E®(R.,R;). (2.13)

To solve this equation, we transforR, and R;, into two new coordinates: the center-of-mass
coordinateR and the relative motion coordinateas following

R— meRe+mth7 (214)
me + my,
r=R.— R, (2.15)

This leads to the decoupling of the Schrodinger equatitmarcenter-of-mass equation

R,
~ 537 Viv(R) = Ert(R) (2.16)
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and a relative motion equation

(—h—ZV2— ¢ )as(fr):w(r), (2.17)

21 dmeger

in which M = m,. + m,, is the total exciton mass and= ﬁf% is the reduce mass.
The relative motion equation is similar to that in the hydmo@tom theory, from which the
wavefunctiony in spherical coordinates;, 0, ¢) is

¢nlm(r) = Rnl(r)nm(ea ¢) (218)

in which R, is associated to the generalized Laguerre polynomial akedeg- [ — 1 andY},, is
spherical harmonic function of degreand ordern. Theg; Or 1S state exciton wavefunction
is:

1
¢100(7‘) = 3 eir/aB, (219)
\/ Tagp
in which the Bohr radius A 2
ap = 21 (2.20)
ne
The binding energy of the 1S state exciton is
4
ne
Fg=———. 2.21
B 2R (4mege)? (2.21)
The total wavefunction can now be written as
U(re,rn) = Y (R)buim(rT)ar, (re)ar, (vh). (2.22)

R, 7Rh

Using Equs. 2.7y (7., r;,) can be rewritten as

'l"e, 'r'h Z w ¢nlm ]i[ Z e_ike.Ree_ikh'.th)cke (re)¢vkh (rh)' (223)

Rc,R), ke kp,

Similar to Equ. 2.10 the transition matrix element can betemias

<\Il(rea’rh |e p|0 Z ¢ ¢nlm

R.,R),

= Pcv Z w (bnlm (224)

]1; Z e * T (Wer(Te) i (rr)]€ - P|O)
k

Again, we used_ e*" = N§(r), and assumed that, = (Yo (re)s_k(rr)|€ - p|0) is inde-
k
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Figure 2.2: QD oscillator strengtf,, in the strong and weak confinement regimésis the
volume of the QD.

pendent of. Hence, the oscillator strength

2
2

— }%} U(R)6m (0)

fos = e’ - (2.25)

This result shows several important properties of QD asaifl strength in the weak con-
finement regime. First, only the 1S o1, exciton has allowed optical transition, since higher
order states have,;,,(0) = 0. Second,f,s is proportional to the electron-hole wavefunction
overlap|p100(0)|* and inversely proportional to the volume of the excitonj¢ag, (0)|*> = —Lr.

TI'G,B
Third, f,, is proportional to the number of unit cellé in the system, i.e.
fos ~ 2 N |¢nlm(0)‘2 ‘pcv‘z . (226)
mehw

This can be seen by assigningR) ~ 1/v/N. The N-dependence of,, is illustrated in

Fig. 2.2. The differentf,,-N behaviors in the weak and strong confinement regimes can be
understood as following. When Coulomb interaction is lageiBcant, as in the strong con-
finement regime, the locations of electron and hole are weleded. Hence, the amplitude

of the wavefuntionV (R, R) of having both electron and hole within a unit c&l decreases
asV.(R)V,(R) ~ 1/N. When Coulomb interaction is dominant, as in the weak confine
ment regime, electrons and holes are no longer uncorrelatstead, they are binded to-
gether to form excitons and the amplitude of the wavefuntidi®, R) decreases slower as

V(R)dnim (0) ~ G (0)/V/N.
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Table 2.1: Comparison between the lattice constants andathégap of common
semiconductors.

\Y [1I-N (wurtzite) llI-As
C Si Ge | AIN GaN | InN | AlAs | GaAs| InAs
° * * *
c (A) 3.57| 5.43| 5.66 5301** 5322** 5375** 5.66 | 5.65 | 6.05

E,(eV) | 5.47|1.12|0.67| 6.28 | 3.44 | 0.7 | 2.16 | 1.43 | 0.36

* Lattice constant perpendicular to theaxis.
** |_attice constant along the-axis.

Properties|

2.1.2 Narrow Bandgap vs. Wide Bandgap Semiconductors

The bandgap of a semiconductor largely depends on itsdatbastant. Smaller lattice con-
stants generally leads to wider bandgaps. In the freerelettand structure theory, the open-
ing of the band gap is proportional to the Fourier compondrthe periodic ion potential
V(r) [73](p167). This suggests that semiconductors with smaltécéaconstants have larger
bandgap as shown in Tab. 2.1. For example, the lattice aunstd Ge, Si and C (diamond)
havecc < cs; < cqe. Therefore their bandgaps satisty, > Es; > FEg.. Similarly, we have
E, ain > Egcan > Esn. HOwever, it is worth mentioning that an important exceptie
between AlAs and GaAs for which, a1as < Eg caas €Ven thoughtgaas is greater thamy, s

by a very small amount.

Wider bandgap typically leads to greater effective masgeteotron and hole. This can be
seen from Tab. 2.2, which shows the electron effective massweral common semiconduc-
tors. It can be understood using a simple 1D free-electro B&ructure model. In this model,
electrons with momentum have energyy = % The bandgap is formed due to the interac-
tion betweenp;) and|p, = —p;) states at the edge of the Brillouin zone, pe.— p; = Zh%,
whereA is the lattice constant. The Hamiltonian at the vicinity feé Brillouin zone edge can
be expressed on the bagi, ), [p2)} as:

H= < Ex Eg/Q). (2.27)
E,/2 E,

Therefore, the degeneracy betwegy) and|p,) is lifted into two bands of energies

E,+E B — B\ [(E\’
E, — 1’5 2+\/< L 2) +(7g) (2.28)

2 2
E:El’gE?_\/(ElgEg) +<%) (2.29)

From this expressionty, — E_ = E, whenp; = —p,. At the vicinity of p; = h%’f we have
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Table 2.2: The bandgaf,, electron effective mass.,
exciton binding energy’s and exciton Bohr radiugg
of several semiconductors.

Materials E, (V) m./mox Eg(meV) agp (A)

InSb 0.237 0.014 0.5 860
InAs 0.354 0.023 1.0 340
Ge 0.89 0.038 1.4 360
GaAs 1.519 0.066 4.1 150
InP 1.423 0.078 5.0 140
CdTe 1.606 0.089 10.6 80
ZnSe 2.82 0.13 20.4 60
ZnO 3.3 0.29 60 18
INN** 0.65 0.11 6.1 71
GaN** 3.51 0.13 27 24
AIN** 6.2 0.4 48 12

* my is the free electron mass.
** A-exciton of Wurtzite crystal.

FEi — By K Eg,pl — Pg ~ 2h2x7r, and

E\+E, FE (Ey — Ey)?
E, = Y R 2.30
* SR { - 2F? (2.30)
El + E2 Eg p2
= —t 2.31
> T2 Tome (2.31)

in whichp = p; + p,, and the effective mass* = (%)2 E,. Hence, we can see that the
effective mass, or the flatness of the bandedge dispersipnoportional to the bandgap,.

Wider bandgap semiconductors generally have smallerax@bhr radiiag and larger
exciton binding energie&. This can be easily seen from thg(x) and Eg (1) expressions
in Equs. 2.20 and 2.21, respectively. Therefore, wide bapdgaterials such as GaN, AIN
and ZnO have larger exciton binding energies compared ter dthV materials as shown in
Tab. 2.2. The magnitude dfz is important for bulk semiconductors and QDs in the weak
confinement regime as it determines the upper limit of theptsatures in which they are
optically active. If temperature exceefs the exciton dissociates so that0)|” in the exciton
oscillator strength Equ. 2.26 becomes very small. For GdN,akd ZnO, theirE’s are close
to or greater than the room temperature thermal enggdy = 26 meV, which make them
excellent optical materials at room temperature.

Finally, wider bandgap semiconductors typically have ggeaxciton oscillator strengths.
This is a direct result of their smalleg, resulting in larger probabliys(0)|” of finding electron
and hole at the same location. For example, the oscillatength per unit volume of the A- and
B-exciton transitions in bulk GaN can be extracted from thealues L0 via the following
expression derived fronip3:

€0MMe

Jos = A (2.32)

h2e2”
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The results arg,, 4 = 2.5 x 107> andf,, p = 1.8 x 10 A-3 for A- and B-exciton transitions
respectively. This is an order of magnitude higher thanypeal values ofl 0—° A=3in1I1-As

or IlI-P materials 109, 110. It is worth mentioning that another wide bandgap matetraD
has an even higher oscillator strength16f* A—3 [111]. Large oscillator strength enhances
the light-matter interaction, lowing the requirementsdohieving some of the strong coupling
phenomena, as we shall see in the next section.

2.2 Material Properties of GaN

Bulk GaN and InN crystals have two major phases, wurtzite znd-blende, as shown in
Fig. 2.3. The zinc-blende phase has cubic lattice as showamgin2.3(b). Several symmetry
directions (001), (100) and (111) are illustrated. Wuet@aN have hexagonal lattices as shown
in Fig. 2.3(a). Three major symmetry directions (0001),0@0and (Q10) are illustrated. The
lattice constant along the (0001) direction is different from the lattice stanta in the plane
perpendicular to the (0001) direction.

The phase of the crystal is largely determined by the matand orientation of the sub-
strate. Cubic (zinc-blende) GaN has been grown on (001) GadlS(001) Si substrates, etc.
Wurtzite GaN has been grown on sapphire, (111) Si and (11AsGetc. Cubic crystals are
common for IlI-As and IlI-P semiconductors. However, fo-N semiconductors the most
available crystals are wurtzite.

Depending on the growth plane, wurtzite GaN can be polari-petar and non-polar. Fig-
ure 2.3(a) lower panel shows the most popular substrategplacluding polar-plane, semi-
polarr-plane, and non-polat- andm-planes. In this dissertation, we use the most commonly
available form, wurtzite polar GaN grown efplane sapphire. From now on, we only discuss
about this form of GaN unless otherwise specified.

2.2.1 Band Structure of GaN

The Block equation for the periodic part of the Bloch funatig,,(r) is [117]:

h2k? h
Hunk('r) = (H() + 5 + —k -p —+ Hso) unk(’l")

mo i
= E,(k)uk(r), (2.33)
in which )
_
Hy = o+ V(r), (2.34)
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Figure 2.3: Wurtzite and zinc-blende GaN crytal phases\Watzite crystal. (b) Zinc-blende
crystal.
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Figure 2.4. Wurtzite GaN band structure. (a) Band struct(iog Crystal field and spin-orbit
splitting. Figure adopted fromiLp].

V (r) is the periodic potential;

h
Hso = 4m—302 VV x p-O

= Hy,0, + Hyyoy + Hy,0, (2.35)

is the spin-orbital coupling Hamiltonian; and, o, ando . are the Pauli matrices.

The band structure of GaN is shown in Fig. 2.4(a). It has actlivand gap ofz, = 3.5 eV
at thel” point. The conduction band is in the atomistate. The valence bands are composed
of three sub bands A, B and C corresponding to heavy hole, higle and split-off hole states
respectively based on how flat the band edge is. The splitebhgeen A and B valence band is
E,p = 6 meV and that between B and Ci%;c = 37 meV. The splitting results from crystal
anisotropy and spin-orbit coupling.

Without considering any of the splitting mechanism, theemak band is in the atomjc
state leading to a six-fold degeneracy, considering thefoMbspin degeneracy. They have
I'1s symmetry. I';5 is a Bouckaert, Smoluchowski and Wigner (BSW) notation faea of
wavefunctions that forms a irreducible representatiorttierwurtzite crystal symmetry group

[103. In Koster notation they may also be labeledasr I's. One set of such wavefunctions
are

\mﬁj%WZLsz—UZLmz—m, (2.36)
|mﬁ7%w=Lm=w+u:Lm:—m, (2.37)
p:) =17 =1,m=0), (2.38)
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in which [; = 1,m = 0, +1) are the eigenfunction of angular momentum operatdrand L,
with 7 andm being their respective quantum numbers. In spherical coateks,|; = 1,m =
0,+1) can be written as

(0.9lj =1,m==1) =Y11.1(0,0) = ﬂF\/gSln e, (2.39)
0,0l7 =1,m=0) =Y10(0,9) = \/%COS 0. (2.40)

lpz), |py) @and|p,) together with the two spin eigenstateg) and| |) of the spin angular
momentumS form a six-fold degeneracy.

When only the spin-orbit coupling is considered, the siki-ftegeneracy is broken intb=
3/2 states with four-fold degeneracy and= 1/2 states with two-fold degeneracy as shown
in Fig. 2.4(b), in whichJ is the quantum number of the total angular momé&nt (L + S)2.
States that satisfy = 3/2 are

] =3/2,0. = 3/2) — 7<|px> +ilp,)| ), (2.41)
17=8/2.0. = =3/2) = 2= (1p2) = i)l 4, (2.42)
17 =3/2.0. = 1/2) = —l(pe) +ilp)1 1) =202} 1], (2.43)
7872, = =1/2) = Z=l(pa) = ilp )| D)+ 24p2)] ). (2.44)

Those satisfy/ = 1/2 are
7= 1/2.0. = 1/2) = () +ilp)] 4+ 93] D] (2.45)
7 =1/2.0. = =1/2) = —=l(1p) = i) 1) = lp2)] 1L (2.46)

TheJ = 3/2 states has an energy;, higher than the/ = 1/2 states.

When only the crystal field anisotropy is considered, thitsp occurs betweefp, ,) and
|p.) due to the difference betweén(z) andV (x,y). It turns out thatp.) has lower energy
compared tdp,) and|p,) resulting in the crystal field splitting k., betweenlp.) and|p, ,)
[117).

When both effects are combined, the A, B and C valence baedsianed with A contain-
ing theJ = 3/2 states made of only,) and|p,) (Equ. 2.41 and 2.42), and B and C containing
significant portion ofp,). The splitting among the three valence bands are relatéq,tand
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Figure 2.5: Valence band dispersion of strained GaAs and.Gaken and modified from

(NN

Eap =

(Acr + Aso - \/(Acr + Aso)2 - gAcrAﬂ)) ) (247)

Epc = \/(ACT + Ag)? — %ACTASO. (2.48)

2.2.2 Band Structure Under Lateral Anisotropy

The band structure of 1lI-N and IlI-As materials are bothueficed by the size and the strain
distribution. However, the change in the valence band arng different between them when
a biaxial strain exists as shown in Fig. 2.5. Biaxial latestahin is commonly present in QDs
made of both type of materials. The heave-hole (HH) andghé (LH) valence bands in
zinc-blend GaAs are separated by almost 200 meV, whereasttesponding A and B valence
bands are separated by only a few meV to about ten meV. The HigLH splitting in I11-As
QDs greatly simplifies the analysis of their optical traiesitspectrum, since in most cases,
only HH related transitions are observed. However, in lIRRs, both A and B valence bands
can have significant contribution to the spectrum.

Without anisotropy in the lateral strain and shape, theggnlewvels of a GaN QD are shown
in Fig. 2.6(a) (thdZ) component of B valence bands are ignored). The allowed altian-
sitions are marked by the arrows, all of which representincutarly polarized light witho™
and o~ representing clockwise and counter-clockwise rotatiohe &bsorption spectrum in
this case is illustrated in Fig. 2.6(c), where peaks withebdund red colors represent x- and
y-polarized absorption spectra, respectively.

When there is a lateral anisotropy in the QD’s strain and shapxing occurs between
(X —dY) |)and|(X +:iY) 1), and|(X +4Y) 1) and|(X —iY") 1). Assuming the anisotropy
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Figure 2.6: Wurtzite GaN conduction band (CB) and valenaedbenergy levels and optical
transitions. (a) Isotropic shape and strain. TA& components in the valence bands are ig-
nored. (b) Lateral anisotropic shape and strain. Thecomponents in the valence bands
are ignored. The ellipticals at the bottom illustrate xediion elongated shape. (c—d) Ab-
sorption spectrum for x- (blue, positive) and y- (red, neggtpolarizations with isotropic,
lateral anisotropic shape and strain, respectively. (eSofftion spectrum when considering
the electron-hole exchange interaction under lateralotmogic shape and strain. (c—e) are
inspired by [L89.
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is due to an x-direction elongation in the QD’s shape, thenntlixing can be described by a
rediagonalization of the following Hamiltonian:

Aan/2 = (2.49)
= —Aup/2)’

which used|(X —iY) |), |(X+:Y) )} or{|(X +iY) 1), (X —iY") 1)} basis. This resulting
in two elliptical A valence band staté@.X —b:Y') |) and|(aX +b:1Y") |), and B valence band
states (b.X + aiY’) 1) and|(bX — aiY) 1), respectively. Here andb are functions ofA 45
and=, as illustrated in Fig. 2.6(b). The resulting absorptioactpum in this case is illustrated
in Fig. 2.6(d).

So far, we have not considered the exchange interactioneleetwlectron and hole. If
the exchange interaction is considered, a fine structurgisglwill occure in both A and B
excitons as show in Fig. 2.6(e).

2.2.3 Strain and Stress

Strain plays an important role in the properties of GaN balestites. This is especially true in
those made of heterostructures, where lack of lattice nrajdietween GaN and its alloys leads
to more complicated electric and optical properties coreghéo other materials such as GaAs.
Therefore, it is worthwhile to have a basic understandinthefmechanical characteristics of
GaN. We start with a brief introduction of elasticity theanysolid.

Let us consider a solid body S which deforms into S’ under redeforce as shown in
Fig. 2.7(a). The deformation can be described by the displentu(r) of each point (atom)
r in S to a corresponding point (same atom)in S’. To describe strain we use a set of the
derivative ofu(r) = (uy(r), uy(r), u.(r)):

gulr) Ugy Uyg Usg

Ou(r) | _

oy | T | Uey Uy Usy (2.50)
ou(r)

Ugy Uyz Uzzy

whereu,; denote%, ij=ux,y,z
We can reduce the number of variables needed to describe Byraising the following
strain tensor elements
€ij = %(um + i), (2.51)
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Figure 2.7: (a) Displacement vector. (b) Stress tensor.

or in an expanded form:

€1
€2
€3
€4

€5

€6

umm

Uyy
uZZ

Uyz+Uzy

UgzFUzg

Ugy+Uyz

(2.52)

This is because, elements likg, — u;; represents a rigid rotation. For examplg, — u.,

represents a rotation along x-axis which does not stretwhpeess or twist the solid.

The stress tensor describe the force applied to a unit ardee glurface of a solid body as
shown in Fig. 2.7(b). We define the surface norm direciignn, andng pointing along the

X-, y- and z-axes respectively. The stress tensor elemgeuenotes the force with a direction
of ;7 applied on the surface with a normaf. It can be proven that in order for the solid to be
in equilibrium, i.e. no translational and rotational aecation, the stress tensor elements have
to be symmetric, i.es;; = o;;. For example, in Fig. 2.7(b) if,3 andos; are the only non-zero
elements, they have to be equal, otherwise the rigid bodyetdte along the y-axis. Similar
to strain tensors, we denote stress tensor elements as:

01
)
03
04
05

06

(2.53)



Table 2.3: Elasticity, spontaneous polariza-
tion and piezoelectric polarization constants

for nitride semiconductors.

All values are

for Ga/Al/ln-polar crystals. Data taken from
[12].
Materials GaN AIN INN

Ch (GPa) 390 396 223
Ch2 (GPa) 145 137 115
C13 (GPa) 106 108 92
Cs3 (GPa) 398 373 224
Cy4 (GPa) 105 116 48
P, (Clcn?) | -0.034* -0.090* -0.042*
dq3 (pm/V) -1.6 2.1 -3.5
ds3 (pm/V) 3.1 5.4 7.6
dy5 (pMm/V) 3.1 3.6 55

* Negative sign means opposite to the growth di-

rection.

The stress and strain tensors are connected by the stifeessC;; as:

(2.54)

g; = E Cijeja
J

wherei, j = 1,2,...,6. However, not allC;; are non-zero. The crystal symmetry of wurtzite
crystal leads to a reduction @f;;] into [113:

Cn

Crz

Cis
0
0
0

Cp Ci3 0 0 0

Chi Ciz 0 0 0

Cis Ciz 0 0 0 (2.55)
0 0 Cu 0 0

0 0 0 Cu 0

o 0 0 0 “9te

The values of”;; are shown in Tab. 2.3.

2.2.4 Deformation Potential

As we mentioned earlier that the bandgap of a semiconduntoeases as its lattice constant
increases. Therefore, when GaN or any other semiconductmmpressed or stretched, the
bandgap as well as the energetic position of the conductidrvalence bands will increase or
decrease. This is particularly important in InGaN/GaN dquanwells as will be presented in

details later.
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Figure 2.8: Polarity and spontaneous polarization of GalNG@a-polar. (b) N-polar.

2.2.5 Spontaneous Polarization

In c-plane GaN, the Galayer and N layer alternate along the growth direction as shown
in Fig. 2.8. If the top surface is terminated by Ga-monolayer crystal is called Ga-polar,
otherwise, it is called N-polar. Equivalently, the polgig also defined by the relative position
of the Ga and N atoms in the Ga-N bilayer. Typically, GaN grdwyrMOCVD on c-sapphire
are Ga-polar]14]. N-polar GaN surface can be obtained from the interfacevéen the GaN
and the substrate by removing the substrate. In molecusamnlepitaxy (MBE) growth, N-polar
GaN can also be obtained by inserting a AIN buffer layer.

The polarity gives rise to spontaneous polarization. Inp8kr GaN (Fig. 2.8(a)), the top
bilayer has negative charge, because the N-atoms in theleygbattract electrons from the
Ga-atoms in the top second bilayer. This leads to negatiasgehat the top surface. Similarly,
the bottom surface exhibit positive charge in Ga-polar Getid surface charge density is about
2 x 10'7 e/cn?, leading to a spontaneous polarization of 0.034 G/pwinting to the bottom
surface. The opposite occurs for N-polar GaN as shown inZ=gfb). Table 2.3 summaries the
spontaneous polarization for GaN, AIN and IniN’[. The spontaneous polarization in IlI-N
semiconductors are much greater than other IlI-V semicciaas.

Under normal environment, however, bulk GaN does not dysalaet dipole moment ex-
pected from the spontaneous polarization. This is becduaséipole moment is neutralized by
external charges accumulated at the surfaces. Only whesrybl is perturbed, for example
by heating, the electric dipole moment starts to displaye phenomenon of heating-induced
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polarization is called pyroelectricity.

2.2.6 Piezoelectric Polarization

Polar crystals can also display polarization under medastress. This phenomenon is called
piezoelectricity. The piezoelectric polarizatid@®, = (P, Por.y, Porz) iS connected with
the stress tensdw| as:

01
09
sz7x O O O O d15 O
o
Pus|=10 0 0 ds 0 0 o (2.56)
o
Py, dig diz dsz 0 0 0 !
05
O6

From this equation we can see that when tensile or compeestigss is applied to GaN, it
will generate a piezoelectric polarization along thaxis. The values of the piezoelectricity
constants are shown in Tab. 2.3.

2.2.7 Phonons

GaN, as well as all 11I-V semiconductors, have two atoms icheanit cell. Therefore, there

are six vibrational degree of freedoms, correspondingX@isonon bands. Three of them are
acoustic phonon bands whereas the other three are optiocabphands. Acoustic phonon
modes are due to the center of mass vibration of the unit Ggitical phonon modes are due
to the relative motion between the Ga and N atoms. Both aicoastl optical phonons can be
longitudinal or transversal depending on the whether theatiion direction is aligned with the

phonon propagation direction (wave-vector).

Acoustic phonons energy is linearly dependent on the waeeowé whenk < 2T, as
expected for acoustic waves. Optical phonons, on the otred,thave finite value &= 0 and
have nearly flat dispersion curves. This is because optie@h@ns originate from the relative
motion of the two atoms within a unit cell. Among the two tymgsical phonons, longitudinal
optical (LO) phonons have higher energy than the transvepgaal (TO) phonons. This is
because the LO phonon vibration is coupled with the Coulamdraction between Ga and N
atoms [L03. This also leads to the coupling between exciton and LO phon
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Figure 2.9: The theoretical phonon dispersion curve of Gadlure adopted fromi[1].
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CHAPTER 3

Fabrication and Characterization of InGaN/GaN
Disk-in-Nanowires

In this chapter, we first show the device structure and fakion flow for both optically and
electrically pumped site-controlled InGaN/GaN DINs in S8cl. The experimental setups
used to characterize the PL and EL properties are shown ir3Szc

3.1 Device Structure and Fabrication

3.1.1 Optically Pumped Disk-in-Nanowires

The structure of an optically pumped DIN is shown in Fig. 8)1Each DIN is made of a 3 nm
thick Iny15Gas5sN ND in a 120 nm tall cone-shaped GaN pillar. The ND has a 10 riokth
GaN at the top and has sidewalls exposed in air. The GaN piflara sidewall slope of 75
The diameter of each ND can be controlled down to 15 nm with nm standard deviation.
The location of each DIN can be controlled with a few nanometecision.

In all our samples, we have dense arrays of DINs with 300 ner-atdt separation and
sparse arrays of DINs with @m inter-dot separation. Fig. 3.1(b) shows the SEM image wf fo
DINs with 25 nm diameter in a dense array.

The fabrication flow of the optically pumped DINs is shown ig.R3.2 [9, ?]. It starts with a
planar single Ip15Ga; ssN/GaN QW grown on (0001)-plane sapphire substrate by MOCVD.
The thickness of the InGaN layer is 3 nm with 2 MLs of fluctuatitt is sandwiched by a 10 nm
thick unintentionally doped GaN (uid-GaN) on the top and;abthick uid-GaN buffer layer
at the bottom. The planar sample is first coated with PMMA @06®und per minutes (RPM)
for 30 seconds which is followed by a baking at 18 for 180 seconds. The sample is then
loaded into a Jeol JBX-6300FS electron-beam lithograpkyesy with the following writing
configuration: current 500 pA, voltage 100 kV, spot size 2 dogse 160Q.C/cn¥. After the
electron-beam writing, the sample is developed in metlotbusyl ketone (MIBK):isopropy!
alcohol (IPA) (1:3) solution for 1 minute and then IPA for 3&cends. After drying the sample
with a nitrogen gun, it is loaded into an electron-beam exatpo to deposit a layer of Ni with
60 nm in thickness. The base pressure for the depositior1©2 mbar. After electron-beam
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15.0kV 10.1mm L-x360k

Figure 3.1: Structure of optically pumped NDs. (a) The schignplot of a single GaN
nanopillar containing an InGaN nanodisk of diamefter= 25 nm. (b) The SEM image of a
part of a dense arrays of QDs of diamei2r= 25 nm and dot-to-dot separation 300 nm. The
viewing angle is 45

evaporation, unwanted Ni and PMMA are liftoff by immersiing tsample in acetone, leaving
Ni islands as the etching mask for the next step. The dianoétidye Ni island determine the
diameter of ND. The NDs are formed by etching the sample in K119%400 plasma etcher for
45 seconds using the following ICP-RIE recipe: TCP RF 200 6 RF 150 W, Gl 15 sccm,
Ar 20 sccm. Finally, the Niislands are removed using BNQO (1:2) solution for 60 seconds.

3.1.2 Electrically Pumped Disk-in-Nanowires

The structure of an DIN for electrical pumping is similar t@t of an optically pumped one.
Each DIN, as shown in Fig. 3.3(a), contains a 3 nm thigkJGaN QD sandwiched between
a 120 nm thick Mg-doped GaN (p-GaN) and 12 nm thick uid-GaNetayat the top, and a
12 nm thick uid-GaN and 83 nm thick Si-doped GaN (n-GaN) laythe bottom. The doping
densities of the p-GaN and n-GaN &re 10'7 cm™2 and1 x 10'® cm~3, respectively.

The structure of an electrically driven device based on suBN is illustrated in Fig. 3.3(b).
The top 30 nm portion of the p-GaN layer is in contact with a a@®thick semi-transparent
ITO conductive film, which is electrically insulated frometh-GaN by a layer of 200 nm thick
SOG. The p- and n-contacts are both metalized by Ti/Au (2%6Mhm) pads.

The fabrication flow of electrically pumped DINs is summadzn Fig. 3.4. It starts with a
planar single InGaN QW LED grown on the (0001) plane (c-pjafe sapphire substrate by
MOCVD. We first fabricate cone-shaped DINs by patterning tdhang-masks using electron-
beam lithography and then etching the GaN using ArfRIE, as explained in Fig. 3.2. The
only difference is that here the Ar-CRIE lasts for 75 second in order to achieve 230 nm pillar
height.
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Figure 3.2: Fabrication of optically pumped NDs. (a) Plasiagle In,;5Ga ssN/GaN QW
grown onc-plane sapphire. (b) Coat PMMA and electron-beam litholgyafc) Deposit nickel.
(d) Nickel liftoff. (e) ICP-RIE etching. (f) Nickel removal

38 nm

Ti/Au (+) IOO nm
l 200 nm
p-GaN 120 nim +
A l 200 nm
uid-GaN 12 nmZ0 <4 InGaN 3 nm
| . A

n-GalN 83 nm

i n-GaN
(a) (b)

Figure 3.3: The structure of electrically pumped DINs. (ap#&e DIN without electrical
contacts. (b) A DIN with electrical contacts.
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Figure 3.4: Fabrication flow of electrically pumped DINSs) Rdanar single InGaN/GaN QW
LED grown on the c-plane of a sapphire substrate by MOCVD. Fdihricate cone-shaped
DINs following the method in Fig. 3.2. (c) Cleave the slamtesvall using KOH solution. (d)
Spin coat SOG and cure. (e) Pattern photoresist etching o&sg optical lithography. (f)
Wet etch SOG using buffered HF to expose part of the GaN famact. (g) Etch back SOG
using CR-CHF; plasma RIE with careful SEM monitoring. (h) Deposit ITO wgsputtering.
(i) Pattern photoresist etching mask using optical litlapdry. (j) Wet etch ITO using HCI:H20
(2:3). (k) Pattern photoresist etching mask using optitdagraphy. () Deposit Ti/Au contacts
and liftoff in acetone.
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Figure 3.5: The SEM images of (a) four DINs after KOH wet-@tgh and (b) four DINs after
SOG etch-back. All SEM images are°4Giew.

The slanted sidewall of these cone-shaped DINs are theweddsy selective wet-etching
in a KOH-based solution AZ400K developédrl[q for 220 minutes. The KOH solution etches
the DIN’s sidewall (100) m-plane and has negligible impacts on the DIN’s top di@mand
height. The SEM image of four DINs after KOH wet-etching i®win in Fig. 3.5(a). This
technique removes the plasma damaged sidewall materiakdndes the surface defect states
[115, which may have improved the current-injection efficiemeyour DINs. Most impor-
tantly, it allows us to fabricate cylindrical DINs that hasienultaneously thick p-GaN for ap-
plying electrical contact and small InGaN ND diameter foaqum confinement?], which
could not be easily achieved on cone-shaped DINs.

To apply electrical contacts to the DINs, we first planarize sample by spin-coating
Filmtronics 500F SOG at 3000 RPM for 30 seconds. This is ¥a#id by a three-step pre-
baking at 80, 130, 25€C. Then the sample is transfered to a nitrogen purged hetplhich
ramps the temperature from 2@ to 400°Cat 450°C/hour ramp rate. The sample stays in
400°C for an hour and naturally cool down to 2Q. The thickness of the SOG is measured
to be~580 nm. The quality of the planarization depends on the Dinditer as well as the
inter-dot separation. We have made sure that the samplansqzed within 10 nm for DINs
with diameter as large as 100 nm and DIN arrays with interséparation as small as 500 nm.

After the planarization, the SOG is patterned using opftitiabgraphy and buffered HF
to expose a part of the n-GaN substrate for applying the macbnThe SOG is then etched
back using CI~=CHF; plasma to expose 30 nm p-GaN layer for applying the p-confHuis
etch-back step needs to be carefully monitors as overrgetiil cause short circuit and under-
etching will cause open circuit. We used multiple etchingpsteach followed by an SEM
check. The SEM image of an array of DINs after SOG etch-bagkasented in Fig. 3.5(b),
showing DINs embedded in the SOG except for their top 30 nriigpoof p-GaN layer.

The ITO contactis deposited using a Kurt J. Lesker Lab-18matagn sputter. An ITO layer
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of 200 nm in thickness is deposited by DC sputtering an IT@eia{10% Sn® by weight) in
Ar-O, (2.5% O, by volume) atmosphere. The deposition rate BA/s. Afterward, a layer of
photoresist (SPR220 3.0) is spin coated on the sample atetiped using optical lithography
to form the ITO etching mask. The ITO is patterned by wet etghin HCI:H,O (1:3) solution
for 50 seconds. As-deposited ITO exhibits poor transpgrama high ITO/p-GaN contact
resistivity. To improve the ITO film quality, the sample isr@aled in a Jetfirst annealer in
forming gas at 400C for 5 minutes. The annealed ITO is more transparent anductiveg.
Most importantly, we have seen significant reduction in ff@/p-GaN contact resistivity.

The p- and n-contacts are metalized by patterning phogiredectron-beam evaporating
Ti/Au (25 nm/500 nm) film and acetone liftoff. The Ti layer isad to improve the adhesion
between the Au film and the underlying ITO layer. This is venportant for the wire-bonding
process in the next step.

Finally, in the packaging step, the sample is diced into 5»x8nmm dies using an ADT
7100 dicing saw and Au-Au wire-bonded to a Spectrum-Sentigotor CSB01660 ceramic
dual in-line package (DIP) chip carrier using a K&S 4123 vonder. The die is fixed in the
cavity of the chip carrier by Emerson and Cuming Stycast ggoxtaining 2850 FT resin and
catalyst 9. The DIP chip is plugged onto a customized colcefimgour Janis ST-500 cryostat
for electrical and optical characterizations. A thin lagéApiezon N vacuum grease is applied
between the DIP and the copper cold finger to ensure good #heontact.

3.2 Characterization Systems

3.2.1 Photoluminescence Characterization

The setup used to characterized the PL of NDs is illustratédg. 3.6. The sample is mounted
on the copper cold finger of a Janis ST-500 He-flow cryostat Wwéd Pella 16062 conduc-
tive silver paint. The cold finger temperature is controled stabilized by a Lakeshore 335
temperature controller together with the temperature@easd heater installed in the cryo-
stat. The sample is excited from an anglé §m the normal direction with a 390 nm laser.
The 390 nm laser is obtained by frequency doubling a 780 nneleagth Spectra-Physics
Tsunami Ti:Sapphire laser which has a 150 fs pulse duratiohaa 80 MHz repetition rate.
The Ti:Sapphire laser is pumped by a 530 nm Spectra-Physitsnkia diode pumped solid
state (DPSS) laser capable of providing up to 15 W power. aserispot on the sample surface
was elliptical with 820 pxm short axis and a 3bm long axis.

We study the PL and TRPL properties of NDs using a confocalasmpe setup. This setup
consists an objective lens L1 with a focal lengtk= 5 mm and a numerical aperture (NA) 0.6
and a pair of confocal lenses L2 and L3 with a focal lenfyjth 75 mm. The setup is switchable
between ensemble and single ND measurements by removihgoomgpa 25:m pinhole at the
confocal plane. The pinhole is capable of isolating the siarsof a single ND as long as the
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Figure 3.6: The experimental setup for PL characterization

neighboring NDs are over Am away.

A Semrock FF02-409/LP longpass filter (not shown) is usee@toave the scattered laser
and only allow wavelengths longer than 400 nm through. FoPOReasurements, an addi-
tional pair of Semrock TBP01-449/15 tunable bandpassdil8PFs) are used to further select
a spectral window with tunable position from 400 nm to 440 md tunable bandwidth from
2nmto 10 nm.

A charge-coupled device (CCD) camera is used to monitor ts#tipn of NDs through
their PL by applying the longpass filter. The CCD image is rded by a computer which
also controls the motion of the cryostat and the objectivs lel. The cryostat is mounted
on a high-load XYZ-stage driven by stepper motors with ;m positioning accuracy and
1 inch travel range. The objective lens is mounted on a Xagstdriven by piezo-actuators
which allows fast (due to the low weight of the objective l@asnpared to the cryostat) and
accurate (nanometer resolution) positioning. The XY 4ystaf the objective lens and the CCD
monitoring camera form a fast-response feedback loop twvakal-time compensation of the
mechanical drift of the cryostat. This is necessary for measents requiring hour-long data
collection time.

The time-integrated photoluminescence (TIPL) spectrummémsured using a Princeton
Instrument Acton SP2500i spectrometer with 0.5 m focal tlen.5 f-ratio, and a 600 g/mm
grating. This provides a 0.6 meV (0.08 nm) spectral resotutit~ 3 eV (400 nm). The
spectrometer is equipped with a nitrogen-cooled Princatetrument Spec-10 CCD camera
which contains a 1024256 array of pixels of 2&m in size. Each pixel has over 50% quantum
efficiency (QE) at~400 nm wavelength and a negligible dark count due to thegemma@ooling.
The CCD chip is typically cooled down to -9C.
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Figure 3.7: The experimental setup for DC EL characterati

The TRPL measurement is done by a time-correlated singisphcounting (TCSPC)
setup composed of an avalanche photodiode (APD), a p-i-todiaale (PIN) and a time cor-
relator (TC). The APD has a QE of 40% at 400 nm, a dark countafa?® cps and a 200 ps
full width at half maximum (FWHM) in its instrument resporfsmction (IRF) at 400 nm. The
PIN converts laser pulses from the Ti:Sapphire laser inth $ignals. After each laser pulse,
the TTL signal generatd by the PIN starts a timer in the TC. fliner record the time until a
photon is received by the APD which triggers the end of thetirihe TC records the number
of start-stop signal pairs as a function of the time delaybet them. This forms the TRPL
traces.

The second-order correlation®) function of single DINs is measured using a Hanbury
Brown-Twiss (HBT) interferometerl[Lg composed of a 50:50 unpolarized beamsplitter, two
APDs and a TC. The operation principle is very similar to tbiithe TRPL measurement,
exceptthatin an HBT interferometer the PIN is replaced b&RB. Obviously, if the DIN only
emits one photon at a time, it is impossible for the TC to rd&bart-stop signal pairs separated
by zero time delay, i.e. one photon cannot be detected bydh@PDs simultaneously. Hence,
we can use the HBT interferometer to verify if a photon sous@esingle-photon source or not.

3.2.2 Electroluminescence Characterization

The experimental setup used to characterize the EL is sitoithe one used for PL characteri-
zation, except for the way the sample is pumped. We perfotin®€ and RF characterizations
for our samples.

The DC setup, illustrated in Fig. 3.7, uses a source measnteomit (SMU) to provide
voltage (current) source and measuring the resulting otu(weltage) across the sample. This
setup allows us to perform current-voltage (1V), time-greged electroluminescence (TIEL)
andg® measurements.

The RF setup, illustrated in Fig. 3.8, used a DC biased RFceadior pump the sample. A
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Figure 3.8: The experimental setup for RF EL characteomati

Stanford Research System CG635 clock generator capabkenefating up to 2 GHz square
waves is used to trigger an Alnair Labs EPG-200 impulse gdoecapable of generating
electrical impulses with positive polarization, 500 my,\and 80 ps FWHM at up to 2 GHz
repetition rate. The impulses are amplified by a tunable Rplifier to obtain up tot.5 V'V,
A DC bias from the SMU is added to the RF impulses via an Aerd@&k0SFF1-26 bias tee.
All RF components described above require(biimpedance matching. In order to match the
impedance, a 50 TEH100M50R0JE-ND non-inductive resistor is connectedarafiel to the
sample and placed in the cryostat close to the sample.

This setup allows us to perform time-resolved electrolsaence (TREL) and pulsed?
measurements. The TREL measurement uses the clock gerardtan APD to send start and
stop triggers to the TC, which is similar to the TRPL measwenexplained in Fig. 3.6.
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CHAPTER 4

From Quantum Well to Quantum Dot: Effects of
Diameter Reduction in InGaN/GaN Nanodisks

As explained in the previous chapters, the DINs studiedimdissertation are etched from a
planar InGaN/GaN QW, and hence have finite diameters. Irctrapter, we study the diame-
ter dependence of the mechanical, electrical and optioglgsties of the InGaN ND in a DIN.
In Sec. 4.1, we show the drastic difference in the opticaperties of a ND with very large
diameter and a ND with very small diameter, which is ultinhatkie to the strain relaxation at
the ND sidewall. In Sec. 4.2, we show that the lateral stratridution in a ND can be under-
stood by a simple analytical model. In Sec. 4.3, we show tastrain relaxation leads to a
strong blueshiftin ND’s PL energy as a result of the quantamfined Stark effect (QCSE). In
Sec. 4.4, we show that the strain relaxation also leads tastidenhancement in the oscillator
strength of the ND. Section 4.4 concludes this chapter.

4.1 Quantum-Well-Nanodisk vs. Quantum-Dot-Nanodisk

To highlight the drastic effects of the diameter of a ND, wstfaompare the optical properties
of a very large and a very small NDs. The large N2 igm in diameter and fully strained; it
corresponds to the QW-regime and we call it QW-ND. The smBlli§I15 nm in diameter and
should have the least amount of strain. It is found to be GB-dind will be called QD-ND.
The emission from the QW-ND is strongly influenced by theistia the InGaN layer,
common to IlI-N QWs grown on-planefl17, 11§, as explained in Chap. 2. At low exci-
tation intensities, as shown in Fig. 4.1(a), the PL specteahaindreds of meV broad with
pronounced optical-phonon replicas due to the strainfsedgthwavefunction overlapping be-
tween electrons, holes and the longitudinal interfacecapphonon mode&[L9, 12(d. The
TRPL measurement shows that carriers decay very slowlhaQ¥-ND (Fig. 4.1(b)). In or-
der to quantify the decay time of the QW-ND, we used a monaegptial function to fit the
initial 12.5 ns decay curve and goti#e initial decay time ofr,;;, = 152 ns. Such a slow PL
decay indicates a weak oscillator strenghdue to large strain-induced electric fields. Note,
however, that it is expected that a strained InGaN QW has&chd exponential decay trace
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Figure 4.1: (a) The PL spectra from a QW-ND with a diameter pfi2(red lines) and a QD-
ND with a diameter of 20 nm (blue lines) at excitation int¢iesi” = 0.4, 1.4, 4 and 14 W/cth
The spectra are normalized to their maxima and verticallfyeshto ease the comparison. The
spectra of the QW-ND is broadened by optical-phonon repla=illustrated in dashed green
lines. (b) The TRPL decay traces of QW-ND (red) and QD-ND’seélp (blue) measured at
P = 10 W/cn?. (c) The mono-exponential decay time of the X peak of the D4\ (blue
square) and the decay time obtained from mono-exponeritiaf the initial 12.5 ns decay
trace of the QW-NDrg,y;, (red triangle) at various excitation intensities. (d) Theegrated PL
intensity of the X (blue square) and XX (green circle) peaksifthe QD-ND and the overall
integrated PL intensity, including the optical-phononliegs, from the QW-ND (red triangle).
All the intensity valued are normalized by the lateral area of the InGaN layers andeéheave

a unit of count per second per nanometer square (cf$/ndnlinear fit of log(I) vs. log(P)
shows that the intensities of the X and XX peaks of the QD-Nti2]| the spectrally integrated
intensity of the QW-ND are proportional t8'12, P297 and P77, respectively.
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due to the reduction of the carrier density and, thus, theease of the piezo-electric field over
time, which is not obvious in Fig. 4.1(b) due to the short tiwindow.

With increasing excitation intensiti?, optical-phonon replicas are reduced, the PL peak
energyFE blueshifts by more than 300 meV (Fig. 4.1(a)), and the derrag bf the emission
shortens (Fig. 4.1(c)) by orders of magnitude. These cabpeatjualitatively explained by the
screening of the built-in field with increased photo-cardensity.

The integrated PL intensity, including optical-phonon replicas, increases supexdity
with the excitation intensity’? as/ oc P77 (Fig. 4.1(d)). This is because non-radiative recom-
bination processes either have little dependence on caeigsity, such as for the Shockley-
Hall-Read proces$p1], or have negligible contributions over the range of exmtaintensities
investigated here, such as for the Auger recombinat®f|[ Therefore, at higher excitation
intensities, an enhanced radiative decay results in anovepr|IQE, manifested as the super-
linear increase of the PL intensity. Assuming that the pluatwier generation rate is propor-
tional to P, it immediately follows that the IQH;,,; increases with? asn;,,; o< I/P oc P%7.

In contrast to the QW-ND, the emission from the QD-ND showidct properties. As
shown in Fig. 4.1(a), at low excitation intensitiesBf< 10 W/cn? the PL of the QD-ND is
dominated by a single peak labeled as X at 2.925 eV. The mrporential decay time of the
X emissiontx = 3.1 ns is much shorter thar,,;,, suggesting that the built-in electric field is
weaker in the QD-ND than in the QW-ND. At high excitation insities of P > 10 W/cn?,
two additional peaks at higher-energies 2.955 eV (XX) a®¥@.eV (possibly charged XX)
appear (Fig. 4.1(a)). The integrated intensity of the Xkgeareases linearly witl® up to the
saturation intensity of- 15 W/cm?, while the intensity of the XX-peak increases quadratjcall
with P (Fig. 4.1(d)). Hence we assign peak X to the single excitorsgion, and peak XX
to the biexciton-to-exciton transitiod?3 124 The large negative binding energies of XX
(> 10 meV) are commonly observed in 11I-N QD5 126 127,128 129 130, 131, 137. It
is due to the residual strain, even in dots with such sma#issiwhich enhances the repulsive
exciton-exciton Coulomb interaction?7]. Despite the residual strain, both the PL energy
(Fig. 4.1(a)) and decay time (Fig. 4.1(d)) of the X-peak renmearly constant as the excitation
intensity increases significantly. These again suppodtsttie X-peak comes from the discrete
ground state in a zero-dimensional dot, and is thus un4effidzy carrier screening. The carrier
density only changes the relative occupation among diftezaergy levels, leading to changes
in the relative intensities of corresponding spectraldine

The above study shows that the optical properties of the QDYihcluding PL energy, de-
cay time and IQE, depend strongly on the excitation intgrasita result of strain and screening.
On the other hand, in the QD regime, the effect of strain aneksing on the exciton emission
from the QD-ND becomes obscure due to the energy-level qazdion.
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Figure 4.2: Phenomenological strain relaxation model.T{@® schematic plot of the simple
1D theory described in the text. (b) The exciton potentiafifg at P = 0.4 W/cm? along the
lateral direction in NDs withD = 15, 20, 30, 50, 100, 400 nm, plotted using the fitting results
of Fig. 2(a),Ey = 2.92 eV, B,,(P = 0.4) = 303 meV andx = 0.055 nm~*.

4.2 Mechanical Properties in a Nanodisk

The previous section used strain relaxation at the sideafdlID to qualitatively explain the

sharp difference in the optical properties of QD-NDs and @W¥s. In this section, we provide
a simple phenomenological model of 2D coupled-springs ewstand the strain relaxation
and derive an analytical expression for the strain distiolouin the ND.

We illustrate our model in Fig. 4.2(a). The InGaN QW of thieks! is simplified to a sin-
gle layer of 1D lattice//2 away from the upper and lower GaN barriers. Black dots repres
the lattice sites. The upper and lower lattices represenGidiN barriers. The lattice constants
of GaN and InGaN perpendicular to theaxis area; anda,, respectively. If the InGaN layer
is fully stressed, the InGaN lattice lines up with the GaNidas and has lattice constance
This represents the limit of infinite lateral size, which vedl the pre-relaxation configuration.
Due to the finite lateral size of our ND the strain is partia#jaxed to minimize the mechani-
cal elastic energy,, of the entire system, which we call the post-relaxation gumtion. We
assume that the GaN lattices are fixed for simplicity. Not this will lead to an overesti-
mation of the change in the piezo-electric polarizatiordfelsince tensile-strained GaN will
produce opposite polarization charges at the InGaN/Gadifades. But this only contributes
to a proportionality factor to the piezoelectric field. THeplacement of the'" lattice site in
the post-relaxation configuration in respect to the praxaion configuration is denoted as

The equilibrium value of; is determined by both minimization of the total elastic exyer
E,, and the balance between forces at each:sif each site, the atom is subject to a shear
stressF,; between InGaN and GaN layers and a hydrostatic strgsaithin the InGaN layer.
The two forces are given by the displacemenas:

Fsi = —klui, Fhi = kQ(uifl + Uiy — QUZ) (41)
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The coefficient; andk, can be understood as related to the Shear modulus at the IG@RN
interface and the Young’s modulus in InGaN QW layer, redpelst Local force balance
requires that:

F, + Fy; = 0. (4.2)

Substituting Equ. 4.1 into Equ. 4.2, and translating inea¢bntinuous form yields:

d?u

_ 2
klu = k’zalw, (43)

in whichr is the radial distance from the center of the InGaN disk. Eljisation can be readily
solved considering that(r = 0) = 0 at the center of the disk and that-) is an odd function

of r, resulting in:
u(r)=0C (e’" — e_"“") SR = i@ / Ll (4.4)

ar V ko
Here(C' is a constant to be determined.
The total elastic energ¥,,, of the InGaN lattice, ignoring the coupling energy betwesan t
InGaN lattice and the barrier layers, can be written as:

1 1
En = Z 5]{1%2 + §k2[(a2 —a1) = (ui — u;1)]%. (4.5)

Re-writing E,,, in the continuous form gives:

b2 as — a du\?
E, =2 — [kt 4k [ 22— — =) 1d
/0 2a1[ s 2a1( ay dr Jdr

o 2
= 2y/k1kasinh(26D /2) C2 + 4ky(ay — az)sinh(kD/2) C + wbmz. (4.6)
1
Minimizing E,, above gives” and thusu(r) as:
a9 — a1 k?g
C= \/ —sech(kD/2), (4.7)
2 Kk
u(r) = (ag — a1)y/ %SGCI‘(/{D/Q} sinh(kr). (4.8)
1

With w(r), we obtain the hydrostatic compression strain along theisatirection defined
as:
e(r) = -2 a_l n fi—": — 2y [1 — sech(xD/2) cosh(xr)] , (4.9)
in whichey = —(as — a1)/a; denotes the maximum strain in a fully stressed InGaN layer.

This expression is by no mean a full description of the stnaia real InGaN/GaN QW,
since there are several more strain components that needctanisidered. However, it provide
a simple analytical expression backed by an easy to undergtaysical picture. Most impor-
tantly, as will be shown in the rest of this dissertation|ld\as us to establish phenomenological
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models that match well with our experimental results.

4.3 Electrical Properties in a Nanodisk

As we have explained in Sec. 4.1, strain relaxation will leachanges in the electrical proper-
ties of an ND, which in turn will affect their optical propess. To obtain a quantitative picture
of the effect of strain relaxation on the electrical projgerof NDs, we performed a controlled
systematic study of how PL energy changes with the diam&termeasured NDs of 21 dif-
ferent diameters, varying frot® =15 nm — 2um, fabricated on the same single-QW wafer of
fixed thickness<€ 2 mono-layer fluctuation) and fixed indium fraction % fluctuation). For
each diameter, we measured one randomly chosen ND fi®m @array, the results of which
are presented in Fig. 4.3(a).

Figs. 4.3(a) shows that the peak energy of zero-phonon bArB)(blueshifts as the di-
ameter of the ND reduces from/dn to 19 nm, consistent with previous studidd.], 133
134, 135 136 137, 139. The large amount of blueshift{ 300 meV) from QW to ND shows
that the piezoelectric polarization gives the dominantticbation to the electrical properties
in our NDs. The piezoelectric polarization lowers the extienergy due to the QCSEJ9.
Therefore, reducing the diameter decreases the overaihsind piezoelectric polarization,
leading to an increase in the exciton energy. In contrastiéformation potential increases the
bandgap 140 and would lead to a redshift of the exciton energy with dasneg the nanodisk
diameter. The spontaneous polarization also cannot exgiai blueshift, since it is largely
independent of the strain and, therefore, the nanodisketiam

The predominance of the piezoelectric polarization in si@fhe potential profile suggests
a lower exciton potential at the center of the nanodisk. Ehsecause the higher residue strain
at the center of the nanodisk leads to stronger piezoatdatd and Stark redshift compared
to at the sidewall.

Since the amount of piezoelectric field, and hence the amafutark redshift, is propor-
tional to the amount of residue strain, the lateral potéiptiafile at radial position can be
expressed as:

¢'(r) = —By,[1 — sech(kD/2) cosh(kr)]. (4.10)

This can be quickly derived from Equ. 4.9. Here,, represents the amount of exciton energy
shift from an unstrained QW to an fully-strained QW is the characteristic length of the
region from the InGaN nanodisk sidewall where the compvessirain of the InGaN layer
is relaxed as explained in the previous section. Due to tedgminance of the piezoelectric
polarization over the deformation potential,, is always positive, i.e¢’(0) < ¢'(D/2).

At low excitation intensities, the diameter-dependent Rergy £(D), corresponding to
the exciton energy at= 0, can be written as:

E = Ey — B,,[1 —sech(kD/2)]. (4.11)
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Figure 4.3: PL properties vs. ND diameter. (a) The PL engrg9f single NDs vs. the

diameterD of the ND at excitation intensity> = 0.4 W/cn? (blue square) and4 W/cn?
(green circle). The single NDs are randomly chosen andtswlasing a confocal microscope
setup. The ND diameter is the average diameter of the ND&aung array which has a 2 nm
standard deviation. The data are fitted using Equ. 4.11 asguime samed-, andx for both
low- and high# data, resulting iy = 2.92 eV, B,, jou—p = 303 MeV, B, nigh—p = 19 meV
andx = 0.055 nm~!. (b) The TRPL decay traces of four ensembles of NDs with dtarse
D = 2 um (blue), 299 nm (green), 107 nm (red) and 18 nm (pink), respedyg, at excitation
intensity P = 18 W/cn?. Each ensemble contains a6 array of NDs. (c) The total decay
rate;, = 1/7:,: of ND ensemble vs. ND diameté? at excitation intensitie® = 18 W/cm?
(green circle) and® = 32 W/cn? (red triangle). r,,, is defined as the time taken for the PL
intensity to decay from the maximum intensity to half maximto avoid the complexity of
stretched exponential decays. (d) The PL intensity perla@aN area of ND ensemble vs.
ND diameterD at excitation intensitie® = 0.4 W/cm? (blue square)P = 18 W/cn? (green
circle) andP = 32 Wicn? (red triangle).
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Here, E is the exciton energy at= D/2 where the strain is considered as being fully relaxed.
Therefore, it represents the bandgap of an unstrained QWanedisk ofD — 0.

The characteristic strain relaxation parametgrsandx as well asF, are obtained by using
Eq. (4.11) to fit the measurdd( D) data, as shown in Fig. 4.3(a). We obtain, for this particular
sampleEy = 2.92 eV, B,, = 303 meV, andx = 0.055 nm~! (or 1/x = 18 nm, consistent with
earlier numerical prediction$Bq). With B,, andx, we use Eq. (4.10) to calculate the exciton
potential profile for QDs with different diameters as showifrig. 4.2(b).

4.4 Optical Properties in a Nanodisk

This section shows that the reduction of strain in smallesdads to a drastic enhancement in
the oscillator strengtlf,,. However, this does not lead to a drastic enhancement imthative
decay rate nor the IQE, because of the suppression of the ld3Rge diameter of the NDs
reduces. The basic method used to obtain this finding is exuaas following.

First, f,s together with LDPS determines the radiative decay rateas~, o« f,sp. The
effects ofp can be taken into account by a fact®y = p/po, wherep, is the LDPS when the
ND is in a infinite GaN universe. Sfy, can be written as:

fos X v/ F. (4.12)

Hence, to knowf,s(D) relation we only need to know, (D) and~, (D).
The effect ofF, (D) relation, can be calculated theoretically using widelyilade optical
simulation techniques such as FDTD method. 7hean be obtained using

Yr = NintVtot, (413)

in which n,,, is the IQE andy,, is the total decay rate. Thg,(D) relation can be measured
directly from the TRPL of NDs with differenD. Then,,(D) is related to the PL intensity
I(D) at a given excitation laser intensify. However,n;,;(D) is not directly proportional to

I(D) since the laser absorption efficiengy,; and collection efficiency;.,; also change with

D. Taking this into consideratiom;,,; can be expressed as:

77mt(D) X [<D>/(77abs(D)ncol(D))' (414)

Among the three parameters on the right-hand sidé)) can be measured experimentally,
Navs (D) andn., (D) can be calculated numerically.

In this section, we first calculate thg,(D), F,(D) andn.,(D) using FDTD method.
Then we extract the diametér dependence of;,,, v, and f,; from the measured(D) and
Yot (D) data using Equ. 4.14, 4.13 and 4.12, respectively.
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4.4.1 Absorption Efficiency

In our experiment, we use a 390 nm (3.18 eV) pulsed laser ftegthe sample at = 55° from
the normal direction as described in Sec. 3.2 and illusdraté-ig. 3.6 and 4.4(a). We neglect
the absorption of the incident light by GaN, due to its largadgap of- 3.5 eV. To calculate
the absorption in the InGaN layer, we first calculated theiapaistribution of the optical field
E(z,y, z) produced by an incident plane wave. The average absorgfioieecy,,; can then
be calculated via:

4 1
Tlabs = — o7 / —§W€0|E|2|m(€r)dva (4.15)
ND

in whichw = 27/\ is the angular frequency of the excitation lasgris the vacuum permit-
tivity, Im(e,.) is the imaginary part of the dielectric constapt D and( are the diameter and
thickness of the InGaN ND, respectively. The integratioly@overs the ND region. Since
is constant in the InGaN ND, we have:

1
Tabs X ﬁ / ‘E‘de (416)
ND

The exact value of, for Ing 15Ga& s5N is unknown. Hence we approximate it using the
of bulk GaN. This is approximately valid, since our InGaN Nizs/e a small thickness (3 nm)
and a low indium composition 15%), which should not disturb thE(z, y, ) of a pure GaN
nanopillar significantly.

As shown in Fig. 4.7(a), the absorption efficiengy, is almost the same for very small
(D < 40 nm) and very largelp > 1000 nm) NDs. However, it is enhanced by up to five times
for NDs of diameter 100-200 nm. Fig. 4.4(b-d) compared the@i3s sections df£(z, y, 2) |
for NDs of diametersD = 10 nm, 160 nm and 1000 nm, respectively. Bt= 160 nm, the
nanopillar effectively forms a low-quality cavity; whilé & = 10 nm and 1000 nm, coupling
of the incident light into the nanopillar is poor.

4.4.2 Local Density of Photon States

The LDPS factorF,, can be numerically calculated using the ratio of the radimpower of
a dipole in a ND and that of a dipole in a GaN univefisd]. In the simulation, we used a
wavelengthh = 420 nm, corresponding to the PL energy of NDs. Thgp, ; D) depends on
the diametetD of the ND, radial position of the dipole and polarizatiop of the dipole. We
define tangential polarizatign L r asp, and radial polarizatiop || r asp (Fig. 4.5(b)). The
electromagnetic field generated by a randomly orientedléipan be obtained from the fields
generated by a tangential and a radial dipole, due to therakhature of the electromagnetic
field.

Fig. 4.5(c) shows that th&, generally increases with for dipoles of both polarizations.
In small NDs ofD < 40 nm, fromr = 0 to D/2, the F}, only increase slightly. In large NDs
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-200

Figure 4.4. Absorption efficiency FDTD simulation. (a) Sotagic plot of the incidence of
a plane wave to a InGaN ND in a GaN nanopillar. The propagaticettion of the incident
light is # = 55° apart from the normal direction;axis. The polarization is along theaxis.
The nanopillar has a height of 120 nm and a sidewall angle @f The center of the ND is
11.5 nm beneath the top cone surface. (h:diplane 2D cross section maps |#(x, y, 2)|?
for a 390 nm plane wave coupling to NDs of diametérs= 10 nm, 160 nm and 1000 nm,
respectively. The white lines outline the nanopillar.
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Figure 4.5: LDPS and collection efficiency FDTD simulati¢a) Schematic plot of the dipole
in the nanopillar and the first-lens collection. (b) The dé&bn of tangential dipole and radial
dipole. (c-d) TheF, andn,, for tangential (left column) and radial (right column) dies at
different radial positions. Different line colors represents different ND diameters.
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of D > 100 nm, fromr = 0 to D/2, the F,, is nearly constant unti is within ~ 50 nm from
D/2. Close tor = D/2, F,(p. ) fluctuates by< 20% andF,(p)) decreases by 8 folds. In
NDs of 40 nm< D < 100 nm, bothF,(p,) and F,(p,) drops significantly ag approaches
D/2, but the decrease is not as drastic as thad{,gp) in larger NDs.

The F, behavior can be understood using the results of earlierestuoh the spontaneous
emission of a dipole placed closely to the interface of twiinite dielectric materials with
refractive indices: = n; andn,, respectively[42 143. Considering the case in which >
n9, as the dipole approaches the interface to within half ofaleelength from the side of =
ny, if its polarization is parallel to the interface, tlhg will oscillate mildly; if its polarization is
perpendicular to the interface, th¢ will decrease quickly toward a finite value. This explains
well the F}, behavior for dipoles in NDs aD > 100 nm. In smaller NDs, the dipole is always
close to the sidewall air-dielectic interface, sohisis always a small but finite value.

Once we have thé),(p, r) values for all- from 0 to.D /2, and for both tangential dipoje,
and radial dipolegp|, the averaged, can be calculated as:

4
D2

D/2
B =35 | (Blpsr) + o r)rdr (4.17)
0
The resultingF,(D) is shown Fig. 4.7(a).
We note that the strong suppressiorFinwith the reduction oD, as shown in Fig. 4.7(a),
is detrimental to the IQE of our NDs. However, this can be pagred using many methods,
one of which will be presented at the end of the next discassitmut the,.,;.

4.4.3 Collection Efficiency

The first-lens collection efficiency,,, is defined by the ratio of the far-field radiation power
within a collection cone of NA 0.55 (Fig. 4.5(a)) vs. the total radiation power. Just like
F,(p,r; D) then.,(p,r; D) also depends on the diametBrof the ND, radial position- of
the dipole and polarizatiop of the dipole. We use FDTD simulation to obtajn,(p, r; D) as
shown in Fig. 4.5(d).

The simulation shows that thg,, generally decreases with for dipoles of both polariza-
tions. UnlikeF),, the behavior of).,, is largely insensitive to the dipole’s polarization. In $ma
NDs of D < 40 nm, 7., is nearly constant with,,,(r = 0) slightly greater than..,(r = D/2).

In large NDs ofD > 500 nm, then,,; in the regionD /2 — 100 nm < r < D/2is two to three
times of that in the rest of the ND. This is because at the ceflarge NDs, the radiation of a
dipole into the objective lens is hindered by the strongrimdéreflection at the top GaN/air in-
terface, whereas, at the edge of NDs the sidewall scattgrisiito the objective lens collection
cone.
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Figure 4.6: Conformal dielectric coating on small DINs impesF,. (a) A schematic plot of
conformal coating. (b) Thé}, 7., vS. the coating thickness

Similar to F,,, we can calculatg,,; using the following expression:

4
T D2

D/2
Neot (D) /0 / (Neot(PL, ) + Near ()], 7)) 7dr. (4.18)
The resultingncT(D) is shown in Fig. 4.7(a). As expected from the previous disicus the
N.or 1IN SMall DINs is much higher than that in large DINs as a resfihterface scattering.

We noted earlier that thé), is strongly suppressed at sméll, as shown in Fig. 4.7(a).
This is detrimental to the IQE of our NDs. A simple way to impedheF,, in NDs in the QD
limit, while maintaining the relatively high collectionfefiency ()..,, ~ 15%), is conformally
coating the sample with GaN, as illustrate in Fig. 4.6(ag. Bi6(b) shows thé}, andr,,, of a
D = 30 nm ND vs. the thicknessof the GaN coating. Ag increases, thé;, is improved by
10 folds to about unity wheh> 70 nm; ther,; generally decreases, but has a local maximum
at around 150 nm. Therefore, by depositing a 150 nm thick Gaifocmally, one can achieve
~ 10-fold F,, enhancement without degrading,. More sophisticated methods such as those
incorporating tapered nanowirégf4] and micro-cavities[4] may improver.,; andF, much
more.

4.4.4 Oscillator Strength

Now that we have a good understanding of the external optitiaiencies, we are ready to
extract the change ifi,, with D using the total decay time rate,;(D) and PL intensity/ (D)
that can be measured from the TRPL and PL of ND ensembles ¥fighesht D’s. Fig. 4.1(b)
shows TRPL traces of four ensembles. The decay accelesaties diameter decreases consis-
tent with what we have seenin Sec. 4.1. All TRPL curves agdied exponential, as expected
for QW-NDs as well as for QD-ND ensembles with inhomogendeDsproperties. We char-
acterized their decay using the half-life-timg;, the time it takes to go to half of the initial
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PL amplitudes (dashed line in Fig. 4.1(b)). Fig. 4.1(c) shohe total decay ratg,;, = 1/7u
vs. ND diameterD. At both P = 18 and32 W/cn?, the total decay rate,,; (including both
radiative and nonradiative decays) increases drastiaailythe reduction ofD from 2 um to
100 nm as expected, but plateaus or even slightly decreasesuiitier reduction ofD. Cor-
responding to the enhancement in the total decay rate, wsurezha drastic increase imt a
fixed P (Fig. 4.1(d)).

As we have discussed at the beginning of this chapter, thesuned/ is determined by
the excitation intensity”?, absorption efficiency,,s, IQE 7, and collection efficiency.,,.
Thereforey);,; can be calcualted by:

Tint < 1 /(PTlabs Neol ) (4.19)

in which 7,7, s @and.,; are averaged;,;, n.,s andn., values over the entire ND and all
dipole polarizations. The same definition is used¥ory,.;, F,, andf,, in the rest of this work.

We evaluate),,; and ., using the FDTD method5. The results are summarized in
Fig. 4.7(a). They,, are nearly the same in the QW and QD limits. The higihgstappears
at D ~ 150 nm when the GaN nanopillar effectively forms a low-qualigvity in the lateral
direction for light at 390 nm wavelength. The first-lens eotlon efficiencyn., increases
from merely 2% in the QW limit to about 30% in the QD limit; artetmost drastic increase
occurs in the region 40 nm D < 100 nm. A similar trend im,.,; has been predicted for a
dipole emitter embedded near the end of a semi-infinite cliétenanowirel 46 147]. It was
shown thatl4€, for a large nanopillar, most light is coupled into two gedlHE;; modes,
one propagating upwards and the other downwards into therst. However, the upwards-
propagating guided mode is mostly reflected back into thestsate by the top facet of the
nanopillar. For a small nanopilldrfl 7, the coupling to the guided mode is strongly suppressed
while the dissipation into free-space modes is relativelijaaced, leading to an increased
collection efficiency.

Using Equ. 4.19 and the calculateg, and7.,;, we extractedy;,; as shown in Fig. 4.7(b).
Note that we cannot obtain the absolute valug;pffrom Equ. 4.19, s@j;,; is a relative value
with an arbitrary unit (a.u.). Nonetheless, Fig. 4.7(b)gesis that the;,,; in the QD limit is
enhanced compared to that in the QW limit; and the enhancesagurates or even slightly
decreases whef reduces further. The enhancement.isi0 folds at? = 0.4 W/cm?, but
only ~ 50% at P = 18 and 32 W/cm. This is because at high the oscillator strengttf,,
in large NDs is already enhanced due to screening. The $atu 77;,,; at D < 40 nm in
Fig. 4.7(b) could be due to two factors: the radiative deedag7, enhancement is saturated,
and atD = 40 nm the7;,; is already close to 100%.

The variation ofy; with D can be obtained from;,; = 7, /7 as follows:

Vr < 1 Ftot / (Mabs Teat P), (4.20)
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Figure 4.7: (a) FDTD simulation results: average absonpétiiciency7,,; (dotted line),
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LDPS factorF, (solid line) and collection efficiency,,; (dashed line) vs. ND diametér. The

Tlabs CUrve is normalized to its value & = 2 ym and, hence, only shows the relative trend;
while the F,, and7,,; curves are absolute values. (b-d) Average JE, radiative decay rate
7, and oscillator strengtlf,, vs. D extracted from Fig. 4.1(c) and (d) using Equ. 4.19, 4.20 and
4.21, respectively. The vertical axes of all three figuregehabitrary units (a.u.).
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in which 73, is measured in Fig. 4.1(c). Fig. 4.7(c)shows that¥he&mproves by only~ 10
folds asD decreases from um to 40 nm and saturates Bt < 40 nm. However, the 10-fold
improvement is not the true potential 9f improvement in our NDs. According to Fermi’s
Golden Rulel48, 141], ~, is determined by both the oscillator strengthand LDP Sp:

Ve X fos Fps (4.21)

in which, F,, = p/p, is the ratio of the LDP$ of a dipole in a nanopillar to the LDPf&, of
the same dipole in bulk GaN. Note that the oscillator strerfgt, defined as the ratio between
the radiative decay rate of the ND in bulk GaN and that of asitas electron oscillator in bulk
GaN[149, is proportional to the square of the radiative transitioatrix element[03. As we
shall show below, the; in the QD limit is mainly limited by the LDPS factaf,,.

The F}, changes with the change of local dielectric environmentsiA@wn in Fig. 4.7(a),
in the QD limit, the average LDPS factdi, is strongly suppressed, with, < 1/10. Such a
strong suppression in the LDPS should be universal for adbremitters closely surrounded
by air-dielectric interfaces, such as colloidal QD&[], QDs in nanowires)2, 41, 151, 152
and QDs at the apices of micro-pyramiéi§ Experimentally, it has been demonstrated for
nano-emitters in nano-spher&SE and nanowires[47. The radiative decay rate,. in our
NDs in the QD limit can be further enhanced by increasing tB&®8&. For example, simply
by conformal-coating the sample with 150 nm GaN, we can rective £}, to unity while
maintaining the relatively high.,; = 15% in QD-NDs[?]. Larger F},, and7,,; enhancements
may be achieved with more sophisticated structures, sudly @nclosing a ND in a micro-
cavity[14] and in a tapered nanowire{4).

With the results ofy, and F, we can calculate the oscillator strength using Equ. 4.21.
As shown in Fig. 4.7(d)/f.. is enhanced by over 100 folds in the QD limit compared to the
QW limit at P = 18 and 32 W/cm. The f,, enhancement is a direct result of the strain-
relaxation-induced reduction in the piezo-electric paktion fields, which leads to a better
overlap between the electron and hole wavefunctions.

We would like to point out that to extragt, 7;,; and f,,, we had to deal with the average-
of-product. For example,

[ X P%ncolfospp/’ytotu (422)

in which, v, includes bothy, (x f,sF,) and~,,. The Pi,, in Equ. 4.22 is decoupled from
the rest of parameters, which reflects that the carrier géinerand decay are two indepen-
dent processes. All parameters in the second average vénbwih radial position- and
dipole polarizationp. This average-of-product is approximated by the prodéaverage:
Tloal Jos Fp 1 /710 DUE to this approximation, our results ¢n, +, and#;,, should be regarded
as order-of-magnitude estimations.
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4.5 Conclusion

In conclusion, we have systematically investigated thécapproperties of individual and en-
sembles of InGaN/GaN nanodisks with precisely controllesngters varying from the QD
limit of D less than 40 nm, to the QW limit @D up to 2um. We found significant strain
relaxation in nanodisks with diameters less than 100 nndjiegto a 100-fold enhancement in
the oscillator strength in the QD limit compared to in the QWil. Together with the 10-fold
suppression in the local density of photon states, thissléad 10-fold enhancement in the
radiative decay rate, which can be further enhanced byasang the local density of photon
states.

60



CHAPTER 5
Carrier Dynamics in InGaN/GaN Quantum Dots

In this chapter, we show that the carrier dynamics in an InfGaNl DIN is governed by two
competing mechanisms: 1) excitons are protected from &iracombination by a potential
barrier formed due to strain-relaxation at the sidewalfesig; 2) excitons can overcome the
potential barrier by tunnelling and thermal activation.isTis revealed by the PL energy and
decay time of NDs with diameters from 20 nm ta.eh at temperatures from 10 K to 120 K.

5.1 Principles of Carrier Dynamics

In this section, we summarize the principles of the carngrasnics and how they were identi-
fied by using our site- and structure-controlled NDs. Thaited deduction of the model based
on the experimental data will be presented in later sectionsur NDs the nonradiative decay
is determined by two competing processes: on one hand, rie-s¢laxation at the sidewall
forms a confinement potential protecting excitons from nelesming with the nonradiative sur-
face states; on the other hand, excitons can overcome teatm@btbarrier through tunnelling
and thermal activation.

In an etched InGaN/GaN nanodisk, the lateral confinemergnpial for the exciton is
formed due to strain-relaxation at the sidewalb4, 155 156, as explained in Sec. 4.3 and
illustrated in Fig. 5.1(a). This is manifested as a contusiblueshift of ND PL energy with
the reduction of the diameter (Fig. 5.3), which shows thegaéectric field is the determining
factor of the potential profile, as explained irb[/]. The larger strain-relaxation at the sidewall
compared to the center of the nanodisk leads to a weakergléetac field and, thus, higher
exciton energy. The resulting confinement potential ptstegcitons from reaching the detri-
mental sidewall surface, and thus plays a critical role itex dynamics. The potential profile
will be obtained in Sec. 5.2.

The exciton dynamics is governed by its radiative and naatizé mechanisms. We will
examine them in Sec. 5.3 by the diameter and temperaturexdepee of the PL intensity and
decay time of QD ensembles. Here we first present main ptexgd radiative and nonradiative
decay.

The radiative decay rate of an exciton in an InGaN/GaN nanodisk is determined by its
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Figure 5.1: (a) Exciton decay model. A lateral potentialfjgas formed mainly due to the
reduction in the piezoelectric field at the nanodisk sidewl exciton decays mainly through
three channels: the radiative decay and the tunnelling lzewinial surface nonradiative decay,
whose decay rates are denoted/asy,,,; and..,, respectively. The latter two processes need
to overcome the lateral potential barrier. (b) Biexcitorwaemodel. The presence of another
exciton lowers the potential barrier experienced by anyefttvo excitons due to the screening
effect, leading to a lower biexciton QE compared to excitdh Q

oscillator strength, the local density of photon statesRSpand the temperature. The oscil-
lator strength increases due to strain relaxation, whareakDPS decreases as the nanodisk
diameter is reducedlp7. Meanwhile, since an exciton can be thermally scatteradbthe
radiation zone in the momentum space, the averagedexpected to decrease as temperature
increases]58 159. The relativey, is reflected by the ratio of the PL intensity and the decay
time, as will be explained in Sec. 5.3.1.

The nonradiative decay of an exciton can occur at the sudadan the volume of a QD.
The volume recombination includes the Shockley-Read-Hall, 160 and Auger [L61] pro-
cesses. In our QDs, the volume recombination was negligieleause at any given temperature
the planar QW on the same sample had a measured total de@guenten times longer than
that observed from the QDs investigated in this wdrk].

The surface nonradiative recombination is of major conéermanosturctures with large
surface-to-volume ratios. There are two types of surfaceatative decay processes based on
the way excitons overcome the potential barrier and reaglsittewall surface: the tunneling
decay and thermal decay, as illustrated in Fig. 5.1(a), Wwis@nalogous to the field emission
and thermionic emission in the standard Schottky barrieomh[162, 163.

The tunnelling decay is the dominant nonradiative decayhai@iem at low temperatures in
our QDs. It is due to the tunnelling of the exciton through pla¢ential barrier to the surface,
and is determined by the wavefunction overlap of the excitod surface states. Hence, the
tunnelling decay rate;,, is finite even at zero temperature as shown in Sec. 5.3.20hgy
depends on the potential barrier profile and only has a weakdeature dependence, similar
to the thermionic-field-emission component in the Scholiigrier theory 162.
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The thermal decay becomes the dominant nonradiative deeelyanism as the temperature
increases. It is due to the thermal activation of the excdeaer the potential barrier to the
surface. Therefore, the thermal decay ratg, depends strongly on the temperature as well as
the potential barrier profile as shown in Sec. 5.3.3.

Experimentally characterizing the radiative, tunnellargd thermal decay independently
is, however, far from straightforward, since only the tatatay rate and PL intensity can be
directly measured. Each of these decay rates varies ditfgnith the potential profile, while
the potential profile is determined by multiple structurargmeters of the QD, such as the
diameter, thickness and indium mole fraction. Therefooeplitain the dependence of each
decay mechanism on each structural parameter, one wouddtbaweasure the change of the
optical properties while varying each structural paramstearately. This cannot be done with
QDs self-assembled at random sites, whose structural péeesrare often correlated with each
other and suffer from large inhomogeneity.

On the other hand, using the site- and structure-contr@Pd described in Sec. 3.1, we
can measure the dependence of the optical properties orf time structure parameters while
keeping the fluctuations in others minimal. This enable®wextract the decay rates and their
dependence on various structural parameters, as we discges. 5.3.

5.2 The Lateral Potential Barrier Profile

As explained in the preceding section, the carrier dynamias InGaN/GaN nanodisk strongly
depends on the exciton potential profile in the nanodiskrdfoee, the first step towards mod-
eling the carrier dynamics is to determine the potentiafijgro

This is done by following the same procedure as in Sec. 4.3mé&@&sure the PL spectra
of nine dense arrays of QD-nanodisks with diameters varfiog 19 nm to 33 nm as well
as a QW-nanodisk with xm diameter on the same sample at 10 K temperature. We use a
very low excitation intensity” = 1 W /cm? to avoid significant screening of the electric field.
Fig. 5.2(a) shows the PL spectra of the QW-nanodisk and ake@-nanodisks. Each spec-
trum is composed of a dominant ZPBand a serials of opticahphdOP) replicas at the lower
energy side of the ZPB. The OP replicas of the QW-nanodiskname pronounced compared
to those of QD-nanodisks due to the strain-enhanced wasefunoverlap between carriers
and the longitudinal interface OP modddlp, 120. The PL intensity of the QW-nanodisk
is weaker compared to those of QD-nanodisks due to the ssgipreof the exciton oscillator
strength in the QW-nanodisk (Sec. 4.4). Note that PL intgmsithis study is normalized to the
area of the InGaN layer and corrected by the collection asdrition efficiencies calculated
by FDTD simulation (Sec. 4.4).

Figs. 5.2(a) and 5.3(a) show that the peak energy of ZPB hiitess the diameter of
the QD reduces from xm to 19 nm, consistent with what we observed in another sample
in Sec. 4.3 and with previous studiekl[;, 133 134, 135 136 137, 13§. The F(D) data in
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Figure 5.2: QD ensemble PL and TRPL taken at excitation gitg®® = 1 W/cm?. (a) PL
spectra of ensembles of QDs of diameter= 21, 25 and 29 nm and a QW of diametep:m
at 10 K. The PL intensity is normalized by the area of the InGapdr. The spectrum of QW is
multiplied by a factor of 8 for better visibility. (b) The TRFof ensembles of QDs of diameter
D = 21,25 and 29 nm at 10 K. (c) and (d) The PL spectra and TRPL of aaneie of QDs
of diameterD = 29 nm at temperaturé’ = 10, 50 and 80 K.
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Figure 5.3: (a) PL energy vs. QD diameteD of nine dense arrays of QDs with diameters
ranging from 19 nm to 33 nm and a/n diameter QW taken at excitation intensi/ =

1 W/cm?. The inset is a zoomed-in version of the nine dense QD arrBlgs.solid line is a
fitting curve based on Eg. (4.11). (b) The exciton potentiafifes of QDs of diameteb = 19,

22, 25, 29, 33 and 600 nm calculated using Eq. (4.10). The imsezoomed-in version of the
five smaller diameters.

Fig. 5.3(a) can be used to extract the characteristic stelaration parameteis,,,, < andE, by
a fitting using Eq. (4.11. We obtain, for this particular séenp, = 2.93 eV, B,, = 477 meV,
and1/k = 27 nm. With B,, andx, we use Eq. 4.10) to calculate the exciton potential profile
for QDs with different diameters as shown in Fig. 5.3(b).

For describing the carrier dynamics, only the shape of thergial profile matters. For
convenience in later discussions, we shift #fe-) in Eq. (4.10) by an-independent constant
to obtaing(r) so thatp(r = 0) = 0:

¢(r) = Bsech(kD/2)[cosh(kr) — 1]. (5.1)

For a QD of diameteD, ¢(r) reaches the maximum and minimumrat= D/2 andr = 0,
respectively, i.e. the potential barrier height is:

¢p = ¢(D/2) — ¢(0) = B[l — sech(kD/2)]. (5.2)

5.3 Decay Rates

As explained in Sec. 5.1, an exciton in an QD mainly undergbe=e decay processes: the
radiative, tunnelling and thermal decay (Fig. 5.1(a)). His tsection, we show that to consis-
tently explain all measured diameter and temperature dkgpee of the total decay time and
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PL intensity in this study, the total decay rate= . + V1. + Vinm has to be expressed as:

D/2
2 _2\/h27m g‘ ¢(7‘)d7‘ CQUB e*CS¢B/kBT (5 3)

= (1 — o A/knT
¥ ="o(l —e )+D D

The three terms on the right-hand-side correspong,te.,, and~;,.., respectively.

We show in Sec. 5.3.1, in thg term,~,, is the radiative decay rate at temperatiire> 0,
it is independent of the QD diametér for 21 nm< D < 33 nm; kg is the Boltzmann
constant; and\ is the exciton homogeneous linewidth limited mainly by impuand interface
scattering. v, decreases d§ increases, due to the thermal scattering of excitons outef t
radiation zone I5§. We show in Sec. 5.3.2, in thg,, term, ¢; is a unit conversion factor
reflecting the probability of the surface recombination;s the exciton effective mass; and

D/2
h is the reduced Planck constant. The exponential faxiérTM of Vel is proportional to
the probability for a ground state exciton to tunnel throtigé potential profiley(r) to the
sidewall surface; the /D factor takes into account the surface-to-volume ratio. YMensin
Sec. 5.3.3, in they,,, term, ¢, is a scaling factor similar to, but with a different unitic; is
a factor that adjust the potential barrier height to accdanthe temperature-dependent part
of the tunneling decay; the exponential factof:?s/*57 is the thermal population of excitons
with kinetic energy higher thamy¢5; v is defined asp = \/2(03¢B + kgT')/m, the average
velocity of excitons with kinetic energies higher thaw .

The parameters(r) and¢ in Eg. (5.3) have been obtained in Sec. 5.2. The remaining five
unknown parameters in Eq. (5.3)¢, A, ¢1, ¢2 andcs, can be obtained from carefully designed
control experiments. These include measuring the diaraetttemperature dependence of the
PL intensity/ and the total decay time= 1/~ of QD arrays with tightly controlled structural
parameters, as shown in Figs. 5.2 and 5.4. Fig. 5.2 showspearaf raw data from which
Fig. 5.4 is extracted.

The diameter and temperature dependence chn be obtained from the ratio of the PL
intensity and the total decay timg 7. At low temperaturess, is approximatelyr,,, and we
found it to be independent of QD diameteras shown in Fig. 5.5(a). SinceBt— 0, Yy IS
negligible, the total decay rate in Eq. (5.3) can be simplifieo:

D/2
—72@ of \/%dr

C
YD, T = 0) = %0 + Yol = Y0 + e (5.4)

D

From ther(D,T — 0) data in Fig. 5.4(a) we obtaineg, andc;. A is obtained from the, (T")
data in Fig. 5.5(b), which is generated from Figs. 5.4(b) @maising Eq. (5.5). Finally, after
obtaining all the parameters relatechtcand~;,,;, we obtain they,,,, parameters;; andcs, by
fitting the 7(7") data in Fig. 5.4(c) using Eq. (5.3).

In the rest of this section, we will provide further explaoas for the expression of each
decay channel in Eqg. (5.3) and the procedures for extrathimfve parameters from Figs. 5.4
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Figure 5.4: (a) The total decay timgsquare, left axis) and PL intensifytriangle, right axis)
vs. QD diameteD dense arrays at 10 K. Thé€ D) data is fitted using Eq. (5.4), yielding, =

59 MHz andc; = 15 m/s. (b) Thel (T") data of four dense arrays with QD diamefer= 22 nm
(blue square), 25 nm (red circle), 29 nm (green trianglepr@3cyan star) nm, respectively. (c)
The7(T') data of the same four arrays described in (b), which are samebusly fitted using
Eq. (5.3), yielding:; = 2 x 1072 andc; = 0.33, as shown by blue solid, red dash, green thick
dash and cyan thick solid curves. The fitting took into actadki@ instrument time-resolution
of 0.2 ns (Sec. 3.2).

and 5.5.

5.3.1 Radiative Decay Rate

First, we show that the radiative decay rateof our QDs is mostly independent of the QD
diameterD at 21 nm< D < 33 nm. ~, can be calculated from the total decay ratand the
PL intensity/ [164] using the following equation:

Yo x 1. (5.5)

This is because, on one hand,of an exciton is related to the total decay ratand QEn via
n="%/v =%/ + 7u), iIn Which~,, is the nonradiative decay rate; on the other hand,
proportional to/, for QDs of diameter 10 nm D < 40 nm excited by the same laser intensity
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Figure 5.5: (a) The relative.(D) extracted from thé (D) andr (D) data in Fig. 5.4(a) using
Eqg. (5.5). (D) is normalized to the average value (dashed line). (b) T{E) relation of
dense arrays witlh = 22 nm (blue square), 25 nm (red circle), 29 nm (green triang@;m
(cyan star) nm. Each, data point is proportional to the ratio of the correspondingnd /
values in Figs. 5.4(c) and (b), respectively. All four seftslata are then fitted together using
Eq. (5.6) withry,, andA being the fitting parameters, resultingin= 8.6 meV and an arbitrary
0 value. All data and the fitted curve (solid line) are scalethemway thaty,, = 59 MHz, as
obtained in Fig. 5.4(a).

[157). Applying Eq. (5.5) to ther(D) (r = 1/v) andI(D) data in Fig. 5.4(a), we obtain the
relative radiative decay time (< 7/I) for QD arrays of varioud'’s at 10 K, as shown in
Fig. 5.5(a). This figure suggests that for QDs of 21 anmD < 33 nm, 7, is almost constant
for different D’s with < 24% fluctuations. Henceforth, we usg, to denotey, of all QDs of
21 nm< D < 33 nm at 10 K. The value of,, is extracted to be 59 MHz from the D) data
in Fig. 5.4(a).

The aboveD-independence of, at 21 nm< D < 33 nm is not inconsistent with the
drastic increase of, asD decreased from pm to40 nm in Sec. 4.4. In Sec. 4.4, the increase
of 7, was due to the strain relaxation at the nanodisk sidewa#][ which led to the reduction
in the overall polarization fields in the nanodisk and, cousatly, the improvement in the
exciton oscillator strengthl[L7, 133. In this work, the strain is already greatly relaxed in QD
of D < 40 nm, so that further reduction i does not significantly improve the oscillator
strength any more.

Second, we show that the radiative decay ratdecreases slightly with increasing tem-
perature due to the scattering and thermalization prosd$5€], as shown by the increase of
7. In Fig. 5.5(b). In an ideal 2D system, free of impurity-, plbon and interface-scatterings,
an exciton only radiatively recombines if its in-plane maran £ = 0, or equivalently, ki-
netic energyr, = 0. In the presence of various scatterings, characterizedhoyreogeneously
broadened linewidth\, an exciton withk = 0 may be scattered away froin= 0, leading to a
reduced recombination probability 1/A, whereas an exciton with;, < A can be scattered
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into k£ = 0. According to Boltzmann distribution, the probability fam exciton to havé, < A

is (1 — e&/k8T), Therefore, the-dependence of, follows v, o (1 — e 2/#8T) /A [154.
The linewidthA depends ofl” asA = « + 57T in the temperature range studied here, with
due to the impurity- and interface-scatterings, @aiddue to the acoustic-phonon-scattering.
Ther,(T) data in Fig. 5.5(b) shows a non-linéardependence af,, suggesting that is NOT
much less thatgT. On the other handjT < kgT, sincep ~ 1.7 ueVIK for InGaN QDs
[165 166 123 167. Therefore, we havgT < «, i.e. impurity- and interface-scatterings are
the dominant scattering mechanisms in our QDs. HencefarghtreatA asT-independent,
which leads to a simplified, expression:

Y = Yo(l — e*A/kBT). (5.6)

Using this equation to fit the,(7") data in Fig. 5.5(b), we obtainel = 8.6 meV.

The above discussion on tliedependence of, assumed that the PL of our QDs is domi-
nated by the free-exciton emission as opposed to localmebeund-exciton emissions. This
is supported by the sharp cutoff of tiéD) data atD ~ 20 nm, as shown in Fig. 5.4(a). In
our sample;> 90% of QDs with D > 25 nm are optically active, while hardly any QDs with
D < 19 nm are. Such high sensitivity @fto D suggests that the surface nonradiative channels
on the nanodisk sidewall dictate the exciton decay pro@ssthat excitons are not confined
by a-few-nanometer-scale localization centers or imps;itout by the entire nanodisk.

5.3.2 Tunnelling Decay Rate

At temperaturél’ — 0, the dominant surface nonradiative recombination is duiaéotun-
nelling of excitons through the potential barrier to theesvdll surface. The rate of the tun-
nelling decay is determined by the coupling of the excitoshthie sidewall surface states. Arig-
orous calculation of this recombination rate requires thiekhowledge of the wave-functions
of the exciton and surface states as well as the coupling laman, which are difficult to
obtain. Alternatively we evaluate such a pure quantum-mmecial nonradiative decay by a
phenomenological semi-classical model. We calculate tbkegbility for an exciton with zero
kinetic energy to tunnel to the sidewall through the potdriarrier$(r) using the Wentzel-
Kramers-Brillouin (WKB) approximation along the nanodigldius and write the tunnelling
decay ratey,, as:

e R
tnl D .
Here, the scaling constant is proportional to the probability of an exciton at the saddo
recombine with surface states, for which we neglected itgperature dependence. TheD
factor is the sidewall surface-to-volume-ratio takingpiatccount that the tunnelling happens
along the entire nanodisk circumferenc® and that the exciton is distributed over the entire

arear D? /4. The potential barriep(r) was obtained in Sec. 5.2.

(5.7)
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Neglectingy,., at low 7', we can obtain the parametey together withv,, from the
7(D, T — 0) data in Fig. 5.4(a), using Eqg. (5.4), as mentioned earlidne fitting yields
c; = 15 m/s andy,o = 59 MHz.

As T increasesy, increases due to the occupation of states with higher kiegtergies.
Excitons in higher kinetic energy states see effectivaelyelopotential barriers and thus tunnel
faster. However, to simplify the discussion, we only retdi@7-independent part of the tun-
nelling decay rate in,,,; and include th@-dependent part into the thermal decay ratg, by
lowering the effective barrier height for thermal decaygdmssussed next.

5.3.3 Thermal Decay Rate

At a given temperatur@, an exciton has a probability ?z/¥T to gain a kinetic energy greater
than the potential barrier height; defined in Sec. 5.2. Such an exciton can overcome the
potential barrier without tunnelling and travel with thexhvelocity vz towards the sidewall
surface to recombine nonradiatively. Therefore, the tlaédacay ratey,,,,, can be written as:
Yo = e 000 /40T, (5.8)

in which, ¢, is a proportionality factor, andl/ D is again the sidewall surface-to-volume-ratio
explainedin Eq. (5.7y5 = \/2(03¢B + kgT)/mis the average thermal velocity derived using
the Boltzmann distribution. Note that we lowered the effecbarrier height by multiplying a
factorcs (< 1) with the ¢ in EqQ. (5.8) to include th&'-dependent part of the tunnelling decay
rate, as discussed in Sec. 5.3.2. Combining Egs. (5.6),46d/(5.8), we obtain the total decay
ratey as Eg. (5.3).

Equation (5.3) fits the(D,T) data very well as shown in Fig. 5.4(c). The fitting gives
¢y = 2 x 1073 andcs = 0.33, whereas all other parameters in Eq. (5.3) have been obtaine
previous sections.

5.4 Conclusion

In conclusion, we have established a quantitative modedsaiibe the single-exciton potential
profile (Eq. (5.1), Sec. 5.2) and the single-exciton decagg@sses (Eg. (5.3), Sec. 5.3) in an
InGaN/GaN QD. All parameters needed in the model were obtkirom the measured optical
properties of QD arrays, each containing QDs with very @imstructures. These parameters
are summarized in Table 5.1.

However, there is always unavoidable structural variagioom QD to QD within the same
array, which result in variations in the optical properiésndividual QDs, including their PL
energy, intensity, decay time and photon-antibunchinggrites. We will address these issues
in the next two chapters.
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Table 5.1: Summary of parameters of the exciton dynamicsefredracted from the QD-array
data in Secs. 5.2 and 5.3. The uncertainty of each valuesempiethe 95 % confidence interval
of the corresponding fitting.

Value Unit  Equation Physical meaning
Ey 2.93 +0.02 eV (4.12) Exciton energy in unstrained QW
B, ATT £+ 26 meV (5.1) Strain-induced redshift in a planar QW
K 0.037 £0.007 nm! (5.1) 1/k: strain-relaxed region width
Yo 59 +24 MHz (5.3), (5.6) Radiative decay rate’t— 0
A 8.6+14 meV (5.3), (5.6) Scattering-induced linewidth
¢ 15+7 m/s  (5.3), (5.7) Surface recombination factor
co  0.0020 £0.0008 none (5.3), (5.8) Surface recombination factor
3 0.33 £0.06 none (5.3), (5.8) Potential-height factor faf,,,,
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CHAPTER 6

Optical Properties of Single InGaN/GaN Quantum
Dots

In this chapter, we will first present in Sec. 6.1 that the Paperties of a single InGaN/GaN
QD and show that it can serve as single-photon source at tamapes up to 90 K. In Sec. 6.2
we show that despite good control of the site and structuiee @QD, there is inhomogeneity
in the QD’s optical properties. However, the fluctuationglifierent optical properties can
be modeled using the fluctuation of a single phenomenolbgarameter, the lateral potential
barrier height, as will be explained in Sec. 6.3. FinallySec.??, we show that this model
successfully explains the unusual temperature depenaétioe photon-antibunching of a QD.

6.1 Single Quantum Dot Optical Properties

The state of a QD is described by the number of electron-rails fEHPS) it contains. A QD
with N EHPs is said to be in th&/t"-excitonic state, denoted &&). The decay of the QD
follows a cascade process in which the number of EHPs redumeby one until the QD is in
the ground staté), i.e. the decay followsN) — |[N — 1) — |[N —2) — ... — |0). Due
to the exciton-exciton interaction and electronic statle§l the amount of energy released
during |[N) — |N — 1) is usually different from that released jiv — 1) — |N — 2). If
the energy released in every cascade step is in the form ob®mhthe QD will exhibit a
luminescence spectrum containing multiple discrete spklates, each corresponding to one
of the cascade steps. In this work, we denote the ex¢itoand biexcitorj2) states asX) and
|XX), respectively. The spectral lines correspondingd) — |X) and|X) — |0) are called
the biexciton and exciton emission, respectively.

6.1.1 Photoluminescence Spectrum

The PL spectrum of a single QD of 29 nm in diameter is shown in Fig. 6.1(a), taken at
10 K with an excitation intensity of> = 6.4 W/cn?. It consists of a dominant zero-phonon
line (ZPL) and a series of weak replicas at the lower enedy sf the ZPL (Fig. 6.1(a), inset).
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Figure 6.1: 10 K optical properties of a QD 6f = 29 nm in diameter. (a) The PL spectra at
excitation intensity? = 6.37 W/cn?. The inset is a semi-logarithm plot of the same spectrum
to emphasize the OP replicas. The two black vertical linpsesent the spectral window for
the ¢®® measurement in Fig22a). (b) The PL intensity vs. the excitation intensityP.

A fit (solid line) of log(7) vs. log(P) shows that/ has a linear dependence éh (c) The
time-resolved PL decay curve of the ZPL. A mono-exponefitiélvhite line) shows a 3.40 ns
decay time. (d) Exciton emission intensity | vs. angulaeotation ¢) of the linear polarizer.
The data are fitted with the equatianos?(6 + b) + ¢ (solid line). The fitting results are

a = 0.832,b = 0°, ¢ = 0.08. The absolute value of the polarizer angle has no physicahing

and is offset so thdt = 0°.
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The integrated intensity of the ZPL increases linearly &sekcitation intensity increases
as shown in Fig. 6.1(b). Most frequently, this is attributedthe single exciton emission.
However, this attribution assumes that ZPL contains only excitonic state. Under this as-
sumption, it cannot be biexciton or tri-exciton emissiohjet would lead to quadratic or cubic
dependence, respectively. This assumption is verified &gtitong antibunching in the second
order correlation function of the ZPL, which will be discaddater. Therefore, we conclude
that the ZPL is indeed due to the single exciton emission.

The ZPL has a broad FWHM of 14 meV which can be due to the findmat&e decay time,
the impurity scattering as discussed in Sec. 5.3.1, andpbetr=l diffusion. To evaluate the
contribution from the finite radiative decay time, we measuthe TRPL of the ZPL as shown
in Fig. 6.1(c). The decay trace is mono-exponential, coasisvith the conclusion that the
ZPL is due to a single discrete QD state. The total decay time 3.4 ns, corresponding to
a homogeneous linewidth ef 6 eV, much narrower than the PL linewidth efL4 meV for
the ZPL. Therefore, the linewidth of the ZPL is mainly duernwpurity scattering and spectral
diffusion. The spectral diffusionfpq is caused by the charge trapping and releasing processes
on the free surfaces nearby, such as the QD sidewall andptué tbe capping layer. Therefore
the spectral diffusion could be reduced by GaN regrowttr afieface treatment. The impurity
scattering has been discussed in Sec. 5.3.1 which causeseaske of radiative decay rate with
increasing temperature.

The series of replicas at the lower energy side of the ZPL hasargy interval of-90 meV
(Fig. 6.1(a), inset). This value corresponds to the OP gnergsaN (Chap. 2). Hence, we
attribute the replicas to the exciton-OP coupling. Unlikewstic phonons (APs), OPs has a
flat dispersion curve. The 1PL and 2PL emission occur whermexlc#on also emits one and
two OPs, respectively. In this process, the energy and mameconservations are guaranteed
because OPs have flat dispersion curve, i.e. they can hateedmergy at zero momentum.

6.1.2 Linear Polarization of the Photoluminescence

The ZPL is linearly polarized as depicted in Figf(d). Linearly polarized exciton emission
has been observed by several groups in InGaN QDs of difféoems.[7, 169 This has been
attributed to the anisotropy of the QD strain profile, polgsdaused by the anisotropy in QD
geometry.L1 69 Without additional control measures, the plasma etchirgggss attacks the
sidewall randomly and introduces anisotropy in the latgedmetry, leading to the linear po-
larization with random orientations.

To understand how anisotropy causes linearly polarizedaxemission, we need to con-
sider the electron band structure discussed in Chap. 2. odtitexternal strain, the energy
eigenstates of electrons and holes are shown in Fig. 6.Z{i®.conduction band states are S
orbital angular momentum states with spin up)) and down | })) options. The valence band
is in the P orbit and, hence, has three orbital angular mameetgenstatels’ ;) = | X —iY’),
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Figure 6.2: The origin of the linearly polarized exciton esion. (a) Wurzite GaN crystal
structure. The z-axis is defined as the crystal growth doed001) or c-axis. The x- and
y-axes are perpendicular to the z-axis. (b) and (c) Enemggnasitates without and with asym-
metric lateral strains, respectively.

|Pi1) = | X + 1Y) and|Fy) = |Z), in which|X), |Y) and|Z) are along the x-, y- and z-axes
defined in Fig. 6.2(a). For convenience, we neglected thmalmation of the wave-functions.
The valence band can be divided into the heavy-hole bandigtitehole band and the split-off
band. The split-off band is mainly composed|&f and have very different energy fropX’)
and|Y’) due to the asymmetry between thaxis and the lateral plane. Therefore, we ignore the
contribution from the split-off band in the following disssion. The heavy-hole and light-hole
bands have different energy due to the spin-orbital cogplirhe total angular momentaof
the four hole states are labeled in thaxis in Fig. 6.2(b). The allowed optical transitions have
to obey the angular momentum selection rule as well as thesreation of the spin. With these
limitations, there are only four allowed optical transitsoand they are all circularly polarized
(o*) if observed along the a-axis.

When an asymmetrical strain is applied in the lateral pldreeenergy eigenstates mix with
each other as illustrated in Fig. 6.2(c). It turns out that thixture is very sensitive to the
amount of strain, i.e. a very tiny amount of asymmetry in tinaiss will cause very high degree
of mixture, leading to highly linearly polarized emissiothe 50:50 mixturg(X — iY") |
)+ [(X +4Y) ]) results in| X ) with 100% polarization along the x-axis.
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Figure 6.3: Single photon emission up to 90 K. All data aréhauit any background subtrac-
tion. (a) 10 K¢® data of the QD described in in Fig. 6.1. (b) 906K’ data measured from
another QD ofD = 29 nm in diameter. The solid curves are the fittg#l functior?* showing
g?(0) = 0.18 for (a) andg®(0) = 0.38 for (b), respectively.

6.1.3 Second Order Correlation Functiong®

As mentioned earlier, to verify that the ZPL in the PL spettin Fig. 6.1(a) is from a single
discrete state, we need to perform the second-order ctorefg®)) measurement. We do this
by applying a spectral bandpass filter with a bandwidth of #/ras marked by the pair of
vertical lines in Fig. 6.1(a). Using the HBT setup in Fig. ,3Wdthout saturating the exciton
state, atP = 4.77 W/cm? excitation intensity, we obtained thg? function of the ZPL as
shown in Fig. 6.3(a).

Theg®(t) function is defined as:

(L)L (' +t))
(L) (L))

in which I,(¢') and I5(t') are the photon flux intensities at tintedetected by the two arms
of the HBT interferometer, an@ stands for the average ov&r For an ideal single-photon
source, it is impossible for the two arms to detect photomaikaneously, therefore, we have
() I (t") = 0 andg® (0) = 0.

In our experiment, we use pulsed laser to trigger the QD. Bovatdierize the number of
photons emitted after each pulse, we define the quagﬁ?t;as:

g (1) = (6.1)

[ gP(t)at
2 0th peak
S EIOT) 2

ith peak, i>1

In most experimental systems, due to the low photon extmaetnd detection efficiencies(
1), this expression can be simplified d5(): g((f) = (n(n —1))/(n)?, wheren is the number
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of photons emitted after each pulse.

Obviously, Equ. 6.2 is only applicable when the laser pubsgogl is much longer than the
decay time of the QD so that thg? peaks do not overlap. In many of our QDs, however,
the decay time is comparable with the 12.5 ns laser pulseged that they® peaks overlap
considerably with each other, rendering Equ. 6.2 inapblea

In this case, in order to extract the equivalgﬁf, we first need to fit the data by a model
taking into account the dynamics of the emitter. Using thengtresults, we can reconstruct
the ¢ function assuming a pulse periddmuch longer than the PL pulse duration, so that
the central® peak is well separated from the side peaks @ﬁ)dcan then be calculated using
Equ. 6.2.

Following Dekel's work[L71], we assume that the spectral window includes the emission
from N excitonic stategl), ..., |7), ..., and|N). We use|0) to represent the ground state. To
simplify the formalism, we assume that the laser excitapatse duration is infinitely short
and that it is followed by the free evolution of QD states utite arrival of the next pulse
which resets the QD as illustrated in Fig. 6.4(a). The assiomjs reasonable given that our
laser pulse duration is onk150 fs, much shorter than the nanosecond time scale of the QD
carrier dynamics. For excitation lasers with long pulseations, our theory can be readily
generalized by convolution. The use of laser excitationpl@ecent light source, implies that
the initial photo-injected number of EHPs obeys the Poiglistribution, i.e. the probability
for the QD to be ini) isw; = Il—fl wherel! is the average number of injected EHPs. We denote
the radiative, nonradiative and total decay times (rate8) @s7,.; (7:.:), Turi (Vnri) @NAT; (1),
respectively. They satisty;, = v, + Ynri = 1/7 = 1/7,; + 1 /75 AlSO we defined the QE
of |i) asn; = ~,.:/v. For a given initial QD statéj) the probability for the QD being at the
i) state at time is p;;(t) (0 < p;; < 1). The corresponding rate equation can be written as

9P — I'p;, in which

7 72
I'= —Yi i+l ; (6.3)

—YN-1 YN
—IN

andp; = (poj, - - -+ Dij» - - - » pnj) - - With the initial conditiong,; = 1 andp,; ; = 0, p; can be
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Figure 6.4: Pulsed® fitting theory. (a) lllustration of the pulse injection afterhich the
QD hasw, probability to be in the;) state and the following free evolution of all states given
that the QD is initialized in thej) state. In the pulse injection stage, the QD is initialized
at state|j) with probability w; governed by the Poisson distribution (dashed profile). The
free evolution stage, in which the excitation is off, theart with statd;) att = 0. The
probability of the QD being i) at timet is described by the,;(¢) in Equ. 6.4. Eventually
att = oo the QD will be in the|0) ground state if no excitation comes to reset the QD.
Otherwise, the QD will go back to the pulse injection stage). [{ustration of the fourg®
integrandsf., f», fs, f+ and how they make up thg? curve. Each integrand on the right-
hand-side panel is obtained from the corresponding cdiwelaf the two shaded areas in the
left-hand-side panel except fgi (¢) whose formation is described in Equ. 6.5. T&(t)
curve at the bottom is obtained by the summation of the fotagmrands and the replication

usingg® ()] i—a, k18] = 92 () ]i=a2a), k = 1,2, ..., andg@(t) = @ (—t).

solved analytically [ 71],

J 1
St (1—etn), =0
=1 I[I (m—mm)

) m=1,m##l

pi(t) =950 A v, 0<i<j (6.4)
=t H (Tlme)
m=1,m%#l

0, 1> 7.

\

To get theg® function, we need to consider all different initial statgsand average their
effects. To simplify the derivation we first define the follo quantities:u,;(t) = v,.pi;(t),

the emission intensity ofi) at ¢ following the initial state|j); v, (t) = > w;u;;(t), the
i<j<N
averaged emission intensity o at¢ considering the fluctuation of, u ;(t) = > wu,;(t),
0<i<j

78



the total emission intensity of the QD #@after the initial statéj); andu(t) = > w; (t), the

0<i<N
total emission intensity. It turns out that to get #1&(¢) curve over the entire time delay range
t = [—o0, +oc] we only need to calculate two sectiogi® (¢)|,—0.a] andg® (¢)|,=(a 24, Where

A is the period of the excitation pulse. These two sectiondeanritten as following:

9P Mle=par = fi(t) + fo(t)
A—t
= > uia(t) [ u (t)dt + f w(t' +t— A)de',
o =l 0 fa (6.5)
9P Ole=mn2ar = S5(t) + falt)
2A—t A
= % [ u@)ul +t—Ndt'+ % [ u@)u( +t—2A)d,
0 2A—t

where the first integraf; (¢) corresponds to the correlation occurs within the same pdsed
considering that once aif’-exciton photon is detected the QD is known to be in the state
li — 1); fo(t)corresponds to the correlation between two sequentiaépl.yfgt) (fa(t)) is the

correlation between the first pulse and the second (thirthepandA = fu t")dt" is the

normalization factor. Figure 6.4(b) illustrates the faoteigrands as well as how they compose
the entireg® curve. The rest of thg(? (¢) curve can be assembled usig (¢) [y, (x+1)4) =

9P ()]i=a2a, k = 1,2, ..., if there is no longer-time-scale blinking effects; and (t) =

g (—t), if we only consider self-correlation measurement, i.e ti@photo-detectors detects
the same photon flux.

It is not hard to see that® (kA) = 1,k = +1,+2,... which is due to the normalization
factor A in Equ. 6.5. According to Equ. 6.5, if(t) has a characteristic decay timgmuch
shorter tham\ /2 so thatu(t > A/2) ~ 0, we getg® (- A) ~ 0, i.e. all peaks are clearly
separated, and that? (¢) only has significant values at the viciniti#s\ — 7,, kA + 7], k
is an arbitrary integer. This is the only situation where EG is applicable. In addition,
from Fig. 6.4(b) and Equ. 6.5, we can readily tell tifatt) and f5(¢) are mirror symmetric
aboutt = A, and thatf,(t) is a translation off;(¢) with t — ¢ — A. Hence,g® (¢)];=(a 24
is an even function with respect to= 2A but ¢ (t)],o4 is not, which means the shape of
all g» peaks, defined on= [(k — 1)A, (k + 1)A] for arbitrary k, are symmetric except for
the -1 peaks. Thekt1% peaks has approximately the same shape as other side pégpks on
whenA > 7y. The integrandf; is the only term in Fig. 6.5 that reflects the quantum nature
of the QD emission. If only one staté is selected to perform thg? measurement, which
effectively sets the QEs of all other states zero by not ctilig them,u_;_(¢) is always zero
sog@®(0) = 0. Interestingly, if one selects multiple states, none ofalilis adjacent to another
state, simultaneously (for instandg}, |3) and|6)) to perform they® measuremeny (0) is
still zero.

The above model fog® requires the following input parameters to fit the experitakn
data: the average number of photo-injected EHPs by eachdale Py, the total decay times
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and the QEs of all QD statesand;, respectively, and the normalization factér

The parameteP, can be calculated from the laser excitation intengitgnd the absorp-
tion cross sectiom,;,, of the QD. It is not straightforward to calculatg,, since it is related
to the QD’s geometry, orientation in respect to the lasepagation and polarization direction,
dielectric environment, and InGaN complex refractive xddsing FDTD software we calcu-
lated the absorption cross section for our Qras ~ 10 nm? from which we getPy = 0.15
and Py = 0.6 for Fig. 6.3(a) and (b), respectively.

We can further reduce the number of fitting parameters to malde the normalization
factor A, the exciton total decay timg and the relative QE of XXx x/x = 72/m: by making
the following assumptions. First, we assume that the radiatecay time of all states are
connected with exciton radiative decay timg by 7., = i/7.; which is, to the first order
approximation, correct for most QDs. In addition, we define telative QEs of higher order
multi-excitonic states in respect to excitongs= 7; /n; and assume that all higher order multi-
excitonic states than biexciton has negligible QEs, i.e= 0 for i > 2. Note that we only
need to know the relative QEx x/x but notn,, sincern; only appears as a constant in the
u;; expression as,;;(t) = iny1pi;(t) which will be cancelled by the same component in the
normalization factord in the g® expression Equ. 6.5. Once we get the three parameters, the
Equ. 6.2 can then be applied by reconstructinggtBecurve using a pulse periotl > 7.

The ¢ data fitting using three parametefsix x,x andA is valid, sincer; mainly affects
the width of theg'® peaks;ijxx,x mainly affects the amplitude of tH&" peak Gxx/x = 0
meanSg(()z) = (i.e. single photon emission), antlis the amplitude of thg® side peaks.
To minimize the artificial cutoff due to the finit&/, in our calculations we us& = 20.
For the data in Fig. 6.3(a) the fitting givgg x/x = 0.16 = 0.01, 7, = 3.74 £ 0.03 ns and
A = 181 + 1.94 from which we gety{? = 0.18 well below0.5. Fitting the data in Fig. 6.3(c)
leads tajx x/x = 0.36+0.03, 7 = 5.240.11 ns andA = 32344.06 which yieldsg” = 0.38.

The non-zerg? (0) value comes from emission by multi-exciton states withinspectral
window. Single photon sources based on QDs typically recaiinarrow spectra filter to sepa-
rate the exciton emission from multi-exciton emissionseDuthe large built-in electric field,
the emission lines in I1I-N QDs, including in our QDs, areesftseverely broadened by spectral
diffusion and are difficult to separate, which typically idéorbid anti-bunching in the emis-
sion. The good anti-bunching in th€? data, despite the inclusion of multi-exciton emissions,
indicates that excitons have much higher quantum efficesn@@ESs) than multi-exciton states.

The difference in QEs results from the lateral potentiafifgalerived in Sec. 5.2, which
serves as a barrier to protect EHPs from reaching the sitlswdifce where they recombine
nonradiatively.]1 73 Therefore, higher potential barriers result in higher EQBs. As will
be discussed in more detail, due to the exciton-excitorrasten, biexciton experiences a
shallower potential profile compared to that experiencedkysiton, leading to a relatively
lower QE for the biexciton. At low excitation intensitigg? (0) is approximately the biexciton-
to-exciton QE ratio17Q
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6.2 Inhomogeneities in PL properties

Compared to self-assembled InGaN QDs, our QDs have sigmiiffganproved control over all
key structural parameters: the nanodisk thickresise indium mole fraction: and the disk
diameterD. Therefore, they have significantly reduced inhomoges®iti optical properties
compared to self-assembled ones made of the same material.

However, inhomogeneities cannot be completely eliminaiéere still exist finite fluctua-
tions in all three parameters! = 2 MLs limited by MOCVD growth,§D = 2 nm limited by
the electron-beam lithography and plasma etching proseaseldz = 0.2 % limited by the
Poisson distribution of the number of indium atoms, as weslanalyzed in7].

To study the influence of the structural fluctuations to tt®mogeneities in optical proper-
ties, we measured the PL energy, intensity, decay timetrgpp@newidth and photon-antibunching
of 30 QDs with the same nominal diameter of 29 nm. We find thathalse properties are
strongly correlated despite large inhomogeneities in eathem. We can successfully explain
these correlations and account for the inhomogeneitidseoDs by varying only the potential
barrier heightpp defined in Eq. (5.2).

To illustrate the inhomogeneities, we intentionally chrmdso QDs, namely D1 and D2,
with the same nominal diametér = 29 nm but with very different optical properties at 10 K.
As shown in Fig. 6.5(a), these two dots share some commotrapisatures, such as a promi-
nent ZPB and weak but discernible OP replicas with an OP gradrg 91 meV [?]. However,
the PL peak energy of D1 is higher than that of D2-b\80 meV; the integrated PL intensity
of D1 is only 74% of that of D2; and the ZPB full-width-at-half-maximum (FWHMf D1 is
15 meV, only42% of D2’'s FWHM. Moreover, Fig. 6.5(b-d) shows that their de¢agyes and
¢®@ functions differ significantly. D1 has a decay time3of ns,79% less than that of D2, and
ag(§2) value of 0.18 in comparison to D2’s 0.76. Tb(@ value is a measure of the degree of
photon-antibunching, as will be defined and discussed ilatgec.??.

To statistically characterize the inhomogeneity, we mesihe PL spectra and TRPL
decay traces of 30 QDs with the same nominal diamBter 29 nm at 10 K. The PL spectrum
of every QD consists of a dominant ZPB and several OP replitis~ 90 meV interval [?]
(also see Fig. 6.9(a) for an example). However, the peakggre of the ZPB, the integrated
PL intensity/, the FWHM AE of the ZPB, and the decay timevary among QDs. We plot
their distributions in Fig. 6.6.

To verify the control over our QDs’ structural parameters,a@mpare the variations in the
QDs’ optical properties with uncertainties in the struatysarameters in the fabrication. On
one hand, the statistical distributions of single-dot Pergg are obtained from the-PL of 30
individual QDs. As shown in Fig??(a), the PL energy has a standard deviation of 34.5 meV.
On the other hand, we can estimate the variation in the QDs£rirgy due to fluctuations in
l, D, andz. The results are summarized in Table 6.1.

To evaluate the contribution of the fluctuation&t = 2 ML (1 ML ~0.5 nm) we use a
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(&) The PL spectra of D1 and D2 with peak enerdiesog eV and2.88 eV,

integrated intensities 0.7 kcps and5.8 keps, and ZPB FWHM ofl5 meV and35 meV,
respectively. (b) The TRPL decay curves of D1 and D2 with géivaes of3.4 ns andl6.2 ns,
respectively. (c) and (d) are thg? functions of D1 and D2 measured with the excitation
intensity P = 204 W/cm? (0.4 photons per pulse) ael= 76 W/cm? (0.14 photons per pulse),
respectively. The spectral filter window used in our secorakr correlation measurements in
this work are always adjusted to include the entire ZPB.

Table 6.1: The contributions of the thicknésmdium fractionz: and diametep fluctuations to
the total PL energy’ inhomogeneityA £ for a circular In.—q 15Gay s5sN nanodisk with = 3 nm
andD = 29 nm. AE is calculated from each contribution s = /AE? + AE2 + AE?,

Source Fluctuation Contribution thE
Thickness Al =2 ML AFE; =28 meV
Diameter AD =1.7nm AFEp =6 meV
Indium fraction Az = 0.2% AE, = 8 meV
Total calculated AFE = 30 meV

Total observed orp = 34.5 meV
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Figure 6.6: The statistical distributions of (a) the PL gyeF, (b) the PL intensity/, (c) the
FWHM AFE of the ZPB and (d) the PL decay timeof 30 QDs randomly chosen from the
same array of diametdp = 29 nm. All data were taken at 10 K. The PL intensity unit kcps
stands for kilo-count per second recorded by the end detecto
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simple planar capacitor model in which the upper and low&alN/GaN interfaces are the
two capacitor plates. We assume that a fixed amount of chatbge two plates leads to a fixed
electric field strengtl#’. Therefore, increasingdecreaseg by AE = eF'Al. The amount ofy
reduction from the intrinsic InGaN bandgap without anyisttd, is £y — £ = eFl = 63 meV
which is extracted from th& vs. D relation of a QD.177 Knowing/ = 3 nm andAl = 2 ML

we getAFE = eFAl/l = 21 meV. Increasing also reduces carrier confinement in the vertical
(growth) direction which further reduces the PL energy. sT¢ten be estimated by a simple
1D particle-in-a-box model, assuming the potential in thdical direction acts as an infinite
potential well, asAE = Al%% = 18 meV in whichh is the reduced Planck constant and
m is the effective mass of a GaN exciton, 1.6 times the fregrmeleenass. Therefore, the total
contribution due ta\[ is roughlyAE; = /212 4 182 = 28 meV.

To study how the diameter influences the optical propertiesio QDs, we measured the
PL energy of nine dense arrays of QDs with different diansetEach dense array h&3) x 100
QDs with the same nominal diameter. FRP(b) shows the PL energl vs. QD diameterD
data, which reflects mainly the relaxation of strain due anthter reductioh. A linear fit of
the data suggests that the PL energy changes with diameneiram% = —3.5 meV/nm.
On the other hand, a statistics of QD diameter in the samg aremsured by SEM suggests
that the diameter fluctuation KD = 2 nm as shown in Fig??(c). Therefore, PL energy
inhomogeneityA £ caused by diameter fluctuation is only aroukd’, = 6 meV.

The indium-fraction inhomogeneity originates from the damental uncertainty in the
number of indium atoms in each QD. Studié§§ have shown that InGaN is a random al-
loy in which indium atoms distribute randomly but uniformbnd that they do not form the
so-called indium-rich islands of the nanometer-lengthHeseapecially when the indium frac-
tion is as low ast = 15 % as in our case. In a disk-shaped {iGayssN QD of 3 nm
in thickness an@9 nm in diameter, there are aroudd = 4,500 indium atoms. Being a
random alloy means that the number of indium atoms obeys d¢igséh distribution whose
standard deviation can be calculatedras= N = 67. Therefore, the minimum indium-
fraction fluctuation isAz = x5} = 0.2%. This gives rise to a PL energy fluctuation of
AE, = (3.5 eV — 2.89 eV)22 = 8 meV, in which3.5 eV is GaN band gap arei89 eV is
the average QD PL energy from Figf2(a). Here we assumed that the band gap varies linearly
with the indium fraction.

Allthree sources of inhomogeneities, as summarized inefaldl, add up td £ = \/AE? + AE2 + AE?
30 meV, which matches well with the observed total PL energyttiation ofoz = 34.5 meV.
From this analysis we also concluded that the QD thicknestuthtion is the dominant source
of inhomogeneity.

The influence of fluctuation onE can be understood using a simple capacitor model:
E = Ey — eFl [174, 156, in which F' is dominated by the strain-induced electrical field.

INote that, with a reduction of the disk diameter, the PL epengy also increase due to lateral quantum
confinement. However, this only leads to a change df) meV varying the diameter from 30 nm to 20 nm.
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Hence, based on Egs. (4.11) and (562),can be described by the fluctuationfip. According

to Fig. 6.6(a),E’ varies by about20 meV in the samé> = 29 nm array, which allows us to
estimate that z varies from~ 0 to 120 meV based on Egs. (4.11) and (5.2). In the following
we show that indeed, for a givel, the influence of structural parameter fluctuations on the
optical properties can be modeled by varying only the paaebarrier height.

6.3 Correlations among PL properties

Despite the seemingly random fluctuations in each PL prgped find that all measured PL
properties are strongly correlated. Figure 6.7 shows theelations amongv, I, AE andr.
These correlations demonstrate that all QDs in the samg share the same radiative decay
time 7, and that the observed PL inhomogeneities can all be modgldtelvariation ok, as
shown below.

6.3.1 The Correlation between/ and 7

The correlation betweeh and 7 of individual QDs are linear as shown in Fig. 6.7(a). This
suggests that, (< 7/1) is insensitive to the mechanism that leads to the PL inh@mneity
among QDs of the sami. We have found earlier in Sec. 5.3.1 thats also insensitive td.
Henceforth, we treat., as a constant for all QDs of 22 nen D < 33 nm in our sample, whose
value has already been obtained in Sec. 5.374¢as 17 ns.

6.3.2 The Correlation betweenk and 7

The correlation betweeh andr are shown in Figs. 6.7(b). As discussed in Sec. 6.2, the PL
energy E fluctuation is mainly due to the thickness fluctuatign or equivalentlydpz. On

the other handyp also determines through Equ. 5.4. Therefore, we can plot the theoretical
correlation curve (Fig. 6.7(b) solid line) betweéhand 7 by sweeping the)z value from

4 to 120 meV. For eachp value we obtainZ using Equ. 4.11 and using Equ. 5.4. The
understanding of the correlation is straightforward: In@ With low E, the potential barrier
height¢p is large. Therefore, the exciton decay is dominated by tdeti&e decay with a
decay time close ta,, = 17 ns, whereas the tunneling and thermal decay are supprdssed.
a QD with highE, the ¢ is low. Therefore, the exciton undergoes tunneling andntlaér
nonradiative decay in addition to the radiative decay, ileatb a short decay time.

6.3.3 The Correlation betweenA £ and 7

The correlation betweeA E and 7 in Fig. 6.7(c) can be understood as follows. The ZPB
consists the contributions of multiple unresolved spédiras, as manifested by the non-zero
g(()Q) values from all our QDs (Fig. 6.8(a)). Therefor®F is determined by the linewidth of
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Figure 6.7: Statistical correlations among PL enefjyintensity /, decay timer and the

FWHM AFE of the ZPB taken from 30 QDs randomly chosen from the samey arfalot
diameterD = 29 nm. All data are taken at 10 K. (a) Ther correlation. Each data point
represents the data from one QD. The solid line is a lineah@itving an excellent linearity
between/ andr. (b) The -7 correlation. The solid line is the theoretical curve obetairy
sweeping the g value as described in Sec. 6.3.1. (c) The-7 correlation. The solid line is a
fitting using Equ. 6.6.
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each spectral line as well as the separation between lines.impurity-scattering induces a
broadening ofA = 8.6 meV in each spectral line as discussed in Sec. 5.3.1. Thefrdst
AF is due to the spectral diffusion that leads to further broattgin each spectral line and the
exction-exciton interaction that leads to larger separdbetween lines. The spectral diffusion
is caused by the interaction between the exciton’s permatigole moment and the randomly
appearing charges in the vicinity of the QD/H. The permanent dipole moment is mainly due
to the electron-hole separation by the strain-inducednitefteld. Hence, QDs with a greater
thicknessl, or equivalently¢, have stronger spectral diffusion. Thickefgreater¢z) also
leads to greater separations between different multitexia states due to stronger repulsive
exciton-exciton Coulomb interaction, as will be discusge8ec. 6.3.4. Meanwhile, a greater
¢p also leads to a longeras discussed earlier. Hence the positive correlation testvé’ and
7 in Fig. 6.7(c) is explained. For simplicity, we approxim#te positive correlation between
AF andr as a linear relation:

AFE =a+ br. (6.6)

We obtain from Fig. 6.7(c) that = 10 + 3.5 meV andb = 1.4 + 0.4 meV/ns.

6.3.4 The Correlation betweery((f) and

In our QDs, as shown in Fig. 4.1(a), as well as in many otheraM/&aN QDs 125 126
130 131, 137, the biexciton emission typically has higher energy tham éxciton emission,
i.e. the biexciton has a negative binding energixx. This is because our QDs areplane
oriented, hence the electrons and holes are separated grdwéh direction by polarization
fields. Therefore, there are strong electron-electron atetole repulsive interactions, while
the electron-hole attractive interaction is weakened witiheasing thicknesslp7, 176 177).
Due to the large thickness of 3 nm of our dots, the biexcitolinig energy becomes negative.
Correspondingly, fluctuations in the InGaN thickness adsallto fluctuations in thB8xx.

The biexciton binding energixx is positively correlated with the ZPB linewidth £ and
decay timer of the QD luminescence. This is because a QD with greatehas a thicker
InGaN layer, which leads to stronger repulsive electr@ciebn and hole-hole interactions
and thus a greateBxx. This, together with the stronger spectral-diffusionde#o a larger
overallAF in QDs whoséX) and|XX) lines are not resolved, as explained in Fig. 6.7(c). For
simplicity, we assume thdgyxx is proportional to the linewidth broadenidgtl — A, which in
turn contains joint contributions from spectral diffusiand exciton-exciton interaction:

BXX = Cxx(AE — A) = CX)((CL + br — A) (67)

The second equation is based on Equ. 6.6. Recall#h&t the broadening caused by the
impurity scattering as discussed in Sec. 5.3.1.
The Bxx also corresponds to the difference in the exciton and kiexgotential barrier
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heights. This is because the strain-induced electrical &irtl, therefore, the repulsive electron-
electron (hole-hole) interaction, is strongestrat= 0 and is negligible at = D/2. As a
result, the biexciton potential barrier height xx can be expressed &g xx = ¢p — Bxx,

as illustrated in Fig. 5.1(b). Assuming that the potentiaifije scales with its height, we can
describe the potential profilexx () for an EHP in thgXX) state by modifying Equ. 5.1 as:

(1) = 2222r). (6.8)

The tunneling and thermal nonradiative decay rates of an BHRe | XX) state,yn xx
and~yu.m xx, are obtained by replacing(r) and¢p with ¢xx(r) and¢g xx in the decay rate
equations 5.7 and 5.8.

The radiative decay rate of an EHP in {&eX) statev, xx is assumed to be the same as that
of the EHP in thgX) statey, x. This is because the radiative decay rate is insensitivieeto t
piezoelectric field and potential barrier height for 22 anD < 33 nm, as shown in Fig. 5.4(a)
and 6.7(a). Note that the decay rate of tH&) state is twice as fast as the decay rate of an
EHP in the|XX) state because there are two EHPEXIX).

The biexciton QE)xx is determined by its radiative decay rat&x and nonradiative decay
rateur xx = Yenl XX T Vehm,xx Vid nxx = Yexx/(Vr.xx + Yarxx). As we shall show next, the
biexciton QEnxx together with the exciton Qbkx determines the degree of antibunching of
the QD emission.

We can apply the biexciton decay rates andgﬁétheory developed above to explain the
correlation betwee@éQ) and the total decay time of QD PL shown in Fig. 6.8(a), which is
taken from 16 randomly chosen QDsbf= 29 nm at 10 K.

As discussed in Sec. 6.2, the variations in PL propertiesgtioese QDs can be accounted
for by the variation of a single parametgg from 0 to 120 meV. For a giveng value, we can
calculatey,,,; x andyn, x for excitons using Eqgs. 5.7 and 5.8 with all other parametbtained
in Table 5.1. This gives us (= 7 x + Vthm,x + Va1, x) &S Well ag)x (= 1. x/7x). Due to the
low excitation intensityP, the biexciton contributes little to the total decay timeherefore,
Tx can be treated as Eachr value corresponds to Bxx according to Equ. 6.7. Knowing
Bxx, we can calculate thexx, ¢z xx according to Equ. 6.8, from which we obtain the xx,
Ynm xx @andnxx. Finally, nxx/nx gives USg(()z) (Equ. 6.5). The only unknown parameter is the
cxx IN Equ. 6.7 used to obtaiBxx, which reflects the contribution d#xx to the ZPB linewidth
AE. The best match between the theory and experiment is obdtaihencxx = 0.9, as shown
by the solid line in Fig. 6.8(a), suggesting thatx contributes significantly ta\ F.

The Iadle-shapegéQ)-T correlation in Fig. 6.8(a) results from the variation of e /7x
ratio from dot to dot. The correlation curve reveals thregaes I, Il and Ill, as illustrated in
Fig. 6.8(b), where different exciton and biexciton decaychaisms dominate. In Region |,
QDs have large, indicating high potential barriersg, so that both the exciton and biexciton
mainly decay radiatively and their QEs are both close to oesylting ing((f) close to one. In
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Figure 6.8: (a) The;]é” vs. decay time- data of 16 randomly chosen QDs of diameter=

29 nm. The solid line is obtained by sweeping the value pfas explained in Sec. 6.3.4. (b)

An illustration of the different physics in the three regsathescribed in Sec. 6.3.4. The solid
arrows represent dominant decay channels, whereas theddasbws represent less dominant
channels.

Region Il, QDs have medium, suggesting relatively lowesz. In this region, excitons still
experience high enough potential barriers so that they Ipndacay radiatively with highyx;
whereas biexcitons’ potential barriers are not high enpdgh to the exciton-exciton Coulomb
interaction, so that they mainly decay nonradiatively vid 7xx. This leads to low)xx /nx
and, consequently, strong anti-bunching/ifi. In Region Ill, QDs have very short suggest-
ing that the potential barriersg for both excitons and biexcitons are very low. At the limit
¢p — 0, we haveyx = yxx — ¢1/D + coup/D according to EQ. (5.3):/D + covp/D is the
maximum nonradiative decay rate allowed by surface recoatioin when there is no lateral
potential barrier. On the other hang,x = 7, xx. Therefore, we havexx/nx — 1. This
explain whygé” climbs back to unity as decreases in Region III.

6.4 Temperature Dependence qf((f)

Single-photon emission was observed up to 90 K from a QD ehdtarD = 29 nm as shown

in Fig. 6.3(b). A systematic study on this QD shows a pectéiarperature dependencegé%).

As shown in Fig. 6.9, the” value is the lowest when the temperature is around 80 K. This

can be explained by the difference in exciton and biexci@otential barrier heights in a QD.
Figure 6.9(a) shows the PL spectra of this QD. At a low tentpeed” = 10 K and a high

excitation intensity? = 100 W/cn?, the PL spectrum is composed of multiple overlapping

peaks with an overall ZPB linewidth of 50 meV. Keeping the saemperature but lowering
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Figure 6.9: (a) The PL spectra of a QD &f = 29 nm atP = 100 W/cm?, T' = 10 K
(blue); P = 100 W/cm?, T' = 80 K (red); andP = 25 W/cm?, T' = 10 K (green). (b-d) The
scattered data points form the measuy€d(t) of the QD at 10, 50 and 80 K, respectively, at
P = 100 W/cn?. All data are without background subtraction. The soliédirare the fitting
curves obtained from the method developeddh(plso briefly described in Se@?). Each
fitting returns the biexciton-to-exciton QE ratigx /7x, exciton total decay timex and g(()2).

The fittedg((f) values are shown next to the centy& peaks (dips).
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Figure 6.10: The blue squares in (a) and (b) aregiieand rx extracted from they/® (¢)
data of the QD at 10, 30, 50, 80 and 90 K, three of which are showig. 6.9(b-d). The red
lines are the theoretical curves based ondheand Byxx values extracted from Fig. 6.9(a) as
described in the text. The insetin (a) is an extension ofhhel’eticabéz) (T') curve to 300 K.

P weakens the higher energy peaks, suggesting that the regkegy peaks are due to multi-
exciton emissions. Keeping the sarfiebut increasing the temperature to 80 K weakens the
higher energy peaks as well, suggesting that QEs of mutit@xs reduce faster with temper-
ature than the QE of exciton does.

This mechanism is verified by the improvement of the antibimg in the ¢ (¢) as the
temperature increases from 10 to 80 K at a fixed laser exaitatitensity P, as shown in
Fig. 6.9(b-d). From each of thg? (¢) data we obtain.” and the exciton decay time using
the method developed earlier. The resul@éﬁ(T) andrx(7") data are shown in Figs. 6.10(a)
and (b), respectively. Both sets of data can be reproducatidogarrier dynamics model in
Chap. 5 using parameters in Table 5.1 as follows: From the Bl KenergyE = 2.85 eV
and ZPB linewidthAE = 50 meV (Fig. 6.9(a),P” = 100 W/cn¥) we obtaingz = 80 meV
and Bxx = 37 meV, according to Eqgs. (4.11) and (6.7), respectively. dvalhg the same
steps as we used in Sec. 6.3p4, gives rise toyx (1) andnx(T") = v.x(T)/vyx(T) through
Equ. (5.3); wherea®xx gives rise tops xx based on Eq. (6.8), which leads{ex(7") and
nxx(T) = %xx(T)/vxx(T) through Eg. (5.3) as well. Using Equ. (6.5) and recalling the
assumption that, x = v xx in Sec.??, the rationxx(T)/nx(T) = mx(T')/m(T) gives
rise to the theoreticayéz)(T) curve shown as the solid line in Fig. 6.10(a). For comparcison
the theoreticalx(7") and7xx(7") are plotted in Fig. 6.10(b). From Fig. 6.10(b) it is evident
that the improvement of thﬁ(f) as temperature increases is due to the faster droppingyof
compared tory, i.e. the biexciton’s thermal decay rate increases fasi@n the exciton’s.
This is ultimately because, in the same QD, the biexcitorehasver potential barrier than the
exciton as a result of the repulsive exciton-exciton Coudonteraction.

However, 962) does not always decrease with temperature. Instead, thexe optimal
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temperature, at Whicbé2) reaches its minimal. In the inset of Fig. 6.10(@5)2,) increases as
T increases above 80 K. This can be understood as followingheA\timit 7" — oo, we have
X = Yxx — cvp/D. This leads toéQ) — 1, similar to what happened in the Region Il of
Fig. 6.8. The optimal temperature increases with since a greatefz means higher QEs for
both the exciton and biexciton, as well as a larger diffeedmetween them.

This anomalous temperature dependencgézéfsuggests that one way to improve the op-
erating temperature of these QDs is to increasesth&alue by, for instance, having a higher
indium composition or a thicker InGaN layer.

6.5 Conclusion

We studied the carrier dynamics of site- and structurerotiatl nanodisk-in-a-wire InGaN/GaN
QDs. The minimized inhomogeneities in all key structurabpaeters—the QD diameter, thick-
ness and indium composition—allowed a systematical mgppatween the optical properties
and structural parameters.

Our results revealed that the sidewalls in these etched @@ysgba vital role in enhancing
the radiative decay rate and enabling good antibunchingewthalso ultimately limited the
QE. The strain relaxation at the sidewall led to greatly @ckd radiative decay rates in QDs
compared to QWs157. More importantly, it created potential barriers, whiafe aifferent
for the excitons and biexcitons and preferentially praddhe excitons from surface recom-
bination, leading to Iovxg((f) values. This suggests that by engineering the potentiaielbar
height, such as by varying the indium composition or narothgkness, one could achieve
purer single-photon emission and at higher temperaturgs@Ds fabricated by our method.

However, the QE was ultimately limited by the surface recoration at the sidewall, even
at very low temperatures, due to tunneling of the carrierthéosidewall. Such surface dy-
namics has often been overlooked in dot-in-a-nanowire hagéical devices, especially in
low-temperature measurements.

Furthermore, the statistical correlations between varioptical properties of numerous
single QDs with markedly similar diameters enabled us tceustdnd the impact of structural
parameters on the optical properties. Together with thetystn QD ensembles, we established
a guantitative relation between the optical properties thedstructural parameters. And we
showed that variations in optical properties of QDs of theesaiameter could be modeled by
the variation of only one phenomenological parameter, Xog@n potential barrier height.

These findings may be applicable to a wide range of straimédlhlanostructures with large
surface-to-volume ratios, such as nanowires, nanosphandsnanopillars. Hence the carrier
dynamics we analyzed and quantitatively modeled in thiskwoay have broad impacts on
improving the performance of IlI-N based photonic devices.
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CHAPTER 7

Electrically Driving and Controlling InGaN/GaN
Quantum Dots

7.1 Electrically Driven Single-Photon Emitting Diodes

Single-photon sources (SPSs) are the key component of @ inmportant applications in-
cluding quantum communication, quantum information pssagg and precision measurement.
The practicality of these applications relies on the sdal&dbrication of SPSs that can operate
at non-cryogenic temperatures and can be integrated wittr electrical and optical compo-
nents. Quantum dots (QDs) based on IlI-N semiconductorthareost promising candidates
for fulfilling these requirements. This is because highgernature SPSs have only been demon-
strated for QDs made of wide-bandgap semiconductors, suthvaand I11-N semiconductors
and diamondsd6, 41, 34, 178 35, 40], or non-semiconductor material8g]. Among them,
electrical-injection and site-control, two critical raggments for integration with other elec-
trical and optical devices, have only been separately dstreted for I1I-N QDs [, 179, 40].
Here we demonstrate electrically driven SPSs based oraitteolled InGaN/GaN QDs.

Site-controlled 11I-N QDs have been fabricated in multiplays, including those grown
at apices of micro-pyramidss], inversed micro-pyramidsiB(, nanowires {0], as well as
our dot-in-nanowires (DINs)1] made by plasma etching a planar single InGaN/GaN quantum
well. Compared to all others, our DINs are particularly optied for electrical-injection, since
the current-pathway naturally overlaps with the QD actegion, leading to the demonstration
of electrically driven single-photon emission from sitatrolled [1I-N QDs in this work.

7.1.1 Electroluminescence and Single-Photon Emission

The sample and measurement setup used in this section hashi@en in Chap. 3. We first
study the EL properties of a single DIN. Fig. 7.1(a) showsHheintensity as a function of
the applied voltage suggests a clear turn-on behavieda¥ forward bias. This suggests that
electrons and hole are both present in the InGaN region danbyas Vs > 4 V. The EL
spectra of the DIN at different forward voltages are showhRig 7.1(b). Each of the spectra
is composed of a dominant zero-phonon peak at 3.06 eV withak wioulder at-20 meV
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Figure 7.1: EL properties at 10 K. (a) The integrated EL istees of the DIN vs. applied
bias. (b) The EL spectra of the QD at various bias voltagelssgdctra are normalized to their
maximum intensity and shifted vertically for comparisot). The EL intensity vs. angle of the
polarization selection at 5.7 V forward bias. The solid lisa fitting curve. (d) Thg®(t) of
the DIN EL at 5.7 V forward bias without background subtrawcti The solid line is a fitting
curve.

higher energy and an optical-phonon peak at 2.97 eV. The 90 apécal-phonon energy is
consistent with our previous resultd.[ The zero-phonon peak and its higher energy shoulder
are most likely due to emission from single exciton (X) arsdhitany negatively charged states
X", n =1,2,..). Thisis because compared to the holes in the p-Ggidreelectrons in
the n-GaN region has higher concentration and higher mppili1l00 cntV ~!s~! for electrons
[181] and~10 cn?V s~ for holes[L87). Therefore electrons arrive at the InGaN QD at bias
Viias < 4V, before holes arrive. The broad linewidth of the zero-plhropeaks is due to the
spectral diffusion as a result of local charge fluctuaticumsea by the current flow.

The EL is linearly polarized as shown in Fig. 7.1(c), whichtagen by rotating a half-
wave plate in front of a linear polarizer. The EL intensity ylarization angled) data are
fitted using the equatio hjg cos?(0 + 0y) + hIT%Q resulting in a degree of polarization of
% = 0.7 £ 0.04. The polarization anglé, does not correspond to any crystal orientation
and is random among DINs. Linearly polarized emission has lwbserved in many InGaN
QDs including electrically driven one$§9, 7, 1, 92]. It has been attributed to the anisotropy in
the InGaN lateral dimension. In our QDs, anisotropy can lesed by the RIE process which
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Figure 7.2: The current-voltage (I-V) characteristic af IN at 10 K. The upper-left inset is
the semi-log of the I-V curve. The lower-right inset illuesties the effective circuit in which the
pin-junction and the ITO/p-GaN Schottky contact are cotem series.

attacks the DIN sidewalls randomly. The anisotropic ldtehape leads to mixing between
heavy and light hole states resulting in the linearly pakdliemission]69.

To demonstrate the single-photon nature of the EL, we pmdrsecond-order correlation
(¢®) measurement on the EL of the DIN, which exhibits a strongpbanthing as shown in
Fig. 7.1(d). The data can be fitted by a simple expresgio) = ¢ (0) 4 (1 — ¢ (0))(1 —
exp(—|t|/7)) yielding ¢ (0) = 0.42 (or ¢ (0) = 0.38 after adjusting for the APD dark
counts P4]) andr = 4 ns. The non-zerg®(0) is due to higher order multi-exciton emission
whose quantum efficiency is largely suppressed by the surBazombination in our DINSL].
The parameter represents the decay time of the zero-phonon emission. [dvedecay time
is due to the strong polarization fields in the InGaN regionclireduces the electron-hole
wave-function overlappindl[L{.

7.1.2 Current-Voltage Characteristics

The current-voltage (I-V) characteristics of the DIN iswiman Fig. 7.2. Note that the current
is the average of 8100 DINs connected in parallel. Compdfigg7.1(a) and Fig. 7.2 we can
see that the current that flows through the devic&at < 4 V is not converted into light
emission. This confirms that electrons and holes start teeeat the InGaN region at different
biases. Due to the lower hole concentration and mobilitheg-GaN region, holes only start
to arrive at the InGaN region &%, > 4 V. We note that hole injection can be improved by
increasing the acceptor concentration in the p-GaN region.

At small forward bias o, < 2V, the current increases exponentially (inset of Fig. 7.2)
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as the bias increases, which is expected from an ideal pictipan. However, a$’;,, ramps
above2 V the increase of the current becomes slow and nearly linBais suggests that the
diode is connected in series with another resistor, whichast likely the non-ohmic ITO/p-
GaN contact [83. Using the slope of the I-V curve af,,, > 2 V and the diameter of the
DIN we can estimate the ITO/p-GaN specific contact resigtigi be~ 1072 Qcnm?, consistent
with the reported values ranging fromd~* to 10~2 Qcn? [101, 184, 185. Therefore, the
transportation behavior of our device can be modeled ussiggale circuit composed of a pin-
junction with resistance?,,;, and a reverse Schottky junction with resistarttgy, as shown

in the lower inset of Fig. 7.2. AV};,, < 2V, the total device resistance is dominated by the
pin-junction, orR,;, > Rguy. At Viies > 2V, the total device resistance is dominated by the
ITO/p-GaN contact, oR?,;,, < Rgiy-

The above interpretation to the I-V curve is verified by thesbdependent PL measurement
of the DIN. The PL spectra of the DIN at a fixed laser excitati@msity of 100 W/crh and
varying voltages are shown in Fig. 7.3(a). Without applyany bias, the PL energy is at
3.09 eV, 30 meV higher than the EL energy in Fig. 7.1.JAs, increases from 0 to 2 V the PL
peak energy redshifts at a rate-~of—10 meV/V. As V,;. goes above 2 V, the redshift stops at
3.06 eV. This trend is summarized in Fig. 7.3(b) with a finesincrement.

The redshift al/,;,s < 2 V is due to the decrease of the depletion width in the pin{onc
as illustrated in Fig. 7.4. The PL energy is influenced by kbt built-in polarization field
E,. and the external electric fiel#,;,, due to the donor and acceptor depletion in the n-GaN
and p-GaN regions, respectivell,,,; is determined by the spontaneous and piezoelectric po-
larizations in the InGaN regioriLB€ and is independent df;;,s. £, is proportional to the
depletion width in the n-GaN and p-GaN regioi$f] and therefore decreases as the voltage
dropV,;, on the pin-junction increases. At small biaslgf,; < 2V, R, is greater thamR g,
and, hence, most of the voltage is applied on the pin-junciie. Vi,s ~ V,;,. As aresult,
the increase oV}, quickly decreases the pin-junction depletion width, legdio a decrease
in |E,;,|. Due to the quantum confined Stark effet8Y, 18, a stronger total electric field
E, = E,, + E,;, leads to a lower PL energy. Sinég,,, andE,;,, have opposite directions, the
redshift observed in Fig. 7.3 suggests tha};,| < |E,q|-

The much slower redshift at,,, > 2 V is due to the dominance of ths,,, compared to
R,;, as explained earlier. At large forward biasé&s;, becomes very small as expected from
an ideal pin-junction. Hence, the voltage drigp, on the pin-junction reaches plateau. As a
result,E,;,, stops decreasing at bias2 V leading the near absence of further PL energy shift.
The additional voltage droPs.,, = Viies — Vpin IS applied on the ITO/p-GaN contact, which
only makes the p-GaN more depleted at the ITO/p-GaN interfac
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Figure 7.3: PL properties at 10 K. (a) The PL spectra of the BiMeveral applied voltages.
(b) The PL peak energy vs. the applied voltage.

97



n-GaN InGaN  p-GaN ITO

e = -

P S
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7.2 Electrically Controlled Photoluminescence Propertis

In contrast to the fast development in IlI-N single-phot@vides, fundamental understanding
of excitons, especially their charging and fine structurel|-N QDs is lacking despite recent
progressesl69 189, 190, 191, 192. This understanding, however, is important for building
better single-photon sources and extending the applicafitil-N QDs to other fields such as
single electron spin qubiBp, 61, 62] and entangled single-photon sourcés, [5].

The lack of understanding in exciton charging and fine stimestin I11-N QDs results from
their complicated material properties compared to thahbeirtill-As counterparts. First, many
[1I-N QDs reported so far have linewidths efl meV [169, 190, 191, 7], over an order of
magnitude broader than that of Ill-As QDs, rendering it learth resolve spectral features
separated by less than 1 meV. This is due to the large exagiongnent dipole moment caused
by the strong strain-induced electrical field and the higtefect densities in 11I-N materials,
typically grown on lattice-mismatched substrate. Secatndn linewidths are reduced, a single
[1I-N QD often exhibits many spectral lines from both A- aneeBcitons, their charged excitons
and multi-excitons, all of which are separated by a few m&89[ 190, 191]. Indeed, in some
cases, over five spectral lines are observed from the samel@® dnd their identification
remains ambiguous. Third, the exciton fine structure spyt(FSS) is highly sensitive to the
anisotropy and confinement in IlI-N QDs, which leads to FS®#ag from 100s:eV [19]] to
a few meV [L90. This further complicates the identification of spectiakk as one needs to
also distinguishing between A-B splitting and FSS.

In this section, we unambiguously identify neutral and gkdrA- and B-excitons from
single InGaN/GaN QDs and study their fine structures by tirggga QD in a GaN-nanowire
p-i-n charge-tunneling diode. Similar diode structuregshaeen widely used to study charged
excitons and exciton fine structures in llI-As QDD 194, 195, but have not been used to
study similar physics in [lI-N QDs. We show that our devic@sal for studying I1I-N QDs as
it possesses the following advantages. First, the intedeatrical field is significantly reduced
due to the strain relaxation in GaN nanowité |, 133 ?] and the built-in potential of the p-i-n
junction [162. This strongly suppresses exciton permanent dipole mgnesading to much
narrower spectral linewidths. Second, the charge-tungdiiode structure enables precise
control of the number of charges tunnelling into the QD byirigrthe bias voltagel93 194,
which separates neutral excitons from charged ones antygseaplify the spectrum. Third,
being able to study singly charged excitons, which do noet&sS 89, and neutral excitons
separately allows clear differentiation between A-B extisplitting and FSS.

7.2.1 Charge-Tunneling Diode

The sample used in this section is the same as the one in thieyseection, except that here
we look at low bias voltages. To understand the working mplecof our charge-tunneling
diodes, we first calculate the conduction and valence baofilgs along the central vertical
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Figure 7.5: Sample structure and band profiles. (&}atgle SEM image of four nanowire
diodes without SOG and contacts. (b) Schematic crosseseciew of a single InGaN/GaN
DIN diode, including the ITO/Ti/Au p-contact, SOG insulagilayer and Ti/Au n-contact. (c)
Working principle of the charge-tunneling diode. (d) Thedoction band (CB) and valence
band (VB) profile along the growth direction (z). (e) The insic (i) section of (d).
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axis (z-axis) of a nanowire. We assume the p- and n-dopingities to bel x 107 cm3
and1 x 10'® cm=3, respectively. The calculation uses the commercial sitimrigpackage
TiberCAD and solves three-dimensional (3D) strain distiiin, k- p-method band structures,
and classical carrier drift-diffusion equations self-sistently [L96. The resultant band profile
at zero bias},.s = 0V, is shown in Fig. 7.5(c). The electron and hole envelopetions
and eigen-energies in the QD are then calculated by solwthgo8inger equations using the
band profiles as shown in Fig. 7.5(d). The results exhibifélewing features. First, due to
the much higher doping density in the n-GaN region, the QBteda ground state is much
closer to the Fermi level, which is aligned with the donor andeptor levels, than the QD hole
ground state. As a result, it requires much less forward toasject electrons into the QD
than to inject holes. As illustrated in Fig. 7.5(d), when enfard bias is appliedi;.s > 0, the
conduction band is lowered. When it is aligned with the n-Ghor level, a single electron
will tunnel from n-GaN into the QD, which forms Coulomb bl@te preventing additional
electrons from entering the QD. The QD will stay singly cleatrgintil Vi,;,s increases further
to overcome the Coulomb blockade. Second, the carriersidffuin the p-i-n junction creates
an electrical field of 0.3 MV/cm which reduces the internaldfien the QD by20%. This,
combined with the effect of strain relaxation at the sidéwélthe QD, results in a overall
reduction of the internal field in a QD of 40 nm in diametery40% compared to that in
an un-etched InGaN/GaN quantum well. This is manifesteti@small spectral linewidth of
2—6 meV from our QDs which is comparable to self-assembl&hN QDs, especially when
considering the close proximity of our QDs to the plasmaedcsidewall surfaces. We expect
even narrower linewidths if surface passivations are used.

We first measure the voltage-dependent PL of two QDs, QD1 @l & a fixed excitation
power density of? = 100 W/cn?, as shown in Fig. 7.6. Note that, due to the photo-voltaic
effect, all PL energy-voltagé’-V},;.s traces in Fig. 7.6(b)-(c) will be shifted towards left as
the excitation laser power density increases. In anothedvibe excitation laser creates an
effective positive bias. Therefore, all data presenteé heawe their bias voltage corrected by
the corresponding photo-voltage.

The energyF of spectral peaks red-shift &;,, increases. This is due to the increment of
the total electrical field intensity/, | in the QD region as a result of the decrement in the p-i-n
junction built-in field intensity| F,;,,|. Stronger|Fi.;| leads to lower exciton energy through
the so-called quantum confined Stark effect. The red-ghitof the PL energy is quadratic
with V};.s due to the variation of the permanent dipole moment, or elachole envelope
function overlap, with the variation df},;. This can be expressed As” « (SF?2,, wheref
is the polarizability. Using this equation we extrattvalues of—300——800 meV/(MV/cm)
for all spectral speaks. The magnitude (bfs, however, 3-8 times higher than a previous
reported value from a self-assembled InGaN/GaN QD. We tnatestsensitively depends on
the indium composition, height, and diameter of a QD, nonwlath were specified in the
previous work. For QD1, alt},.s ~ —1 V, AE/AV,.s is nearly zero. This indicates that the
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Figure 7.6: Voltage-dependentPL spectra form two QDs, QD1 (a-c) and QD2 (d-f). (a) and
(d) show spectra at voltages indicated by the dashed lings iand (e), respectively. (c) and
() shows the PL energy of various neutral and excitons astioins of voltage extracted from
(b) and (e), respectively. Voltages are corrected fromdkerinduced photo-voltage.

102



Fi, being400 kV/cm fully cancelsF,,,, which is consistent with the simulatéd,, value in
our partially strain-relaxed QDs.

The charge-tunneling effect is demonstrated by the digwoity in £ and AE/AVi.s in
the voltage-dependent PL energy shift as show in Fig. 7.8.ukdirst consider the’-V};.s
traces labeled(?, X,~, and X; . The first electron tunnels into the QDs gt ~ 0.25 V,
marked by the reduction i and |AE/AV,.s|. Therefore,X{ and X~ represents neutral
and singly negatively charged excitons, respectively. Jimdden reduction it [clearer in
Fig. 7.6(c)] atV; suggests that the attractive Coulomb interaction betweeretectrons and
hole exceeds the repulsive Coulomb interaction betweernvibeslectrons. The sudden re-
duction in|AE/AVi,.s| [clearer in Fig. 7.6(f)] is due to the reduction in the permaindipole
moment as the additional electron ¥~ brings both electron and hole envelope functions
closer to the center of the QD through Coulomb interactidme $econd electron tunnels into
the QDs atl, ~ 0.8 V, marked by the increment i and reduction iINAE/AVy.s|. The
increment inE is expected as an additional electron is added to an alreeggtiveX .. The
reduction in|AE /AVj,.s| is due to the same mechanism as thatjat

7.2.2 A-and B-Excitons

We show in the following thaf ' ~*~ and X' " are associated with A- and B-excitons,
respectively. First, the integrated intensity & and X3 at V;;.s = —0.04 V are linearly
dependent on the excitation power dengitat P < 150 W/cm? [Fig. 7.7(a)], indicating they
are both excitons as opposed to biexcitons. Again, we engehtsat thely,;.s has already be
corrected by the photo-voltage. For without such corregtibe energy of( and X3 will red
shift or even becom&’,~ and X}~ as P increases. This will lead to 'false’ non-linear power
dependence for both peaks. Second, béthand X3 are linearly polarized with high degree
of polarizations of 80% and 60%, respectively, and poléioraangles almost perpendicular
(75°) to each other [Fig. 7.7(b)]. This further supports tkig and X3 assignment, for if the
two peaks areX} and X X} (or X3 and X X3) they should have the same polarization. The
orthogonal linear polarizations frodi3 are due to the strain and geometrical anisotropies in
the QD lateral plane. Th&$- X3 energy splitting being 13 meV is mainly due to the A- and B-
valence band splittind\, caused by the spin-orbital interaction in the hole states [F8(a)].

7.2.3 Fine Structures of Neutral and Charged Excitons

The fine structure o { is studied in Fig. 7.8. The PL spectra &R (Vi.s = 0 V) and X}~
(Vhias = 0.5 V) at two perpendicular polarization in Fig. 7.8(b) showsiscdrnible FSS in
X{. To quantify the FSS, polarization-dependent PL intensignd £ for X{ and X, are
extracted in Fig. 7.8(c) and Fig. 7.8(d), respectively. FHSS inX? is 370 + 120 peV, which
originates from the electron-hole exchange interactign As X transits intoX,, the FSS

is no longer discernible [Fig. 7.8(d)]. This is expectedpath electron spin states are now
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occupied, leading to the the absence of FSS |n as illustrated in Fig. 7.8(a).

We would like to mention that in majority of our QDs, we do nees($ or X;;~. When we
do observe them, they are usually much weaker compar&d tor X ,~ which always present.
This is probably because B-holes lies at higher energigsaddtteir lateral confinement poten-
tial is weaker, leading to more severe non-radiative deoayk® and X;~. As such, further
improvement in our device quality, especially the reducttbbsurface recombination is needed
in order to have a better understanding of neutral and cdeexcitons.
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CHAPTER 8

Conclusions and Future Work

8.1 Conclusions

We have shown in this thesis that top-down etched site-obadtk InGaN/GaN QDs are suit-
able material platform for scalable quantum technologietuding quantum communication
and computation, which may one day revolutionize the laapls®f the communication and
computing industry. Our QDs are more efficient light emgteompared to the InGaN/GaN
QW they are etched from. They possess atom-like discretggtevels as demonstrated by
both optically and electrically driven single-photon esn#. Their controlled forming site
enables us to scalably integrate QDs with electrical cast@cdesired locations and shall also
facilitate their integration with other solid-state comgats such as microcavities. In addition,
they have the potential to operate at above cryogenic teatypes due to the adoption of IlI-N
semiconductors and can be efficiently driven by electricalent, both merits further improve
scalability and practicality. Finally, we have demonsdhthe control of the number of charges
in each QD and mapped out detailed energy levels in our QDsdimg A- and B-excitons
and their fine structures, both are key to advanced quantwinagesuch as entangled-photon
source and single-electron spin qubit. Specific achievésraae summarized as following.

We have shown that despite being at close proximity of theestsidewalls, excitons in
our QDs can radiatively recombine efficiently. This is duehe following reasons. First,
the strong strain relaxation in such as QD greatly reducesntiernal polarization fields and,
hence, improves the electron-hole-wavefunction overlggs leads to an enhanced radiative
recombination rate. Second, the non-uniform strain reiararofile creates a lateral confine-
ment potential barrier that hinders excitons from reaclinegdetrimental sidewall surface and,
hence, suppress the non-radiative recombination rate.

The ability of controlling the site and structure of each QBoaenabled comprehensive
mapping between optical properties and QD structures, aschaterial composition, QD di-
ameter, and thickness. This led to the discovery of sevexaylmechanisms in our QD in ad-
dition to the radiative recombination, including volumenadiative recombination, tunneling-
induced surface recombination and thermal-activatialuoed surface recombination. All these
decay channels can be quantitatively described by a sinmalgtecal model. This model was
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able to successfully explain several non-intuitive ancepbéally useful phenomena, including
the enhanced photon antibunching with increasing temperat

With a good understanding of the carrier dynamics and trepeddence in QD structures,
we were able to make useful devices based on our QDs. To datbawe demonstrated op-
tically pumped single-photon sources that operate up to 9@nkperature and can be easily
integrated with other photonic components due to theirctarol and small foot-print. In ad-
dition, the geometry of our QDs is advantageous for curremed devices due to the naturally
high overlap between the current pathway and QD active negldis allowed us to demon-
strate the first electrical-driven site-controlled singleton source based on I1I-N QDs, which
marks another milestone towards practical single-phadances that have both high scalability
and high operating temperatures.

Finally, the capability of applying electrical bias to th®Q@lso allowed us to demonstrate
the first 1lI-N charge-tunneling diode that can control theenber of net charges in a 11I-N QD.
This new apparatus opened up a new perspective to study ¢éngydevels and fine structures
in 11I-N QDs and led to the first unambiguous identificationngutral and charged A- and B-
excitons and the unambiguous observation of fine strucplittiisg of neutral exciton in 111-N
QDs. Such device shall prove to be a powerful tool to undedsexciton charging the fine-
structure splitting in 11I-N QDs and shall enable more ad@guantum technologies such as
entanged-photon generation and single-electron qubit.

8.2 Future Work

8.2.1 Improve Quantum Dot Scalability

The work in this thesis represents an important step towaigidy efficient and robust QDs
that can be integrated with other solid-state componeritgge scale and operate in practical
environments. However, most of the main issues of QDs tmatenithe ultimate realization of
this goal still remain, i.e., low operating temperature arsaifficient scalability.

So far, the highest operating temperature of our QDs is 90dtdn than all 111-As QDs,
as expected from 1lI-N semiconductor, but still cryogennd dar from practical. This may
be solved in two directions. First, improving the quanturicefncy of our QDs by develop-
ing surface passivation or material regrowth techniquestiuce surface recombination. This
shall also reduce the spectral broadening and enable thieties of finer spectral features for
studying fundamental QD physics. Second, using heterdsiies that have greater bandgap
offset between QD and barrier regions to prevent carriers fscaping the QD to the barrier.

Despite precise site-control, the structure of each QDilisvsit sufficiently controlled, as
manifested by the significant inhomogeneity in optical gries from one QD to another. This
hinders the scalable integration of our QDs with other oip-cbhmponents. The inhomogeneity
is mainly caused by the fluctuation in QD thickness. Thersftire first step towards solving
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this problem is to improve the material growth techniquertalde more uniform QW growth
across the wafer.

8.2.2 Integrated Systems Based on Our Quantum Dots

This thesis has mostly focused on the fundamental physidsapgplications of single bare
QD. The tremendous potential of integrating these sitdroiad QDs with other photonic and
electronic component has not been demonstrated. Becatlse miecise site-control and small
foot-print on the chip, our QDs can be integrated in largéesadgth a wide range of solid-state
photonic and electronic components.

The integration with other photonic components includerogavities, waveguides, and
antennas. These components either change the local defighgton states that a QD couples
to or modify the propagation direction of emitted photongegration with microcavities can
enhance the radiative decay rate through Purcell effecirapdove the collection efficiency
of emitted photons. It may also lead to indistinguishabletph emission due to the enhanced
radiative decay rate. Integration with waveguide will allefficient routing of photons to
desired places on the chip. Integration with antenna aid alill allow efficient coupling with
out-of-chip components such as optical fiber.

However, we would like to point out that the fabrication oghiquality 11I-N microcav-
ities and waveguides remains challenging. This is partly tuthe relatively low refractive
indices of IlI-N materials and the difficulty in growing late-matched IlI-N alternating layers
with high refractive index contrast, which are commonlydise grow distributed Bragg re-
flectors. It is also partly due to the chemical robustnes$l-éd Wwhich renders many common
nanofabrication techniques in other semiconductor madtemeffective, such as the oxidation
and wet-etching of sacrificial layers which are importantmaking photonic crystal mem-
branes. Therefore, serious efforts are needed to develsg gowth and fabrication methods
for IlI-N materials.

On the positive side, however, IlI-N semiconductors tyflychave much large oscillator
strength compared to low bandgap semiconductors. Thisrfothie requirements to the pho-
tonic components in many applications enabled by coupliiig @ptical modes, such as Purcell
radiative enhancement and strongly-coupled QD-cavityesys. For instance, in llI-As semi-
conductors, very high quality optical microcavities arguieed to achieve strong-coupling
between excitons and photons in both QD and QW systems.-M $ifstems, however, strong
coupling have been achieved with very low quality microtiagiand with very little amount of
[1I-N active medium.

The integration with other electronic components has beemothstrated in this thesis. Due
to the small foot-print and the ability to control the propes of each QD, multiple QDs with
their own properties and electrical contacts can be demsaliged and individually controlled
and driven. This capability has never been demonstratentdeaind thus may enable many
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novel technologies that requires the switching of multigat emitters with different proper-
ties in a sub-micron space. For instance, we can pack fouri@®sub-wavelength space each
with its own linear polarization direction {p45°, 90°, 135’) and electrical contacts, and then
coupled them to a common single-mode fiber. This way, a véigieit light source for BB84
guantum communication protocol is realized. For anothstaimce, we can place multiple QDs
in a bio-chemical solution each with its own electrical @s. We can then turn them on
and off one-by-oe and observe the response of a probe melictiie solution. This way, we
can track the position and motion of the probe molecule uaipgnciple similar to that of the
globe-positioning system (GPS).
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