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ABSTRACT

Quantum technologies such as quantum communication and computation may one

day revolutionize the landscape of communication and computing industry, which so

far has been largely based on the classical manipulation of the flow of many photons

and electrons. Many important quantum technologies have been demonstrated on sin-

gle atoms which have discrete energy levels and can interactstrongly with light, both

functionalities are key to quantum technologies. However,single atoms are difficult

to integrate with other photonic and electronic components, which are equally crucial

to most of the applications.

Semiconductor quantum dots are considered as the key building block to scalable

quantum technologies due to their atom-like functionalityand solid-state integrability.

To date, many proof-of-principle integrated quantum devices have been demonstrated

based on single quantum dots. However, most of the devices were not suitable for

large-scale practical applications mainly due to the adoption of self-assembled III-As

quantum dots, which form at random sites and operate only at liquid-helium tempera-

tures. These drawbacks may be resolved by using III-N quantum dots with controlled

forming site and optical properties, and high operating temperatures.

This thesis studies site-controlled InGaN/GaN quantum dots fabricated by top-down

etching a planar single quantum well. Compared to other existing site-controlled III-N

quantum dots, ours have the following advantages: 1) the fabrication approach allows

flexible control of the emission energy, oscillator strength and polarization of each

quantum dot; 2) their emission is free from wetting layer contamination leading to

purer single-photon emission; 3) they can be efficiently driven by electrical current.

We demonstrate in this thesis that these quantum dots have all the essential proper-

ties required for most quantum technologies. They are efficient light emitters due

xvii



to the strain relaxation that enhances the radiative recombination and limits the non-

radiative surface recombination. They have discrete energy levels due to the strong

exciton-exciton interaction by the small lateral size, manifested by both optically and

electrically driven single-photon sources using our quantum dots. Finally, the net

charges in each quantum dot can be controlled electrically via Coulomb blockade,

which enables the understanding of exciton charging and finestructures crucial to

many quantum technologies.
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CHAPTER 1

Introduction

Semiconductor QDs are nanostructures whose sizes are aboutthe De Broglie wavelengths of

the electrons and holes in the system. A QD typically contains a QD region made of narrower

bandgap materials and surrounding barrier regions made of wider bandgap materials or air. Be-

cause of the band offset between the QD and barrier, carriersare three-dimensionally confined,

leading to localized electron and hole wavefunctions as well as discrete energy levels. These

features closely resemble those of a single atom. Therefore, QDs are often also referred as

artificial atoms, despite that they typically contain hundreds and thousands of atoms.

QDs are key to the scalable realization of many quantum technologies such as quantum

communication and computation. This is because they possess atom-like functionalities, such

as discrete energy levels and strong light-coupling strength, and can be integrated with other

solid-state photonic and electronic components, such as photonic-crystal microcavities and pn-

junctions.

To date, many milestone applications have been demonstrated using self-assembled III-As

QDs, such as single-photon source, entangled-photon source, and single-electron spin qubit.

In some cases, even the integration of these QDs with other solid-state components have been

realized. However, this type of integrations cannot be applied to large-scale practical applica-

tions due to QDs’ random forming sites, typically come with large property inhomogeneity,

and extremely low operating temperatures, typically require liquid-helium cooling.

To overcome these issues, site-controlled III-N QDs are actively pursued. Their controlled

forming sites allow scalable integration with other solid-state components. III-N QDs have

demonstrated high operating temperatures due to their widebandgaps. Materials with wide

bandgaps typically have large exciton binding energies andallows greater bandgap offset be-

tween QD and barrier, both contributing to their high operating temperatures. III-N semicon-

ductors are particular of interest because of their wide applications in blue LEDs and lasers

and mature p-type doping technology which is unpaired by other wide bandgap materials. The

electrical driving capability is always desired for ultimate scalability.

This thesis focuses on the properties and applications of site-controlled InGaN/GaN QD. As

the introduction chapter, we will first list several important applications of single QDs in general

and explain why site-controlled wide bandgap QDs are particularly important for realizing
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scalable devices. We will then compare four major categories of existing QDs based on their

operating temperature and integrability to show the significance of our QDs.

1.1 Applications of Single Quantum Dots

To date, many of the atom-like quantum functionalities havebeen demonstrated on single

epitaxial QDs, such as bright and efficient single-photon sources [13, 14, 15], polarization-

entangled single-photon-pair sources [16, 17, 18], QD spin qubit [19], and coupling between

single QDs and photonic microcavity [20, 21, 22, 23]. These seminal works have demonstrated

the great potentials of QDs and inspired tremendous amount of research on epitaxial QD-based

quantum devices. In this section, we will briefly introduce some of the most important appli-

cations of single QDs and show how many of these applicationsrequire or will benefit from

site-controlled wide bandgap QDs

1.1.1 Non-Classical Light Sources

1.1.1.1 Single Photon Generation

An ideal single-photon source is a light source that generates one and only one photon with de-

sired properties (wavelength, polarization, etc.) after each trigger event. Single-photon sources

have a wide range of applications, including quantum communication [24], quantum informa-

tion processing [25, 26], precision measurement [27, 28], and random number generation [29].

Among these applications, quantum communication have beenone of the strongest motivations

for the development of single-photon sources.

The idea of using single-photons as information carrier forsecure communication stems

from the seminal work of Charles Bennett and Gilles Brassardin 1984 [24]. The BB84 quan-

tum key distribution protocol utilizes the quantum non-clone theorem [30] of a single photon.

To illustrate this, let us assume Alice and Bob communicate astream of binary code (0, 1,

1, 0, 1, ...) using linearly polarized single-photons whosepolarization directions are vertical

(0◦), horizontal (90◦) or ±45◦. Alice randomly chooses0◦ or 90◦ to represent 1, and randomly

chooses+45◦ or −45◦ to represent 0. To eavesdrop Alice and Bob’s communication without

being detected, Eve needs to somehow steal a photon from the communication channel and

measure the state of this photon and send an identical copy back into the channel. However,

the uncertainty principle of quantum mechanics dictates that Eve can neither deterministically

measure the polarization direction of a photon without any pre-knowledge about the polariza-

tion nor make a copy of the photon. Therefore, any eavesdropping attempts will be detected by

Alice and Bob.

However, to date, due to the lack of efficient and low cost single-photon sources, most

quantum key distribution systems are based on attenuated classical light sources such as lasers.

Classical light sources are fundamentally different from single-photon sources in their photon
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number statistics, i.e. the number of photons after each trigger event obeys Poisson statistics.

To reduce the probability of multi-photon generation, lasers have to be attenuated to a degree

that most of the time no photons are generated at all. This severely limits the communication

bit rates. Therefore, efficient and practical single-photon sources are still widely sought-after

for realizing high performance quantum communication systems.

Like several other quantum emitters, such as single atoms [31], organic molecules [32],

solid-state defects [33, 34, 35] and colloidal QDs [36], epitaxial QDs can also be used as single-

photon source [37]. The operation principle of these quantum-emitter-basedsingle-photon

source lies in their discrete atom-like energy levels. In anepitaxial QD, the energy level dis-

cretization is typically due to two reasons. For a QD in the strong confinement regime, electron

and hole levels are discretized separately by the small QD volume and transitions occur among

certain levels. For a QD in the weak confinement regime, discrete energy levels are due to in-

teraction among excitons in the QD [37, 1]. After each trigger pulse, multiple excitons may be

generated in a QD, but the transition energy from biexciton to exciton is different from the tran-

sition energy from exciton to ground state due to exciton-exciton interaction. This allows the

spectral isolation of only one photon after each trigger pulse. The QD spatial confinement only

has indirect contribution to the discrete energy levels through enhancing the exciton-exciton

interaction.

To date, despite numerous progresses, practical single-photon sources are still unavailable

due to at least one of the following problems: low generationefficiency, low collection effi-

ciencies, low operating temperature and low scalability. The first and third problems are re-

lated: high temperatures tends reduce the quantum efficiency by enhancing nonradiative carrier

recombination or suppressing radiative recombination. The second and fourth problems are re-

lated: high collection efficiency requires controlling thephoton emission direction and pattern

which is usually realized by integrating quantum emitters with other photonic components such

as waveguides [13] and cavities [38, 14, 15]. Taking all these requirements into consideration,

epitaxial QDs are the most promising candidates for practical single-photon sources. High op-

erating temperature can be achieved using wide-bandgap, such as III-nitride [39, 40] and II-VI

[41], semiconductors. High scalability with other photonic components can be achieved using

site-controlled QDs [42, 43, 4, 44, 45, 46, 47, 48, 49, 50, 51, 5, 6, 7, 8, 9, 1].

1.1.1.2 Entangled Photon Generation

Entanglement is a non-local quantum correlation between two or more particles. A famous

example of entanglement is a pair of photons, photon 1 and 2, in one of the so-called Bell

states:

|ψ±
Bell〉 =

1√
2
(|H〉1|H〉2 ± |V 〉1|V 〉2) , (1.1)

|φ±
Bell〉 =

1√
2
(|H〉1|V 〉2 ± |V 〉1|H〉2) , (1.2)
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in which |H〉 and |V 〉 represent horizontal and vertical polarization, respectively. Entangled-

photon-pair states cannot be separated into the direct product of two photons’ states. Like

single-photon sources, entangled-photon sources are alsothe key element for many quantum

communication and computation applications. To date, entangled-photon sources have been

demonstrated on atoms, non-linear crystals and epitaxial QDs. Again, epitaxial QDs have the

unique advantage of being compatible with existing semiconductor technology.

There are two major methods of obtaining entangled-photonsfrom a QD, indirect genera-

tion through indistinguishable single-photons and directgeneration from biexciton and exciton

transitions. The indirect method [52, 53] uses two sequentially triggered polarized single-

photons from a QD. For simplicity of discussion, let us assume that these two photons are

indistinguishable, that is, they have exactly the same wavelength, polarization and temporal

profile. One photon’s polarization is rotated by 90◦. This photon|H〉 is delayed by the trig-

gering period and then sent to one port of a non-polarizing beamsplitter together with the other

photon|V 〉 being sent to the second port. The output of the beamsplittercan be written as the

direct product of two photon states:

|ψ〉out =
1√
2
(|H〉1 + i|H〉2)⊗

1√
2
(−i|V 〉1 + |V 〉2)

=
1

2
(|H〉1|V 〉2 + |H〉2|V 〉1 + i|H〉2|V 〉2 − i|H〉1|V 〉1), (1.3)

where 1 and 3 denotes the two output ports. The entangled-photon pair |φ+
Bell〉 can be post-

selected by simultaneously detecting a photon at both output ports. This method however can

at most generate entangled-photons 50% of the time.

The direct generation method utilizes the two-fold degeneracy of QD bright excitons and

the difference in exciton and biexciton transition energies. When one (two) electron-hole pair(s)

occupy an QD, the QD is in the exciton|X〉 (biexciton|XX〉) state. The biexciton transition

energyEXX is different from the exciton transition energyEX due to the Coulomb and exchange

interactions between two excitons. The angular momentum for |XX〉 is 0, for bright excitons

are -1 or 1, and for the ground state is 0. Selection rule dictates that there are only two possible

paths for the|XX〉 → |X〉 → |0〉 cascade transition and the resulting photon pair is in the

following entangled state:
1√
2
(|σ−

XX〉|σ+
X〉+ |σ+

XX〉|σ−
X〉), (1.4)

in which |σ+〉 and|σ−〉 are left and right circularly polarized states, respectively. The challenge

of this approach is to eliminate the fine-structure splitting between the two bright exciton states,

which commonly exists in epitaxial QDs due to shape or strainanisotropy. This can be achieved

by tuning the fine-structure splitting using external fields[16, 54] or grow QDs along certain

highly symmetrical crystal orientation [55, 18].

Similar to single-photon sources, entangled-photon sources with high operating tempera-

ture and device scalability are not available but highly desired.
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1.1.2 Quantum Dot Spin Qubit

Quantum computer has the capability of performing certain important tasks much faster than

classical computers, such as factoring, searching and quantum simulation. The fundamental

building block of quantum computer is qubit. A qubit is a bit of information that contains the

arbitrary quantum superposition of orthogonal states|1〉 and|0〉. Qubit is to quantum computer

as classical bit to classical computer. Many physical systems have been proposed for universal

quantum computing including semiconductor QDs [56, 57]. A single exciton [19] or eletron

(hole) in a QD can be used as a qubit. The latter has an advantage that their coherence lifetime

of milliseconds [58, 59] is much longer than the nanosecond lifetime of typical QD exciton.

The realization of a universal quantum computer requires not only the initialization, manip-

ulation and readout of a single qubit, but also the entanglement operations (closely related to

C-NOT gate [26]) of multiple qubits. The electron spin qubits is describedby the superposition

of the two Pauli eigenstates| ↑〉 and| ↓〉. To date, the initialization [60, 61, 62], manipulation

[63, 64, 65] and readout [66, 67] of a single QD spin qubit have been demonstrated. However,

the coherent coupling between multiple qubits remains challenging. To realize multi-qubit

gates, two major approaches are being taken, coupling two qubits through photonic microcav-

ity [68, 69, 70] and coupling through tunneling between two neighboring QDs [71]. Clearly,

both approaches can benefit greatly from site- and property-controlled QDs.

1.1.3 Quantum Dot Coupled with Microcavity

When a QD is coupled to a microcavity, photons are passed backand forth between the QD

and the microcavity. Depending on how fast the energy feedback, characterized by the coupling

strengthg, is compared to the energy loss in the system, characterizedby the loss rateγ and

κ, the coupling can be roughly divided into two regimes. Wheng ≫ γ, κ, the system is in

the strong coupling regime; wheng ≪ γ, κ, the system is in the weak coupling regime. Both

regimes have interesting physics and bear many potential applications.

1.1.3.1 Semiconductor Microcavity

Microcavities confines photons in a finite space by reflectingphoton back when the photon

reaches cavity boundaries. The microcavities deployed forcoupling with QDs provide reflec-

tive confinement through mainly photonic bandgap or internal refraction or both. Photonic

bandgap can be created by periodic modulation of the material dielectric constant to form the

so-called photonic crystals [72]. This is similar to the electronic bandgap created in semicon-

ductor due to the periodic lattice potential [73]. Photons with energy in this bandgap cannot

propagate through the photonic crystal.

An example of 1D photonic crystal is distributed Bragg reflector which contains alternating

high and low dielectric layers each with quarter-wavelength optical thickness. A distributed

Bragg reflector has a broad high reflectivity band, corresponding to the bandgap of photonic
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crystal. Using two distributed reflectors as the top and bottom mirrors, a vertical direction 1D

cavity is realized. If one etch down this vertical cavity into pillars of diameters comparable to

the wavelength, a 3D microcavity is formed whose sidewalls confine photon through internal

refraction. Other widely used photonic microcavities include microdisk, microtoroid, micro-

sphere all completely relying on internal refraction, 3D photonic crystal microcavities com-

pletely relying on photonic bandgap, and 2D membrane photonic crystal cavities that utilize

both photonic bandgap and internal refraction.

The performance of a microcavity is characterized by its quality factor, orQ-factor, defined

as the ratio of the total energy stored in the cavity and the energy loss per optical cycleλ/c

(mainly through the mirror loss). Obviously, when all otherparameters are fixed,Q-factor

increases as the volumeV of the cavity increase as it stores more energy while dissipates the

same amount at the mirror per optical cycle. Therefore, the quality of a cavity is also often

characterized by an alternative quantity, finesse, defined asf = Q/V .

1.1.3.2 Weak Coupling

In the weak coupling regime, the decay of the QD is irreversible, the microcavity mainly alters

the radiative lifetime of the QD. If the spatial and spectralmatching between the QD and the

cavity are perfect, the radiative decay rate will be enhanced by a Purcell factor:

Fp =
3

4π2

λ3

n3

Q

V
, (1.5)

in which λ is the QD emission wavelength,n is the refractive index of the QD surrounding

medium,Q is the cavityQ-factor, andV is the cavity volume. Purcell factor is the ratio between

the cavity density of statedcav = 1/(∆νV ) and the free space density of stated0 = 8πn3ν3/c3,

considering thatQ = ν/∆ν. In practice, however, the matching between the QD and the cavity

is imperfect, leading to the corrected enhancement factor [74]

F = Fp

(

E(rQD) · µ
|Emax||µ|

)2
1

1 + 4Q2
(

λ
λcav

− 1
)2 , (1.6)

in whichE(r) is the electrical field spatial profile in the cavity,rQD is the position of the QD,

µ is the QD dipole moment,λcav is the cavity mode wavelength. This equation shows that in

order to reach the maximum enhancement, the QD needs to be placed where the electrical field

intensity is maximal, the QD emission polarization and energy need to match with the cavity as

well. On the other hand, severe mismatch can leads to suppression or even prohibition of QD

radiation.

Purcell enhancement of the radiative lifetime is a powerfultool for producing fast, bright

and indistinguishable single-photons. The shortened radiative lifetime allows higher photon

generation rate, or bit rate. The enhanced radiative decay also reduces the probability for non-
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radiative decay and, hence, increases the quantum efficiency. In addition, Purcell enhancement

allows the photon to have a temporal width less than the decoherence time of the QD[75, 14],

making them indistinguishable from each other. Indistinguishable single-photon sources are

useful not only in generating entangled photons [52, 53] as we mentioned earlier, but also in

quantum teleportation [30] and linear optics quantum computation [76].

1.1.3.3 Strong Coupling

In the strong coupling regime, the energy transfer between the QD and microcavity is reversible,

that is, photons are passed between the QD and microcavity many times before they dissipate

away. The system Hamiltonian is written as [77]:

H =
~ωab

2
σz + ~ωcava

+a+ ~g(σ+a+ a+σ−) (1.7)

in which~ωab is the QD transition energy from excited state|a〉 to ground state|b〉, σz andσ±
are Pauli z and ladder matrices,a± are the creation and annihilation operators for photon. If we

restrict ourselves to the basis{|a, n〉, |b, n + 1〉} that containsn + 1 excitations, we can write

the Hamiltonian as:

Hn = ~ω

(

n +
1

2

)

(

1 0

0 1

)

+
~

2

(

δ 2g
√
n + 1

2g
√
n+ 1 −δ

)

, (1.8)

whereδ = ωab − ω is the QD-cavity detuning. Obviously,|a, n〉 and|b, n + 1〉 are no longer

good eigenstates for such coupled system. Instead, the Hamiltonian needs to be re-diagonalized

resulting in two QD-photon dressed states with energies

En+ = ~ω

(

n+
1

2

)

+
~

2
Rn, (1.9)

En− = ~ω

(

n+
1

2

)

− ~

2
Rn, (1.10)

whereRn =
√

δ2 + 4g2(n+ 1) is the Rabi splitting. Similar to the Prucell factorFp in weak

coupling regime, the coupling coefficientg also depends on the dipole momentµ of the QD,

spatial alignment between QD and cavity mode maximum, and polarization alignment between

µ andE.

Note that strong coupling induced Rabi splitting is not unique in single-atom-cavity or

single-QD-cavity systems. In fact, similar physics has been observed in mesoscopic systems

such as atomic-ensemble-cavity and quantum-well-cavity systems, which has yielded rich po-

lariton physics. What makes single-atom/QD-cavity systemunique is that they bring optical

non-linearity to single-photon or few-photon level as shown by then-dependent Rabi splitting

Rn expression. For example, it has been shown that a few photonscan drastically alter the

transmission spectrum of a cavity [78, 79, 80]. This giant non-linearity at single-photon level is
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important for numerous applications, including ultra-lowpower optical switch [81], quantum

logic gate [82], single-photon detection [83], coherent transfer of QD state to photon state [84].

To date, nearly all strong-coupled QD-cavity systems [85, 22, 23] are based on low bandgap

III-As QDs which usually have very small dipole moment. To enable the observation of strong

coupling, large QDs are typically used. As we have shown earlier, for QDs in the weak con-

finement regime, their oscillator strengthfos scale linearly with QD size. Even so, the Rabi

splitting remains small (∼ 0.1 nm). This imposes very high requirements on the quality of the

cavity as well as the operating temperature of these devices, as the spectral linewidths of the

cavity and the QD must not exceed the Rabi splitting.

An alternative way is to use QDs made of wide-bandgap semiconductors which naturally

possess large exciton oscillator strength due to the small exciton Bohr radius, as we explained

in Sec. 2.1.1.2. Also the high operating temperature of these QDs could enable more practical

devices. Indeed, using wide-bandgap semiconductor such asGaN as the active medium for

strong coupling phenomena has shown great success in mesoscopic structures and has enabled

ultralow threshold room temperature polariton laser [86, 87], etc. We have many reasons to

believe that using wide bandgap QD will also have great successes in smaller devices. Of

course, once more, wide bandgap site-controlled QDs will bea very good candidate that can

offer both high performance and high scalability.

1.2 A Comparison of Existing Quantum Dots

Many applications shown in the previous section requires orwill benefit greatly from the in-

tegration of single QD with other electronic or photonic components. However, most of the

demonstrations so far are based on self-assembled QDs whosespatial and spectral properties

are mostly random. Therefore, the spatial and spectral matching between the QD and the pho-

tonic structures, have been largely hit-and-miss processes, severely hindering the scalability.

Another obstacle that hinders scalable applications of thedemonstrated devices is the low

operating temperatures of the III-As/P QDs. QDs made of narrow bandgap materials, such as

III-As and III-P semiconductors, typically have small QD-barrier bandgap offsets and small ex-

citon binding energies as explained in Sec. 2.1.2. As a result, they require cryogenic operating

temperatures to maintain the three-dimensional confinement and the exciton phenomenon.

In light of the above challenges in scalability, QDs with controlled spatial and spectral

properties and high operating temperatures are desired. Toimprove the spatial and spectral

control, various methods have been developed to achieve site- and property-controlled QDs

using traditional narrow bandgap semiconductors. To improve the operating temperature, QDs

based on wide bandgap II-VI and III-N semiconductors have been developed. Very recently, as

the technology in the growth and nano-processing of wide bandgap materials becomes mature,

we start to see fast development in QDs that have both high operating temperatures and high

spatial and spectral controllability. In the following we provide a brief comparison among these
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Figure 1.1: (a) Self-assembled InAs/GaAs QDs by Stranski-Krastanov growth. (b) Site-
controlled InAs/GaAs QDs grown on lithographically definednanoholes [4].

four categories of QDs.

1.2.1 Self-Assembled Narrow Bandgap Quantum Dots

Self-assembled QDs based on narrow bandgap semiconductorssuch as III-As and III-P are

probably the most studied epitaxial QDs. The past three decades of research and development

have accumulated an in-depth understanding of their growthmechanisms and physical proper-

ties as well as a series of mature nano-processing techniques. These combined with the highly

matured III-As and III-P photonic device technology has ledto the demonstration of numerous

quantum photonic applications.

The formation of self-assembled QDs typically utilizes so-called Stranski-Krastanov epi-

taxial growth (Fig. 1.1(a)), during which 3D islands of nanometer sizes forms on top of a thin

2D wetting layer. Taking the InAs/GaAs QDs for example, the growth of InAs epitaxial layer

starts in a 2D mode until about 1.7 monolayers (MLs) [88], after which 3D InAs islands of a

few nanometers in height and tens of nanometers in diameter form on the surface. If the growth

stops before the islands reach a size that leads to strain relaxation and dislocation formation,

the islands are coherently formed and dislocation-free [89]. The islands are then covered by

GaAs to terminate the exposed surfaces.

Coherently self-assembled QDs have superior optical properties compared to those with

interfacial or surface defects [90]. Narrow sub-meV linewidths have been observed as the

charge-trapping defects are eliminated, which would otherwise cause linewidth broadening

through the Stark effect. QDs free from nonradiative processes are also demonstrated which is

important for high efficiency light sources.

Despite the high optical quality of self-assembled QDs, they suffer from random forming
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Figure 1.2: The structures of several site-controlled narrow bandgap QDs. (a) QDs etched
from a single QW. (b) QDs grown on patterned substrate. (c) QDs form at the apices of
micropyramids. (d) QDs grown on oxide stress apertures.

location and large dispersion in QD properties. This severely limits scalable integration of these

QDs with other photonic components which is the key advantage of epitaxial QDs compared to

other light-emitters such as single atom, single molecule,colloidal QD, and solid-state defects.

1.2.2 Site-Controlled Narrow Bandgap Quantum Dots

In order to improve the scalability, various methods have been developed to fabricate site-

controlled QDs based on narrow bandgap semiconductors. Oneof the earliest attempts is to

pattern the surface of a single QW using electron-beam lithography and then deeply etch the

sample using wet chemical to form site-controlled QDs [42, 43] (Fig. 1.2(a)). After the etch-

ing, additional confinement barriers and cap layers may be regrown [43] to reduce the surface

defects.

Another way of controlling the forming site is to use patterned substrates (Fig. 1.1(b) and

Fig. 1.2(b)). Patterning can be done using electron-beam lithography [4] and atomic-form

microscope local oxidation lithography[44, 45] followed by wet chemical etching. During

subsequent epitaxial growth, QDs tend to form at the etched nanoholes. Typically, multiple

layers of QD-buffer layers were grown before the growth of the final functional QD layer. This

is to reduce the threading and dislocation defects in the functional QDs.

A similar approach is to grow QDs in inverted pyramids as shown in Fig. 1.2(c) [46, 47].

The inverted pyramids are formed on (111)B-GaAs substrate using optical lithography followed

by anisotropic wet chemical etching. During the subsequentgrowth, QDs tend to form at the

apices of the micropyramids. To improve the light extraction efficiency, the samples are typi-

cally up-side-down bonded on another substrate followed byselective removal of the original

substrate. This leads to upright-standing pyramids. An advantage of using the (111)B GaAs

substrate is the capability of forming highly symmetric QDsideal for generating entangled
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single-photon pairs [48, 49]. A disadvantage of this type of QDs is the large size of the pyra-

mids, limiting the integration of these QDs with other photonic components which typically

have the same as or even smaller size than the pyramids.

Site-controlled narrow bandgap QDs can also form on top of buried oxide stressor layers as

illustrated in Fig. 1.2(d) [50]. First, mesas containing AlGaAs layer are formed using optical

lithography and etching. AlGaAs can be oxidized to form Al2O3 ring surround the central

AlGaAs aperture. This oxide aperture creates local strain potential leading to the preferential

formation of QDs on top of the aperture. Highly efficient current injection can be realized in

this type of QDs due to the natural constrain of the current pathway by the oxide aperture [91],

the same principle used in vertical cavity surface emittinglasers (VCSELs). However, in this

method, it is difficult to control the number of QDs grown on each oxide aperture.

In addition to the above methods, there are other ways of making site-controlled narrow

bandgap QDs, such as using a scanning tunneling microscope tip during growth [51].

1.2.3 Self-Assembled Wide Bandgap Quantum Dots

Despite of the great success in self-assembled and site-controlled narrow bandgap QDs, these

QDs can hardly be used in practical settings. The main limitation is their low operating tem-

peratures, which are typically cryogenic. To make truly practical QD-based devices, QDs with

high operating temperatures are necessary. The most promising candidates are QDs based on

wide bandgap semiconductors. As we mentioned earlier, widebandgap III-N and II-V mate-

rials can have operating temperature close to or higher thanthe room temperature due to their

large exciton binding energy.

Similar to narrow bandgap QDs, the development of wide bandgap QDs also first starts with

the study on self-assembled ones. In 2006, a single-photon source based on Stranski-Krastanov

self-assembled GaN QDs was demonstrated to operate at 200 K [39], much higher than all

previous single-photon sources based on narrow bandgap QDs. It was important, because 200 K

is reachable by established thermo-electric cooling technology. This sparkled great interest in

developing wide bandgap QDs. Since then, many devices basedon self-assembled III-N and

II-V QDs have been reported to operate at higher than 200 K temperatures, including InGaN

QDs in self-grown AlGaN nanowires [92] and CdSe QDs in self-grown ZnSe nanowires[41].

It is worth pointing out that other materials have also been used to achieve the quantum

functionalities at high operating temperatures, such as defects in SiC [93] and diamond [94, 95],

organic molecules [32], colloidal QDs [36]. However, they can hardly match the scalability

promised by epitaxial QDs.

1.2.4 Site-Controlled Wide Bandgap Quantum Dots

To ultimately solve both operating temperature and scalability issues, site-controlled wide

bandgap QDs are one of the most promising candidates. In thisdomain, III-N semiconduc-
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tors have been the main material playground. This is not onlybecause they are relatively better

understood materials with wide industrial applications, such as blue LED and laser, but also

because their mature p-type doping [96, 97, 98] and contacting [99, 100, 101, 102] technolo-

gies, which are important for making electrically driven devices to further enhance the device

scalability. Despite progresses, high quality p-type doping and contacting technologies remain

difficult to achieve in other wide bandgap materials, such asZnO.

So far, several types of site-controlled wide bandgap QDs have emerged, including In-

GaN QDs at the apex of site-controlled GaN micro-pyramids [5, 6, 7], GaN QDs inserted in

GaN/AlN nanowires [8] as well as our lithographically etched InGaN QD in GaN nanowires

[9, 1]. Their fabrication and structure are illustrated in Fig. 1.3. The first two methods use se-

lective area growth method, in which a mask is patterned by either optical lithography or elec-

tron beam lithography. This allows selective growth of GaN at eh mask openings. In the first

method, InGaN QDs form at the apex of micropyramid. In the second method, AlN/GaN/AlN

double heterostructure is grown on top of the GaN nanowire, leading to the formation of GaN

QDs at the top. Recently, room temperature single-photon emission has been observed from

QDs grown by the second approach [40].

The site-controlled InGaN/GaN QDs studied in this thesis are etched from single InGaN/GaN

QWs as shown in Fig. 1.3(c). Using these QDs we have demonstrated optically pumped single-

photon sources at up to 90 K [1] and electrically driven single-photon sources at 10 K. We

have carried out systematic studies on the carrier dynamics[?] in these QDs and gained good

understanding in the exciton radiative and nonradiative dynamics for QDs of various diameters

[2] and at broad range of temperatures.

1.3 Thesis Overview

This thesis is about the understanding of the optoelectronic properties of our site-controlled

InGaN/GaN QDs and the demonstration of several quantum photonic devices based on these

QDs. It is organized as following. Chapter 1 introduces the applications of semiconductor

QDs, reviews the past efforts towards making scalable and practical QDs, and provides the

motivation for the study in this thesis. Chapter 2 introduces the fundamental physics needed to

understand semiconductor QDs and the fundamental properties of wurtzite nitride semiconduc-

tors. Chapter 3 describes the fabrication of the samples used in this thesis and the experimental

setups used for characterizing their optoelectronic properties. Chapter 4 shows the changes in

the lateral strain profile and optical properties of InGaN-disk-in-GaN-nanowires as they tran-

sition from QWs to QDs accompanying the reduction of their diameters. Chapter 5 shows the

exciton radiative and nonradiative decay dynamics in our QDs and how they are impacted by

the exciton potential profile induced by the lateral strain profile. Chapter 6 shows the optical

properties of individual QDs, and the origin of the inhomogeneity from dot to dot and the sta-

tistical correlations among various optical properties. Chapter 7 demonstrates an electrically
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Figure 1.3: Fabrication and structures of three types of site-controlled III-N QDs. (a) InGaN
QD on GaN pyramid [5, 6, 7]. (b) GaN QD in GaN-core-AlN-shell nanowire [8]. (c) InGaN
QD in GaN nanowire [9, 1].
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driven single-photon emitter based on our QDs and show that the same device can also be used

to control the number of charged in a QD to study the neutral and charged excitons. Chapter 8

concludes the thesis and point out future work based on this thesis.
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CHAPTER 2

Fundamentals of Quantum Dot Physics and

III-Nitride Semiconductors

This chapter will first introduce the fundamental physics ina semiconductors QD with em-

phasis on how exciton oscillator strength depends on the size of the QD and the bandgap of

the semiconductor. Then the material properties of GaN (gallium nitride) and InGaN (indium

gallium nitride) are introduces.

2.1 Fundamental Physics in Quantum Dots

In this section, we show that the exciton binding energy and oscillator strength increase with

the size and bandgap of an unstrained QD.

2.1.1 Exciton and Quantum Confinement

Many important applications of QDs rely on their interaction with photons. QDs interact with

photons through the formation and recombination of excitons. The emission energy and carrier

dynamics in a QD are determined by the exciton. Therefore, itis important to understand the

properties of QD exciton.

The exciton wavefunction can be written as [103, 104]

Ψ(re, rh) =
∑

Re,Rh

Φ(Re,Rh)aRe(re)aRh
(rh). (2.1)

Here,Re andRh are the locations of unit cells. There areN number of unit cells in the system.

aRe(re) andaRh
(rh) are the Wannier functions for electron and hole, respectively. Φ(Re,Rh)

is the electron-hole pair envelope wavefunction. It can be shown that the Schrödinger equation

for Φ(Re,Rh) can be written as

[

− ~
2

2me

∇
2
Re

− ~
2

2mh

∇
2
Rh

− e2

4πε0ε|Re −Rh|
+ Ve(Re) + Vh(Rh)

]

Φ(Re,Rh)

= EΦ(Re,Rh). (2.2)
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Figure 2.1: Illustration of the strong (a) and weak (b) confinement regimes.

Here,me andmh are the effective masses of electron and hole, respectively. ε0 is the vacuum

permittivity andε is the relative permittivity of the semiconductor. e2

4πε0ε|Re−Rh|
describes the

Coulomb interaction between the electron and hole.Ve(Re) andVh(Rh) are the confinement

potential for electron and hole, respectively, as shown in Fig. 2.1(a).

The confinement potentialVe(Re) andVh(Rh) lead to characteristic energy level separa-

tions∆Ee and∆Eh for electron and hole, respectively. For instance, in an infinite potential

box withL × L × L spatial dimensions,∆Ee ∼ ~2

meL2 and∆Eh ∼ ~2

mhL2 . The Coulomb in-

teraction leads to hydrogen-atom-like binding between electron and hole with a binding energy

EB = e2

4πε0εaB
. Here,aB is the Bohr radius. BothEB andaB will be derived later.

If ∆Ee,∆Eh ≫ EB, or equivalentlyL ≫ aB [105], the QD is in the strong confinement

regime. If∆Ee,∆Eh ≪ EB, or equivalentlyL ≪ aB, the QD is in the weak confinement

regime. Figure 2.1 illustrates these two regimes. In the following we will show the different

physics in these two confinement regimes.

2.1.1.1 Strong Confinement Regime

In the strong confinement regime,Φ(Re,Rh) is mainly determined byV (Re) andV (Rh). We

can therefore treat the Coulomb interaction− e2

4πε0ε|Re−Rh|
as perturbation after we solve the

approximated form of Equ. 2.2:

[

− ~
2

2me
∇

2
Re

− ~
2

2mh
∇

2
Rh

+ Ve(Re) + Vh(Rh)

]

Φ(Re,Rh) = EΦ(Re,Rh). (2.3)
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This wave equation can be written as two decoupled ones

[

− ~
2

2me

∇
2
Re

+ Ve(Re)

]

Φe(Re) = EeΦe(Re), (2.4)
[

− ~
2

2mh
∇

2
Rh

+ Vh(Rh)

]

Φh(Rh) = EhΦh(Rh). (2.5)

And the electron-hole pair wavefunction can be rewritten as

Ψ(re, rh) =
∑

Re,Rh

Φe(Re)Φh(Rh)aRe(re)aRh
(rh). (2.6)

The Wannier functions can be expressed using the Bloch wavefunctionsψnk as

aRe(re) =
1√
N

∑

ke

e−ike·Reψcke(re),

aRh
(rh) =

1√
N

∑

kh

e−ikh·Rhψvkh
(rh), (2.7)

where the subscriptc andv represent conduction band and valance band, respectively.Using

these two expressions,Ψ(re, rh) can be rewritten as

Ψ(re, rh) =
∑

Re,Rh

Φe(Re)Φh(Rh)
1

N

∑

ke,kh

e−ike·Re−ikh·Rhψcke(re)ψvkh
(rh). (2.8)

The oscillator strength of the exciton transition to the ground state|0〉 is [106, 103]

fos =
2

me~ω
|〈Ψ(re, rh)|ê · p|0〉|2 , (2.9)

whereω is the transition angular frequency,ê is the polarization direction andp is the momen-

tum operator. To evaluate the transition matrix element〈Ψ(re, rh)|ê · p|0〉, we only need to

consider terms inΨ(re, rh) that satisfyK = ke + kh = 0 [103]. This is because photon has

much steeper dispersion compared to exciton’s. Therefore,they intersect atK ∼ 0. Using this

condition the transition matrix element can be written as

〈Ψ(re, rh)|ê · p|0〉

=
∑

Re,Rh

Φe(Re)Φh(Rh)
1

N

∑

ke,kh

e−ike·Re−ikh·Rh〈ψcke(re)ψvkh
(rh)|ê · p|0〉

=
∑

R

Φe(R)Φh(R)〈ψck(re)ψv−k(rh)|ê · p|0〉

= pcv
∑

R

Φe(R)Φh(R). (2.10)
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Here, we used
∑

k

eik·r = Nδ(r), and assumed thatpcv = 〈ψck(re)ψv−k(rh)|ê · p|0〉 is inde-

pendent ofk. Hence, the oscillator strength

fos =
2

me~ω

∣

∣

∣

∣

∣

∑

R

Φe(R)Φh(R)

∣

∣

∣

∣

∣

2

|pcv|2 . (2.11)

This result shows several features forfos in the strong confinement regime. First,fos has a

maximum value

fos <
2

me~ω
|pcv|2 , (2.12)

as

∣

∣

∣

∣

∑

R

Φe(R)Φh(R)

∣

∣

∣

∣

2

< 1. Second,fos’s magnitude is mainly determined by the electron-hole

envelope function overlap integral

∣

∣

∣

∣

∑

R

Φe(R)Φh(R)

∣

∣

∣

∣

2

. Third, fos is largely independent on

N . The last feature can be understood as following. As the number of unit cellsN increases,

the amplitudes ofΦe(R) andΦh(R) decrease as1/
√
N . Hence,Φe(R)Φh(R) decreases as

1/N . On the other hand, the summation overR hasN summands, which cancels theN-

dependence ofΦe(R)Φh(R). However, the change inN typically leads to small changes in

Φe(R) andΦh(R), resulting a weakN-dependence offos [107]. As we will see next, this weak

N-dependence offos in the strong confinement regime is in sharp contrast with thestrongN-

dependence offos in the weak confinement regime.

2.1.1.2 Weak Confinement Regime

In the weak confinement regime,Φ(Re,Rh) is mainly determined by the Coulomb interaction

− e2

4πε0ε|Re−Rh|
. We can therefore treatVe(Re) andVh(Rh) as perturbation after we solve

[

− ~
2

2me
∇

2
Re

− ~
2

2mh
∇

2
Rh

− e2

4πε0ε|Re −Rh|

]

Φ(Re,Rh) = EΦ(Re,Rh). (2.13)

To solve this equation, we transformRe andRh into two new coordinates: the center-of-mass

coordinateR and the relative motion coordinater as following

R =
meRe +mhRh

me +mh
, (2.14)

r = Re −Rh. (2.15)

This leads to the decoupling of the Schrödinger equation into a center-of-mass equation

− ~
2

2M
∇2

R
ψ(R) = ERψ(R) (2.16)
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and a relative motion equation

(

− ~
2

2µ
∇2

r
− e2

4πε0εr

)

φ(r) = Erφ(r), (2.17)

in whichM = me +mh is the total exciton mass andµ = memh

me+mh
is the reduce mass.

The relative motion equation is similar to that in the hydrogen atom theory, from which the

wavefunctionφ in spherical coordinates(r, θ, φ) is

φnlm(r) = Rnl(r)Ylm(θ, φ) (2.18)

in whichRnl is associated to the generalized Laguerre polynomial of degreen−l−1 andYlm is

spherical harmonic function of degreel and orderm. Theφ100 or 1S state exciton wavefunction

is:

φ100(r) =
1

√

πa3B
e−r/aB , (2.19)

in which the Bohr radius

aB =
4πε0ε~

2

µe2
. (2.20)

The binding energy of the 1S state exciton is

EB =
µe4

2~2(4πε0ε)2
. (2.21)

The total wavefunction can now be written as

Ψ(re, rh) =
∑

Re,Rh

ψ(R)φnlm(r)aRe(re)aRh
(rh). (2.22)

Using Equs. 2.7,Ψ(re, rh) can be rewritten as

Ψ(re, rh) =
∑

Re,Rh

ψ(R)φnlm(r)
1

N

∑

ke,kh

e−ike·Ree−ikh·Rhψcke(re)ψvkh
(rh). (2.23)

Similar to Equ. 2.10 the transition matrix element can be written as

〈Ψ(re, rh)|ê · p|0〉 =
∑

Re,Rh

ψ(R)φnlm(r)
1

N

∑

k

e−ik·r〈ψck(re)ψv−k(rh)|ê · p|0〉

= pcv
∑

R

ψ(R)φnlm(0). (2.24)

Again, we used
∑

k

eik·r = Nδ(r), and assumed thatpcv = 〈ψck(re)ψv−k(rh)|ê · p|0〉 is inde-
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Figure 2.2: QD oscillator strengthfos in the strong and weak confinement regimes.V is the
volume of the QD.

pendent ofk. Hence, the oscillator strength

fos =
2

me~ω

∣

∣

∣

∣

∣

∑

R

ψ(R)φnlm(0)

∣

∣

∣

∣

∣

2

|pcv|2 . (2.25)

This result shows several important properties of QD oscillator strength in the weak con-

finement regime. First, only the 1S orφ100 exciton has allowed optical transition, since higher

order states haveφnlm(0) = 0. Second,fos is proportional to the electron-hole wavefunction

overlap|φ100(0)|2 and inversely proportional to the volume of the exciton, as|φ100(0)|2 = 1
πa3

B

.

Third, fos is proportional to the number of unit cellsN in the system, i.e.

fos ∼
2

me~ω
N |φnlm(0)|2 |pcv|2 . (2.26)

This can be seen by assigningψ(R) ∼ 1/
√
N . TheN-dependence offos is illustrated in

Fig. 2.2. The differentfos-N behaviors in the weak and strong confinement regimes can be

understood as following. When Coulomb interaction is less significant, as in the strong con-

finement regime, the locations of electron and hole are uncorrelated. Hence, the amplitude

of the wavefuntionΨ(R,R) of having both electron and hole within a unit cellR decreases

asΨe(R)Ψh(R) ∼ 1/N . When Coulomb interaction is dominant, as in the weak confine-

ment regime, electrons and holes are no longer uncorrelated; instead, they are binded to-

gether to form excitons and the amplitude of the wavefuntionΨ(R,R) decreases slower as

ψ(R)φnlm(0) ∼ φnlm(0)/
√
N .
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Table 2.1: Comparison between the lattice constants and thebandgap of common
semiconductors.

Properties
IV III-N (wurtzite) III-As

C Si Ge AlN GaN InN AlAs GaAs InAs

c (Å) 3.57 5.43 5.66
3.1* 3.2* 3.5*

5.66 5.65 6.05
5.0** 5.2** 5.7**

Eg (eV) 5.47 1.12 0.67 6.28 3.44 0.7 2.16 1.43 0.36

* Lattice constant perpendicular to thec-axis.
** Lattice constant along thec-axis.

2.1.2 Narrow Bandgap vs. Wide Bandgap Semiconductors

The bandgap of a semiconductor largely depends on its lattice constant. Smaller lattice con-

stants generally leads to wider bandgaps. In the free-electron band structure theory, the open-

ing of the band gap is proportional to the Fourier component of the periodic ion potential

V (r) [73](p167). This suggests that semiconductors with smaller lattice constants have larger

bandgap as shown in Tab. 2.1. For example, the lattice constant c of Ge, Si and C (diamond)

havecC < cSi < cGe. Therefore their bandgaps satisfyEC > ESi > EGe. Similarly, we have

Eg,AlN > Eg,GaN > Eg,InN. However, it is worth mentioning that an important exception is

between AlAs and GaAs for whichEg,AlAs < Eg,GaAs even thoughcGaAs is greater thancInAs

by a very small amount.

Wider bandgap typically leads to greater effective masses of electron and hole. This can be

seen from Tab. 2.2, which shows the electron effective mass of several common semiconduc-

tors. It can be understood using a simple 1D free-electron band structure model. In this model,

electrons with momentump have energyE = p2

2m
. The bandgap is formed due to the interac-

tion between|p1〉 and|p2 = −p1〉 states at the edge of the Brillouin zone, i.e.p1 − p2 = 2~2π
Λ

,

whereΛ is the lattice constant. The Hamiltonian at the vicinity of the Brillouin zone edge can

be expressed on the basis{|p1〉, |p2〉} as:

H =

(

E1 Eg/2

Eg/2 E2

)

. (2.27)

Therefore, the degeneracy between|p1〉 and|p2〉 is lifted into two bands of energies

E+ =
E1 + E2

2
+

√

(

E1 −E2

2

)2

+

(

Eg

2

)2

(2.28)

E− =
E1 + E2

2
−

√

(

E1 − E2

2

)2

+

(

Eg

2

)2

. (2.29)

From this expression,E+ − E− = Eg whenp1 = −p2. At the vicinity of p1 = ~
2π
Λ

, we have
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Table 2.2: The bandgapEg, electron effective massme,
exciton binding energyEB and exciton Bohr radiusaB
of several semiconductors.

Materials Eg (eV) me/m0∗ EB (meV) aB (Å)
InSb 0.237 0.014 0.5 860
InAs 0.354 0.023 1.0 340
Ge 0.89 0.038 1.4 360

GaAs 1.519 0.066 4.1 150
InP 1.423 0.078 5.0 140

CdTe 1.606 0.089 10.6 80
ZnSe 2.82 0.13 20.4 60
ZnO 3.3 0.29 60 18

InN** 0.65 0.11 6.1 71
GaN** 3.51 0.13 27 24
AlN** 6.2 0.4 48 12

* m0 is the free electron mass.
** A-exciton of Wurtzite crystal.

E1 −E2 ≪ Eg, p1 − p2 ∼ 2~2π
Λ

, and

E+ =
E1 + E2

2
+
Eg

2

[

1 +
(E1 −E2)

2

2E2
g

]

(2.30)

=
E1 + E2

2
+
Eg

2
+

p2

2m⋆
, (2.31)

in which p = p1 + p2, and the effective massm⋆ = 1
2

(

Λm
π~

)2
Eg. Hence, we can see that the

effective mass, or the flatness of the bandedge dispersion, is proportional to the bandgapEg.

Wider bandgap semiconductors generally have smaller exciton Bohr radiiaB and larger

exciton binding energiesEB. This can be easily seen from theaB(µ) andEB(µ) expressions

in Equs. 2.20 and 2.21, respectively. Therefore, wide bandgap materials such as GaN, AlN

and ZnO have larger exciton binding energies compared to other III-V materials as shown in

Tab. 2.2. The magnitude ofEB is important for bulk semiconductors and QDs in the weak

confinement regime as it determines the upper limit of the temperatures in which they are

optically active. If temperature exceedsEB the exciton dissociates so that|φ(0)|2 in the exciton

oscillator strength Equ. 2.26 becomes very small. For GaN, AlN and ZnO, theirEB’s are close

to or greater than the room temperature thermal energykBT = 26 meV, which make them

excellent optical materials at room temperature.

Finally, wider bandgap semiconductors typically have greater exciton oscillator strengths.

This is a direct result of their smalleraB resulting in larger probably|φ(0)|2 of finding electron

and hole at the same location. For example, the oscillator strength per unit volume of the A- and

B-exciton transitions in bulk GaN can be extracted from theA values [108] via the following

expression derived from [103]:

fos =
ǫ0me

~2e2
A. (2.32)
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The results arefos,A = 2.5×10−5 andfos,B = 1.8×10−5 Å−3 for A- and B-exciton transitions

respectively. This is an order of magnitude higher than the typical values of10−6 Å−3 in III-As

or III-P materials [109, 110]. It is worth mentioning that another wide bandgap materialZnO

has an even higher oscillator strength of10−4 Å−3 [111]. Large oscillator strength enhances

the light-matter interaction, lowing the requirements forachieving some of the strong coupling

phenomena, as we shall see in the next section.

2.2 Material Properties of GaN

Bulk GaN and InN crystals have two major phases, wurtzite andzinc-blende, as shown in

Fig. 2.3. The zinc-blende phase has cubic lattice as shown inFig. 2.3(b). Several symmetry

directions (001), (100) and (111) are illustrated. Wurtzite GaN have hexagonal lattices as shown

in Fig. 2.3(a). Three major symmetry directions (0001), (1000) and (0̄110) are illustrated. The

lattice constantc along the (0001) direction is different from the lattice constanta in the plane

perpendicular to the (0001) direction.

The phase of the crystal is largely determined by the material and orientation of the sub-

strate. Cubic (zinc-blende) GaN has been grown on (001) GaAsand (001) Si substrates, etc.

Wurtzite GaN has been grown on sapphire, (111) Si and (111) GaAs, etc. Cubic crystals are

common for III-As and III-P semiconductors. However, for III-N semiconductors the most

available crystals are wurtzite.

Depending on the growth plane, wurtzite GaN can be polar, semi-polar and non-polar. Fig-

ure 2.3(a) lower panel shows the most popular substrate planes including polarc-plane, semi-

polarr-plane, and non-polarα- andm-planes. In this dissertation, we use the most commonly

available form, wurtzite polar GaN grown onc-plane sapphire. From now on, we only discuss

about this form of GaN unless otherwise specified.

2.2.1 Band Structure of GaN

The Block equation for the periodic part of the Bloch function unk(r) is [112]:

Hunk(r) =

(

H0 +
~
2k2

2m0
+

~

m0
k · p+Hso

)

unk(r)

= En(k)unk(r), (2.33)

in which

H0 =
p2

2m0

+ V (r), (2.34)
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Figure 2.3: Wurtzite and zinc-blende GaN crytal phases. (a)Wurtzite crystal. (b) Zinc-blende
crystal.
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Figure 2.4: Wurtzite GaN band structure. (a) Band structure. (b) Crystal field and spin-orbit
splitting. Figure adopted from [10].

V (r) is the periodic potential;

Hso =
~

4m2
0c

2
∇V × p · σ

= Hsxσx +Hsyσy +Hszσz (2.35)

is the spin-orbital coupling Hamiltonian; andσx, σy andσz are the Pauli matrices.

The band structure of GaN is shown in Fig. 2.4(a). It has a direct band gap ofEg = 3.5 eV

at theΓ point. The conduction band is in the atomics state. The valence bands are composed

of three sub bands A, B and C corresponding to heavy hole, light hole and split-off hole states

respectively based on how flat the band edge is. The splittingbetween A and B valence band is

EAB = 6 meV and that between B and C isEBC = 37 meV. The splitting results from crystal

anisotropy and spin-orbit coupling.

Without considering any of the splitting mechanism, the valence band is in the atomicp

state leading to a six-fold degeneracy, considering the two-fold spin degeneracy. They have

Γ15 symmetry. Γ15 is a Bouckaert, Smoluchowski and Wigner (BSW) notation for aset of

wavefunctions that forms a irreducible representation forthe wurtzite crystal symmetry group

[103]. In Koster notation they may also be labeled asΓ4 or Γ5. One set of such wavefunctions

are

|px〉 =
1√
2
(|j = 1, m = 1〉 − |j = 1, m = −1〉), (2.36)

|py〉 =
i√
2
(|j = 1, m = 1〉+ |j = 1, m = −1〉), (2.37)

|pz〉 = |j = 1, m = 0〉, (2.38)

25



in which |j = 1, m = 0,±1〉 are the eigenfunction of angular momentum operatorsL2 andLz

with j andm being their respective quantum numbers. In spherical coordinates,|j = 1, m =

0,±1〉 can be written as

〈θ, φ|j = 1, m = ±1〉 = Y1,±1(θ, φ) = ∓
√

3

8π
sin θe±iφ, (2.39)

〈θ, φ|j = 1, m = 0〉 = Y1,0(θ, φ) =

√

3

4π
cos θ. (2.40)

|px〉, |py〉 and |pz〉 together with the two spin eigenstates| ↑〉 and | ↓〉 of the spin angular

momentumS form a six-fold degeneracy.

When only the spin-orbit coupling is considered, the six-fold degeneracy is broken intoJ =

3/2 states with four-fold degeneracy andJ = 1/2 states with two-fold degeneracy as shown

in Fig. 2.4(b), in whichJ is the quantum number of the total angular momentJ2 = (L + S)2.

States that satisfyJ = 3/2 are

|J = 3/2, Jz = 3/2〉 = −1√
2
(|px〉+ i|py〉)| ↑〉, (2.41)

|J = 3/2, Jz = −3/2〉 = 1√
2
(|px〉 − i|py〉)| ↓〉, (2.42)

|J = 3/2, Jz = 1/2〉 = −1√
6
[(|px〉+ i|py〉)| ↓〉 − 2|pz〉| ↑〉], (2.43)

|J = 3/2, Jz = −1/2〉 = 1√
6
[(|px〉 − i|py〉)| ↑〉+ 2|pz〉| ↓〉]. (2.44)

Those satisfyJ = 1/2 are

|J = 1/2, Jz = 1/2〉 = −1√
3
[(|px〉+ i|py〉)| ↓〉+ |pz〉| ↑〉], (2.45)

|J = 1/2, Jz = −1/2〉 = 1√
3
[(|px〉 − i|py〉)| ↑〉 − |pz〉| ↓〉]. (2.46)

TheJ = 3/2 states has an energy∆so higher than theJ = 1/2 states.

When only the crystal field anisotropy is considered, the splitting occurs between|px,y〉 and

|pz〉 due to the difference betweenV (z) andV (x, y). It turns out that|pz〉 has lower energy

compared to|px〉 and|py〉 resulting in the crystal field splitting of∆cr between|pz〉 and|px,y〉
[112].

When both effects are combined, the A, B and C valence bands are formed with A contain-

ing theJ = 3/2 states made of only|px〉 and|py〉 (Equ. 2.41 and 2.42), and B and C containing

significant portion of|pz〉. The splitting among the three valence bands are related to∆cr and
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Figure 2.5: Valence band dispersion of strained GaAs and GaN. Taken and modified from
[169].

∆so as [112]:

EAB =
1

2

(

∆cr +∆so −
√

(∆cr +∆so)2 −
8

3
∆cr∆so

)

, (2.47)

EBC =

√

(∆cr +∆so)2 −
8

3
∆cr∆so. (2.48)

2.2.2 Band Structure Under Lateral Anisotropy

The band structure of III-N and III-As materials are both influenced by the size and the strain

distribution. However, the change in the valence band are very different between them when

a biaxial strain exists as shown in Fig. 2.5. Biaxial lateralstrain is commonly present in QDs

made of both type of materials. The heave-hole (HH) and light-hole (LH) valence bands in

zinc-blend GaAs are separated by almost 200 meV, whereas thecorresponding A and B valence

bands are separated by only a few meV to about ten meV. The large HH-LH splitting in III-As

QDs greatly simplifies the analysis of their optical transition spectrum, since in most cases,

only HH related transitions are observed. However, in III-NQDs, both A and B valence bands

can have significant contribution to the spectrum.

Without anisotropy in the lateral strain and shape, the energy levels of a GaN QD are shown

in Fig. 2.6(a) (the|Z〉 component of B valence bands are ignored). The allowed optical tran-

sitions are marked by the arrows, all of which representing circularly polarized light withσ+

andσ− representing clockwise and counter-clockwise rotation. The absorption spectrum in

this case is illustrated in Fig. 2.6(c), where peaks with blue and red colors represent x- and

y-polarized absorption spectra, respectively.

When there is a lateral anisotropy in the QD’s strain and shape, mixing occurs between

|(X − iY ) ↓〉 and|(X + iY ) ↓〉, and|(X + iY ) ↑〉 and|(X − iY ) ↑〉. Assuming the anisotropy
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Figure 2.6: Wurtzite GaN conduction band (CB) and valence band energy levels and optical
transitions. (a) Isotropic shape and strain. The|Z〉 components in the valence bands are ig-
nored. (b) Lateral anisotropic shape and strain. The|Z〉 components in the valence bands
are ignored. The ellipticals at the bottom illustrate x-direction elongated shape. (c–d) Ab-
sorption spectrum for x- (blue, positive) and y- (red, negative) polarizations with isotropic,
lateral anisotropic shape and strain, respectively. (e) Absorption spectrum when considering
the electron-hole exchange interaction under lateral anisotropic shape and strain. (c–e) are
inspired by [189].
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is due to an x-direction elongation in the QD’s shape, then the mixing can be described by a

rediagonalization of the following Hamiltonian:

(

∆AB/2 Ξ

Ξ −∆AB/2

)

, (2.49)

which uses{|(X−iY ) ↓〉, |(X+ iY ) ↓〉} or {|(X+ iY ) ↑〉, |(X−iY ) ↑〉} basis. This resulting

in two elliptical A valence band states|(aX− biY ) ↓〉 and|(aX+ biY ) ↓〉, and B valence band

states|(bX + aiY ) ↑〉 and|(bX − aiY ) ↑〉, respectively. Herea andb are functions of∆AB

andΞ, as illustrated in Fig. 2.6(b). The resulting absorption spectrum in this case is illustrated

in Fig. 2.6(d).

So far, we have not considered the exchange interaction between electron and hole. If

the exchange interaction is considered, a fine structure splitting will occure in both A and B

excitons as show in Fig. 2.6(e).

2.2.3 Strain and Stress

Strain plays an important role in the properties of GaN baseddevices. This is especially true in

those made of heterostructures, where lack of lattice matching between GaN and its alloys leads

to more complicated electric and optical properties compared to other materials such as GaAs.

Therefore, it is worthwhile to have a basic understanding ofthe mechanical characteristics of

GaN. We start with a brief introduction of elasticity theoryin solid.

Let us consider a solid body S which deforms into S’ under external force as shown in

Fig. 2.7(a). The deformation can be described by the displacementu(r) of each point (atom)

r in S to a corresponding point (same atom)r′ in S’. To describe strain we use a set of the

derivative ofu(r) = (ux(r), uy(r), uz(r)):







∂u(r)
∂x

∂u(r)
∂y

∂u(r)
∂z






=







uxx uyx uzx

uxy uyy uzy

uxz uyz uzz






. (2.50)

whereuij denotes∂ui(r)
∂j

, i, j = x, y, z.

We can reduce the number of variables needed to describe strain by using the following

strain tensor elements

ǫij =
1

2
(uij + uji), (2.51)
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Figure 2.7: (a) Displacement vector. (b) Stress tensor.

or in an expanded form:






















ǫ1

ǫ2

ǫ3

ǫ4

ǫ5

ǫ6























=























ǫxx

ǫyy

ǫzz

ǫyz

ǫxz

ǫxy























=























uxx

uyy

uzz
uyz+uzy

2
uxz+uzx

2
uxy+uyx

2























. (2.52)

This is because, elements likeuij − uji represents a rigid rotation. For example,uyz − uzy

represents a rotation along x-axis which does not stretch, compress or twist the solid.

The stress tensor describe the force applied to a unit area ofthe surface of a solid body as

shown in Fig. 2.7(b). We define the surface norm directionn1, n2 andn3 pointing along the

x-, y- and z-axes respectively. The stress tensor elementσij denotes the force with a direction

of j applied on the surface with a norm ofni. It can be proven that in order for the solid to be

in equilibrium, i.e. no translational and rotational acceleration, the stress tensor elements have

to be symmetric, i.e.σij = σji. For example, in Fig. 2.7(b) ifσ13 andσ31 are the only non-zero

elements, they have to be equal, otherwise the rigid body will rotate along the y-axis. Similar

to strain tensors, we denote stress tensor elements as:























σ1

σ2

σ3

σ4

σ5

σ6























=























σxx

σyy

σzz

σyz

σxz

σxy























. (2.53)
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Table 2.3: Elasticity, spontaneous polariza-
tion and piezoelectric polarization constants
for nitride semiconductors. All values are
for Ga/Al/In-polar crystals. Data taken from
[12].

Materials GaN AlN InN
C11 (GPa) 390 396 223
C12 (GPa) 145 137 115
C13 (GPa) 106 108 92
C33 (GPa) 398 373 224
C44 (GPa) 105 116 48
Psp (C/cm2) -0.034* -0.090* -0.042*
d13 (pm/V) -1.6 -2.1 -3.5
d33 (pm/V) 3.1 5.4 7.6
d15 (pm/V) 3.1 3.6 5.5

* Negative sign means opposite to the growth di-
rection.

The stress and strain tensors are connected by the stiffnesstensorCij as:

σi =
∑

j

Cijǫj , (2.54)

wherei, j = 1, 2, ..., 6. However, not allCij are non-zero. The crystal symmetry of wurtzite

crystal leads to a reduction of[Cij] into [113]:

(Cij) =























C11 C12 C13 0 0 0

C12 C11 C13 0 0 0

C13 C13 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C44 0

0 0 0 0 0 C11−C12

2























. (2.55)

The values ofCij are shown in Tab. 2.3.

2.2.4 Deformation Potential

As we mentioned earlier that the bandgap of a semiconductor increases as its lattice constant

increases. Therefore, when GaN or any other semiconductor is compressed or stretched, the

bandgap as well as the energetic position of the conduction and valence bands will increase or

decrease. This is particularly important in InGaN/GaN quantum wells as will be presented in

details later.
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Figure 2.8: Polarity and spontaneous polarization of GaN. (a) Ga-polar. (b) N-polar.

2.2.5 Spontaneous Polarization

In c-plane GaN, the Ga+ layer and N− layer alternate along the growth direction as shown

in Fig. 2.8. If the top surface is terminated by Ga-monolayerthe crystal is called Ga-polar,

otherwise, it is called N-polar. Equivalently, the polarity is also defined by the relative position

of the Ga and N atoms in the Ga-N bilayer. Typically, GaN grownby MOCVD onc-sapphire

are Ga-polar [114]. N-polar GaN surface can be obtained from the interface between the GaN

and the substrate by removing the substrate. In molecular beam epitaxy (MBE) growth, N-polar

GaN can also be obtained by inserting a AlN buffer layer.

The polarity gives rise to spontaneous polarization. In Ga-polar GaN (Fig. 2.8(a)), the top

bilayer has negative charge, because the N-atoms in the top bilayer attract electrons from the

Ga-atoms in the top second bilayer. This leads to negative charge at the top surface. Similarly,

the bottom surface exhibit positive charge in Ga-polar GaN.The surface charge density is about

2 × 1017 e/cm2, leading to a spontaneous polarization of 0.034 C/cm2 pointing to the bottom

surface. The opposite occurs for N-polar GaN as shown in Fig.2.8(b). Table 2.3 summaries the

spontaneous polarization for GaN, AlN and InN [12]. The spontaneous polarization in III-N

semiconductors are much greater than other III-V semiconductors.

Under normal environment, however, bulk GaN does not display a net dipole moment ex-

pected from the spontaneous polarization. This is because the dipole moment is neutralized by

external charges accumulated at the surfaces. Only when thecrystal is perturbed, for example

by heating, the electric dipole moment starts to display. The phenomenon of heating-induced
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polarization is called pyroelectricity.

2.2.6 Piezoelectric Polarization

Polar crystals can also display polarization under mechanical stress. This phenomenon is called

piezoelectricity. The piezoelectric polarizationPpz = (Ppz,x, Ppz,y, Ppz,z)
T is connected with

the stress tensor[σ] as:







Ppz,x

Ppz,y

Ppz,z






=







0 0 0 0 d15 0

0 0 0 d15 0 0

d13 d13 d33 0 0 0





























σ1

σ2

σ3

σ4

σ5

σ6























. (2.56)

From this equation we can see that when tensile or compressive stress is applied to GaN, it

will generate a piezoelectric polarization along thec-axis. The values of the piezoelectricity

constants are shown in Tab. 2.3.

2.2.7 Phonons

GaN, as well as all III-V semiconductors, have two atoms in each unit cell. Therefore, there

are six vibrational degree of freedoms, corresponding to six phonon bands. Three of them are

acoustic phonon bands whereas the other three are optical phonon bands. Acoustic phonon

modes are due to the center of mass vibration of the unit cell.Optical phonon modes are due

to the relative motion between the Ga and N atoms. Both acoustic and optical phonons can be

longitudinal or transversal depending on the whether the vibration direction is aligned with the

phonon propagation direction (wave-vector).

Acoustic phonons energy is linearly dependent on the wave vector k whenk ≪ 2π
Λ

, as

expected for acoustic waves. Optical phonons, on the other hand, have finite value atk = 0 and

have nearly flat dispersion curves. This is because optical phonons originate from the relative

motion of the two atoms within a unit cell. Among the two typesoptical phonons, longitudinal

optical (LO) phonons have higher energy than the transversal optical (TO) phonons. This is

because the LO phonon vibration is coupled with the Coulomb interaction between Ga and N

atoms [103]. This also leads to the coupling between exciton and LO phonon.
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Figure 2.9: The theoretical phonon dispersion curve of GaN.Figure adopted from [11].
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CHAPTER 3

Fabrication and Characterization of InGaN/GaN

Disk-in-Nanowires

In this chapter, we first show the device structure and fabrication flow for both optically and

electrically pumped site-controlled InGaN/GaN DINs in Sec. 3.1. The experimental setups

used to characterize the PL and EL properties are shown in Sec. 3.2.

3.1 Device Structure and Fabrication

3.1.1 Optically Pumped Disk-in-Nanowires

The structure of an optically pumped DIN is shown in Fig. 3.1(a). Each DIN is made of a 3 nm

thick In0.15Ga0.85N ND in a 120 nm tall cone-shaped GaN pillar. The ND has a 10 nm thick

GaN at the top and has sidewalls exposed in air. The GaN pillarhas a sidewall slope of 75◦.

The diameter of each ND can be controlled down to 15 nm with∼ 2 nm standard deviation.

The location of each DIN can be controlled with a few nanometer precision.

In all our samples, we have dense arrays of DINs with 300 nm inter-dot separation and

sparse arrays of DINs with 5µm inter-dot separation. Fig. 3.1(b) shows the SEM image of four

DINs with 25 nm diameter in a dense array.

The fabrication flow of the optically pumped DINs is shown in Fig. 3.2 [9, ?]. It starts with a

planar single In0.15Ga0.85N/GaN QW grown on (0001)c-plane sapphire substrate by MOCVD.

The thickness of the InGaN layer is 3 nm with 2 MLs of fluctuation. It is sandwiched by a 10 nm

thick unintentionally doped GaN (uid-GaN) on the top and a 5µm thick uid-GaN buffer layer

at the bottom. The planar sample is first coated with PMMA at 6000 round per minutes (RPM)

for 30 seconds which is followed by a baking at 180◦C for 180 seconds. The sample is then

loaded into a Jeol JBX-6300FS electron-beam lithography system with the following writing

configuration: current 500 pA, voltage 100 kV, spot size 2 nm,dose 1600µC/cm2. After the

electron-beam writing, the sample is developed in methyl isobutyl ketone (MIBK):isopropyl

alcohol (IPA) (1:3) solution for 1 minute and then IPA for 30 seconds. After drying the sample

with a nitrogen gun, it is loaded into an electron-beam evaporator to deposit a layer of Ni with

60 nm in thickness. The base pressure for the deposition is 2×10−6 mbar. After electron-beam
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Figure 3.1: Structure of optically pumped NDs. (a) The schematic plot of a single GaN
nanopillar containing an InGaN nanodisk of diameterD = 25 nm. (b) The SEM image of a
part of a dense arrays of QDs of diameterD = 25 nm and dot-to-dot separation 300 nm. The
viewing angle is 45◦.

evaporation, unwanted Ni and PMMA are liftoff by immersing the sample in acetone, leaving

Ni islands as the etching mask for the next step. The diameterof the Ni island determine the

diameter of ND. The NDs are formed by etching the sample in a LAM 9400 plasma etcher for

45 seconds using the following ICP-RIE recipe: TCP RF 200 W, bias RF 150 W, Cl2 15 sccm,

Ar 20 sccm. Finally, the Ni islands are removed using HNO3:H2O (1:2) solution for 60 seconds.

3.1.2 Electrically Pumped Disk-in-Nanowires

The structure of an DIN for electrical pumping is similar to that of an optically pumped one.

Each DIN, as shown in Fig. 3.3(a), contains a 3 nm thick In0.15GaN QD sandwiched between

a 120 nm thick Mg-doped GaN (p-GaN) and 12 nm thick uid-GaN layers at the top, and a

12 nm thick uid-GaN and 83 nm thick Si-doped GaN (n-GaN) layers at the bottom. The doping

densities of the p-GaN and n-GaN are3× 1017 cm−3 and1× 1018 cm−3, respectively.

The structure of an electrically driven device based on sucha DIN is illustrated in Fig. 3.3(b).

The top 30 nm portion of the p-GaN layer is in contact with a 200nm thick semi-transparent

ITO conductive film, which is electrically insulated from the n-GaN by a layer of 200 nm thick

SOG. The p- and n-contacts are both metalized by Ti/Au (25 nm/500 nm) pads.

The fabrication flow of electrically pumped DINs is summarized in Fig. 3.4. It starts with a

planar single InGaN QW LED grown on the (0001) plane (c-plane) of a sapphire substrate by

MOCVD. We first fabricate cone-shaped DINs by patterning Ni etching-masks using electron-

beam lithography and then etching the GaN using Ar-Cl2 RIE, as explained in Fig. 3.2. The

only difference is that here the Ar-Cl2 RIE lasts for 75 second in order to achieve 230 nm pillar

height.
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Figure 3.2: Fabrication of optically pumped NDs. (a) Planarsingle In0.15Ga0.85N/GaN QW
grown onc-plane sapphire. (b) Coat PMMA and electron-beam lithography. (c) Deposit nickel.
(d) Nickel liftoff. (e) ICP-RIE etching. (f) Nickel removal.

uid-GaN 12 nm

38 nm

(a) (b)

Figure 3.3: The structure of electrically pumped DINs. (a) Abare DIN without electrical
contacts. (b) A DIN with electrical contacts.
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Figure 3.4: Fabrication flow of electrically pumped DINs. (a) Planar single InGaN/GaN QW
LED grown on the c-plane of a sapphire substrate by MOCVD. (b)Fabricate cone-shaped
DINs following the method in Fig. 3.2. (c) Cleave the slant sidewall using KOH solution. (d)
Spin coat SOG and cure. (e) Pattern photoresist etching maskusing optical lithography. (f)
Wet etch SOG using buffered HF to expose part of the GaN for n-contact. (g) Etch back SOG
using CF4-CHF3 plasma RIE with careful SEM monitoring. (h) Deposit ITO using sputtering.
(i) Pattern photoresist etching mask using optical lithography. (j) Wet etch ITO using HCl:H2O
(1:3). (k) Pattern photoresist etching mask using optical lithography. (l) Deposit Ti/Au contacts
and liftoff in acetone.
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(a) (b)

Figure 3.5: The SEM images of (a) four DINs after KOH wet-etching, and (b) four DINs after
SOG etch-back. All SEM images are 45◦-view.

The slanted sidewall of these cone-shaped DINs are then cleaved by selective wet-etching

in a KOH-based solution AZ400K developer [115] for 220 minutes. The KOH solution etches

the DIN’s sidewall (10̄10) m-plane and has negligible impacts on the DIN’s top diameter and

height. The SEM image of four DINs after KOH wet-etching is shown in Fig. 3.5(a). This

technique removes the plasma damaged sidewall material andreduces the surface defect states

[115], which may have improved the current-injection efficiencyin our DINs. Most impor-

tantly, it allows us to fabricate cylindrical DINs that havesimultaneously thick p-GaN for ap-

plying electrical contact and small InGaN ND diameter for quantum confinement [2], which

could not be easily achieved on cone-shaped DINs.

To apply electrical contacts to the DINs, we first planarize the sample by spin-coating

Filmtronics 500F SOG at 3000 RPM for 30 seconds. This is followed by a three-step pre-

baking at 80, 130, 250◦C. Then the sample is transfered to a nitrogen purged hotplate which

ramps the temperature from 20◦C to 400◦Cat 450◦C/hour ramp rate. The sample stays in

400 ◦C for an hour and naturally cool down to 20◦C. The thickness of the SOG is measured

to be∼580 nm. The quality of the planarization depends on the DIN diameter as well as the

inter-dot separation. We have made sure that the sample is planarized within 10 nm for DINs

with diameter as large as 100 nm and DIN arrays with inter-dotseparation as small as 500 nm.

After the planarization, the SOG is patterned using opticallithography and buffered HF

to expose a part of the n-GaN substrate for applying the n-contact. The SOG is then etched

back using CF4-CHF3 plasma to expose 30 nm p-GaN layer for applying the p-contact. This

etch-back step needs to be carefully monitors as over-etching will cause short circuit and under-

etching will cause open circuit. We used multiple etching steps each followed by an SEM

check. The SEM image of an array of DINs after SOG etch-back ispresented in Fig. 3.5(b),

showing DINs embedded in the SOG except for their top 30 nm portion of p-GaN layer.

The ITO contact is deposited using a Kurt J. Lesker Lab-18 magnetron sputter. An ITO layer
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of 200 nm in thickness is deposited by DC sputtering an ITO target (10% SnO2 by weight) in

Ar-O2 (2.5% O2 by volume) atmosphere. The deposition rate is∼2 Å/s. Afterward, a layer of

photoresist (SPR220 3.0) is spin coated on the sample and patterned using optical lithography

to form the ITO etching mask. The ITO is patterned by wet etching in HCl:H2O (1:3) solution

for 50 seconds. As-deposited ITO exhibits poor transparency and high ITO/p-GaN contact

resistivity. To improve the ITO film quality, the sample is annealed in a Jetfirst annealer in

forming gas at 400◦C for 5 minutes. The annealed ITO is more transparent and conductive.

Most importantly, we have seen significant reduction in the ITO/p-GaN contact resistivity.

The p- and n-contacts are metalized by patterning photoresist, electron-beam evaporating

Ti/Au (25 nm/500 nm) film and acetone liftoff. The Ti layer is used to improve the adhesion

between the Au film and the underlying ITO layer. This is very important for the wire-bonding

process in the next step.

Finally, in the packaging step, the sample is diced into 5 mm×8 mm dies using an ADT

7100 dicing saw and Au-Au wire-bonded to a Spectrum-Semiconductor CSB01660 ceramic

dual in-line package (DIP) chip carrier using a K&S 4123 wirebonder. The die is fixed in the

cavity of the chip carrier by Emerson and Cuming Stycast epoxy containing 2850 FT resin and

catalyst 9. The DIP chip is plugged onto a customized cold finger in our Janis ST-500 cryostat

for electrical and optical characterizations. A thin layerof Apiezon N vacuum grease is applied

between the DIP and the copper cold finger to ensure good thermal contact.

3.2 Characterization Systems

3.2.1 Photoluminescence Characterization

The setup used to characterized the PL of NDs is illustrated in Fig. 3.6. The sample is mounted

on the copper cold finger of a Janis ST-500 He-flow cryostat with Ted Pella 16062 conduc-

tive silver paint. The cold finger temperature is controlledand stabilized by a Lakeshore 335

temperature controller together with the temperature sensor and heater installed in the cryo-

stat. The sample is excited from an angle 55◦ from the normal direction with a 390 nm laser.

The 390 nm laser is obtained by frequency doubling a 780 nm wavelength Spectra-Physics

Tsunami Ti:Sapphire laser which has a 150 fs pulse duration and an 80 MHz repetition rate.

The Ti:Sapphire laser is pumped by a 530 nm Spectra-Physics Millennia diode pumped solid

state (DPSS) laser capable of providing up to 15 W power. The laser spot on the sample surface

was elliptical with a20 µm short axis and a 35µm long axis.

We study the PL and TRPL properties of NDs using a confocal microscope setup. This setup

consists an objective lens L1 with a focal lengthf = 5 mm and a numerical aperture (NA) 0.6

and a pair of confocal lenses L2 and L3 with a focal lengthf = 75 mm. The setup is switchable

between ensemble and single ND measurements by removing or placing a 25µm pinhole at the

confocal plane. The pinhole is capable of isolating the emission of a single ND as long as the
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Figure 3.6: The experimental setup for PL characterization.

neighboring NDs are over 1µm away.

A Semrock FF02-409/LP longpass filter (not shown) is used to remove the scattered laser

and only allow wavelengths longer than 400 nm through. For TRPL measurements, an addi-

tional pair of Semrock TBP01-449/15 tunable bandpass filters (BPFs) are used to further select

a spectral window with tunable position from 400 nm to 440 nm and tunable bandwidth from

2 nm to 10 nm.

A charge-coupled device (CCD) camera is used to monitor the position of NDs through

their PL by applying the longpass filter. The CCD image is recorded by a computer which

also controls the motion of the cryostat and the objective lens L1. The cryostat is mounted

on a high-load XYZ-stage driven by stepper motors with∼1 µm positioning accuracy and

1 inch travel range. The objective lens is mounted on a XYZ-stage driven by piezo-actuators

which allows fast (due to the low weight of the objective lenscompared to the cryostat) and

accurate (nanometer resolution) positioning. The XYZ-stage of the objective lens and the CCD

monitoring camera form a fast-response feedback loop to allow real-time compensation of the

mechanical drift of the cryostat. This is necessary for measurements requiring hour-long data

collection time.

The time-integrated photoluminescence (TIPL) spectrum ismeasured using a Princeton

Instrument Acton SP2500i spectrometer with 0.5 m focal length, 6.5 f-ratio, and a 600 g/mm

grating. This provides a 0.6 meV (0.08 nm) spectral resolution at∼ 3 eV (400 nm). The

spectrometer is equipped with a nitrogen-cooled PrincetonInstrument Spec-10 CCD camera

which contains a 1024×256 array of pixels of 26µm in size. Each pixel has over 50% quantum

efficiency (QE) at∼400 nm wavelength and a negligible dark count due to the nitrogen cooling.

The CCD chip is typically cooled down to -90◦C.
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Figure 3.7: The experimental setup for DC EL characterization.

The TRPL measurement is done by a time-correlated single-photon counting (TCSPC)

setup composed of an avalanche photodiode (APD), a p-i-n photodiode (PIN) and a time cor-

relator (TC). The APD has a QE of 40% at 400 nm, a dark count rateof 70 cps and a 200 ps

full width at half maximum (FWHM) in its instrument responsefunction (IRF) at 400 nm. The

PIN converts laser pulses from the Ti:Sapphire laser into TTL signals. After each laser pulse,

the TTL signal generatd by the PIN starts a timer in the TC. Thetimer record the time until a

photon is received by the APD which triggers the end of the timer. The TC records the number

of start-stop signal pairs as a function of the time delay between them. This forms the TRPL

traces.

The second-order correlation (g(2)) function of single DINs is measured using a Hanbury

Brown-Twiss (HBT) interferometer [116] composed of a 50:50 unpolarized beamsplitter, two

APDs and a TC. The operation principle is very similar to thatof the TRPL measurement,

except that in an HBT interferometer the PIN is replaced by anAPD. Obviously, if the DIN only

emits one photon at a time, it is impossible for the TC to record start-stop signal pairs separated

by zero time delay, i.e. one photon cannot be detected by the two APDs simultaneously. Hence,

we can use the HBT interferometer to verify if a photon sourceis a single-photon source or not.

3.2.2 Electroluminescence Characterization

The experimental setup used to characterize the EL is similar to the one used for PL characteri-

zation, except for the way the sample is pumped. We perform both DC and RF characterizations

for our samples.

The DC setup, illustrated in Fig. 3.7, uses a source measurement unit (SMU) to provide

voltage (current) source and measuring the resulting current (voltage) across the sample. This

setup allows us to perform current-voltage (IV), time-integrated electroluminescence (TIEL)

andg(2) measurements.

The RF setup, illustrated in Fig. 3.8, used a DC biased RF source to pump the sample. A
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Figure 3.8: The experimental setup for RF EL characterization.

Stanford Research System CG635 clock generator capable of generating up to 2 GHz square

waves is used to trigger an Alnair Labs EPG-200 impulse generator capable of generating

electrical impulses with positive polarization, 500 mV Vpp and 80 ps FWHM at up to 2 GHz

repetition rate. The impulses are amplified by a tunable RF amplifier to obtain up to4.5 V V pp.

A DC bias from the SMU is added to the RF impulses via an Aeroflex8810SFF1-26 bias tee.

All RF components described above require 50Ω impedance matching. In order to match the

impedance, a 50Ω TEH100M50R0JE-ND non-inductive resistor is connected in parallel to the

sample and placed in the cryostat close to the sample.

This setup allows us to perform time-resolved electroluminescence (TREL) and pulsed-g(2)

measurements. The TREL measurement uses the clock generator and an APD to send start and

stop triggers to the TC, which is similar to the TRPL measurement explained in Fig. 3.6.
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CHAPTER 4

From Quantum Well to Quantum Dot: Effects of

Diameter Reduction in InGaN/GaN Nanodisks

As explained in the previous chapters, the DINs studied in this dissertation are etched from a

planar InGaN/GaN QW, and hence have finite diameters. In thischapter, we study the diame-

ter dependence of the mechanical, electrical and optical properties of the InGaN ND in a DIN.

In Sec. 4.1, we show the drastic difference in the optical properties of a ND with very large

diameter and a ND with very small diameter, which is ultimately due to the strain relaxation at

the ND sidewall. In Sec. 4.2, we show that the lateral strain distribution in a ND can be under-

stood by a simple analytical model. In Sec. 4.3, we show that the strain relaxation leads to a

strong blueshift in ND’s PL energy as a result of the quantum-confined Stark effect (QCSE). In

Sec. 4.4, we show that the strain relaxation also leads to a drastic enhancement in the oscillator

strength of the ND. Section 4.4 concludes this chapter.

4.1 Quantum-Well-Nanodisk vs. Quantum-Dot-Nanodisk

To highlight the drastic effects of the diameter of a ND, we first compare the optical properties

of a very large and a very small NDs. The large ND is2 µm in diameter and fully strained; it

corresponds to the QW-regime and we call it QW-ND. The small ND is 15 nm in diameter and

should have the least amount of strain. It is found to be QD-like and will be called QD-ND.

The emission from the QW-ND is strongly influenced by the strain in the InGaN layer,

common to III-N QWs grown onc-plane[117, 118], as explained in Chap. 2. At low exci-

tation intensities, as shown in Fig. 4.1(a), the PL spectra are hundreds of meV broad with

pronounced optical-phonon replicas due to the strain-enhanced wavefunction overlapping be-

tween electrons, holes and the longitudinal interface optical-phonon modes[119, 120]. The

TRPL measurement shows that carriers decay very slowly in the QW-ND (Fig. 4.1(b)). In or-

der to quantify the decay time of the QW-ND, we used a mono-exponential function to fit the

initial 12.5 ns decay curve and got a1/e initial decay time ofτ ∗QW = 152 ns. Such a slow PL

decay indicates a weak oscillator strengthfos due to large strain-induced electric fields. Note,

however, that it is expected that a strained InGaN QW has a stretched exponential decay trace
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Figure 4.1: (a) The PL spectra from a QW-ND with a diameter of 2µm (red lines) and a QD-
ND with a diameter of 20 nm (blue lines) at excitation intensitiesP = 0.4, 1.4, 4 and 14 W/cm2.
The spectra are normalized to their maxima and vertically shifted to ease the comparison. The
spectra of the QW-ND is broadened by optical-phonon replicas as illustrated in dashed green
lines. (b) The TRPL decay traces of QW-ND (red) and QD-ND’s X peak (blue) measured at
P = 10 W/cm2. (c) The mono-exponential decay time of the X peak of the QD-ND τX (blue
square) and the decay time obtained from mono-exponential fit of the initial 12.5 ns decay
trace of the QW-NDτ ∗QW (red triangle) at various excitation intensities. (d) The integrated PL
intensity of the X (blue square) and XX (green circle) peaks from the QD-ND and the overall
integrated PL intensity, including the optical-phonon replicas, from the QW-ND (red triangle).
All the intensity valuesI are normalized by the lateral area of the InGaN layers and hence have
a unit of count per second per nanometer square (c/s/nm2). A linear fit of log(I) vs. log(P )
shows that the intensities of the X and XX peaks of the QD-ND, and the spectrally integrated
intensity of the QW-ND are proportional toP 1.12, P 2.07 andP 1.77, respectively.
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due to the reduction of the carrier density and, thus, the increase of the piezo-electric field over

time, which is not obvious in Fig. 4.1(b) due to the short timewindow.

With increasing excitation intensityP , optical-phonon replicas are reduced, the PL peak

energyE blueshifts by more than 300 meV (Fig. 4.1(a)), and the decay time of the emission

shortens (Fig. 4.1(c)) by orders of magnitude. These can allbe qualitatively explained by the

screening of the built-in field with increased photo-carrier density.

The integrated PL intensityI, including optical-phonon replicas, increases super-linearly

with the excitation intensityP asI ∝ P 1.77 (Fig. 4.1(d)). This is because non-radiative recom-

bination processes either have little dependence on carrier density, such as for the Shockley-

Hall-Read process[121], or have negligible contributions over the range of excitation intensities

investigated here, such as for the Auger recombination[122]. Therefore, at higher excitation

intensities, an enhanced radiative decay results in an improved IQE, manifested as the super-

linear increase of the PL intensity. Assuming that the photo-carrier generation rate is propor-

tional toP , it immediately follows that the IQEηint increases withP asηint ∝ I/P ∝ P 0.77.

In contrast to the QW-ND, the emission from the QD-ND show distinct properties. As

shown in Fig. 4.1(a), at low excitation intensities ofP < 10 W/cm2 the PL of the QD-ND is

dominated by a single peak labeled as X at 2.925 eV. The mono-exponential decay time of the

X emissionτX = 3.1 ns is much shorter thanτ ∗QW , suggesting that the built-in electric field is

weaker in the QD-ND than in the QW-ND. At high excitation intensities ofP > 10 W/cm2,

two additional peaks at higher-energies 2.955 eV (XX) and 2.970 eV (possibly charged XX)

appear (Fig. 4.1(a)). The integrated intensity of the X-peak increases linearly withP up to the

saturation intensity of∼ 15 W/cm2, while the intensity of the XX-peak increases quadratically

with P (Fig. 4.1(d)). Hence we assign peak X to the single exciton emission, and peak XX

to the biexciton-to-exciton transition.[123, 124] The large negative binding energies of XX

(> 10 meV) are commonly observed in III-N QDs[125, 126, 127, 128, 129, 130, 131, 132]. It

is due to the residual strain, even in dots with such small sizes, which enhances the repulsive

exciton-exciton Coulomb interaction[127]. Despite the residual strain, both the PL energy

(Fig. 4.1(a)) and decay time (Fig. 4.1(d)) of the X-peak remain nearly constant as the excitation

intensity increases significantly. These again supports that the X-peak comes from the discrete

ground state in a zero-dimensional dot, and is thus un-affected by carrier screening. The carrier

density only changes the relative occupation among different energy levels, leading to changes

in the relative intensities of corresponding spectral lines.

The above study shows that the optical properties of the QW-ND, including PL energy, de-

cay time and IQE, depend strongly on the excitation intensity as a result of strain and screening.

On the other hand, in the QD regime, the effect of strain and screening on the exciton emission

from the QD-ND becomes obscure due to the energy-level quantization.
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Figure 4.2: Phenomenological strain relaxation model. (a)The schematic plot of the simple
1D theory described in the text. (b) The exciton potential profile atP = 0.4 W/cm2 along the
lateral direction in NDs withD = 15, 20, 30, 50, 100, 400 nm, plotted using the fitting results
of Fig. 2(a),E0 = 2.92 eV,Bm(P = 0.4) = 303 meV andκ = 0.055 nm−1.

4.2 Mechanical Properties in a Nanodisk

The previous section used strain relaxation at the sidewallof ND to qualitatively explain the

sharp difference in the optical properties of QD-NDs and QW-NDs. In this section, we provide

a simple phenomenological model of 2D coupled-springs to understand the strain relaxation

and derive an analytical expression for the strain distribution in the ND.

We illustrate our model in Fig. 4.2(a). The InGaN QW of thicknessl is simplified to a sin-

gle layer of 1D lattice,l/2 away from the upper and lower GaN barriers. Black dots represent

the lattice sites. The upper and lower lattices represent the GaN barriers. The lattice constants

of GaN and InGaN perpendicular to thec-axis area1 anda2, respectively. If the InGaN layer

is fully stressed, the InGaN lattice lines up with the GaN lattices and has lattice constancea1.

This represents the limit of infinite lateral size, which we call the pre-relaxation configuration.

Due to the finite lateral size of our ND the strain is partiallyrelaxed to minimize the mechani-

cal elastic energyEm of the entire system, which we call the post-relaxation configuration. We

assume that the GaN lattices are fixed for simplicity. Note that this will lead to an overesti-

mation of the change in the piezo-electric polarization fields, since tensile-strained GaN will

produce opposite polarization charges at the InGaN/GaN interfaces. But this only contributes

to a proportionality factor to the piezoelectric field. The displacement of theith lattice site in

the post-relaxation configuration in respect to the pre-relaxation configuration is denoted asui.

The equilibrium value ofui is determined by both minimization of the total elastic energy

Em and the balance between forces at each sitei. At each site, the atom is subject to a shear

stressFsi between InGaN and GaN layers and a hydrostatic stressFhi within the InGaN layer.

The two forces are given by the displacementui as:

Fsi = −k1ui, Fhi = k2(ui−1 + ui+1 − 2ui). (4.1)

47



The coefficientsk1 andk2 can be understood as related to the Shear modulus at the InGaN/GaN

interface and the Young’s modulus in InGaN QW layer, respectively. Local force balance

requires that:

Fsi + Fhi = 0. (4.2)

Substituting Equ. 4.1 into Equ. 4.2, and translating into the continuous form yields:

k1u = k2a
2
1

d2u

dr2
, (4.3)

in whichr is the radial distance from the center of the InGaN disk. Thisequation can be readily

solved considering thatu(r = 0) = 0 at the center of the disk and thatu(r) is an odd function

of r, resulting in:

u(r) = C
(

eκr − e−κr
)

, κ =
1

a1

√

k1
k2
. (4.4)

HereC is a constant to be determined.

The total elastic energyEm of the InGaN lattice, ignoring the coupling energy between the

InGaN lattice and the barrier layers, can be written as:

Em =
∑

i

1

2
k1u

2
i +

1

2
k2[(a2 − a1)− (ui − ui−1)]

2. (4.5)

Re-writingEm in the continuous form gives:

Em = 2

∫ D/2

0

1

2a1
[k1u

2 + k2a
2
1

(

a2 − a1
a1

− du

dr

)2

]dr

= 2
√

k1k2sinh(2κD/2)C2 + 4k2(a1 − a2)sinh(κD/2)C +
(a1 − a2)

2

a1
k2D/2. (4.6)

Minimizing Em above givesC and thusu(r) as:

C =
a2 − a1

2

√

k2
k1

sech(κD/2) , (4.7)

u(r) = (a2 − a1)

√

k2
k1

sech(κD/2) sinh(κr) . (4.8)

With u(r), we obtain the hydrostatic compression strain along the radius direction defined

as:

ε(r) = −a2 − a1
a1

+
du

dr
= ε0 [1− sech(κD/2) cosh(κr)] , (4.9)

in which ε0 = −(a2 − a1)/a1 denotes the maximum strain in a fully stressed InGaN layer.

This expression is by no mean a full description of the strainin a real InGaN/GaN QW,

since there are several more strain components that need to be considered. However, it provide

a simple analytical expression backed by an easy to understand physical picture. Most impor-

tantly, as will be shown in the rest of this dissertation, it allows us to establish phenomenological
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models that match well with our experimental results.

4.3 Electrical Properties in a Nanodisk

As we have explained in Sec. 4.1, strain relaxation will leadto changes in the electrical proper-

ties of an ND, which in turn will affect their optical properties. To obtain a quantitative picture

of the effect of strain relaxation on the electrical properties of NDs, we performed a controlled

systematic study of how PL energy changes with the diameter.We measured NDs of 21 dif-

ferent diameters, varying fromD =15 nm – 2µm, fabricated on the same single-QW wafer of

fixed thickness (< 2 mono-layer fluctuation) and fixed indium fraction (< 2% fluctuation). For

each diameter, we measured one randomly chosen ND from a6× 6 array, the results of which

are presented in Fig. 4.3(a).

Figs. 4.3(a) shows that the peak energy of zero-phonon band (ZPB) blueshifts as the di-

ameter of the ND reduces from 2µm to 19 nm, consistent with previous studies [117, 133,

134, 135, 136, 137, 138]. The large amount of blueshift (∼ 300 meV) from QW to ND shows

that the piezoelectric polarization gives the dominant contribution to the electrical properties

in our NDs. The piezoelectric polarization lowers the exciton energy due to the QCSE [139].

Therefore, reducing the diameter decreases the overall strain and piezoelectric polarization,

leading to an increase in the exciton energy. In contrast, the deformation potential increases the

bandgap [140] and would lead to a redshift of the exciton energy with decreasing the nanodisk

diameter. The spontaneous polarization also cannot explain the blueshift, since it is largely

independent of the strain and, therefore, the nanodisk diameter.

The predominance of the piezoelectric polarization in shaping the potential profile suggests

a lower exciton potential at the center of the nanodisk. Thisis because the higher residue strain

at the center of the nanodisk leads to stronger piezoelectric field and Stark redshift compared

to at the sidewall.

Since the amount of piezoelectric field, and hence the amountof Stark redshift, is propor-

tional to the amount of residue strain, the lateral potential profile at radial positionr can be

expressed as:

φ′(r) = −Bm[1− sech(κD/2) cosh(κr)]. (4.10)

This can be quickly derived from Equ. 4.9. Here,Bm represents the amount of exciton energy

shift from an unstrained QW to an fully-strained QW,1/κ is the characteristic length of the

region from the InGaN nanodisk sidewall where the compressive strain of the InGaN layer

is relaxed as explained in the previous section. Due to the predominance of the piezoelectric

polarization over the deformation potential,Bm is always positive, i.e.φ′(0) < φ′(D/2).

At low excitation intensities, the diameter-dependent PL energyE(D), corresponding to

the exciton energy atr = 0, can be written as:

E = E0 − Bm[1− sech(κD/2)]. (4.11)
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Figure 4.3: PL properties vs. ND diameter. (a) The PL energyE of single NDs vs. the
diameterD of the ND at excitation intensityP = 0.4 W/cm2 (blue square) and14 W/cm2

(green circle). The single NDs are randomly chosen and isolated using a confocal microscope
setup. The ND diameter is the average diameter of the ND’s containing array which has a 2 nm
standard deviation. The data are fitted using Equ. 4.11 assuming the sameE0 andκ for both
low- and high-P data, resulting inE0 = 2.92 eV,Bm,low−P = 303 meV,Bm,high−P = 19 meV
andκ = 0.055 nm−1. (b) The TRPL decay traces of four ensembles of NDs with diameters
D = 2 µm (blue), 299 nm (green), 107 nm (red) and 18 nm (pink), respectively, at excitation
intensityP = 18 W/cm2. Each ensemble contains a 6×6 array of NDs. (c) The total decay
rateγtot = 1/τtot of ND ensemble vs. ND diameterD at excitation intensitiesP = 18 W/cm2

(green circle) andP = 32 W/cm2 (red triangle).τtot is defined as the time taken for the PL
intensity to decay from the maximum intensity to half maximum to avoid the complexity of
stretched exponential decays. (d) The PL intensity per unitInGaN area of ND ensemble vs.
ND diameterD at excitation intensitiesP = 0.4 W/cm2 (blue square),P = 18 W/cm2 (green
circle) andP = 32 W/cm2 (red triangle).
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Here,E0 is the exciton energy atr = D/2 where the strain is considered as being fully relaxed.

Therefore, it represents the bandgap of an unstrained QW or ananodisk ofD → 0.

The characteristic strain relaxation parametersBm andκ as well asE0 are obtained by using

Eq. (4.11) to fit the measuredE(D) data, as shown in Fig. 4.3(a). We obtain, for this particular

sample,E0 = 2.92 eV,Bm = 303 meV, andκ = 0.055 nm−1 (or 1/κ = 18 nm, consistent with

earlier numerical predictions[136]). With Bm andκ, we use Eq. (4.10) to calculate the exciton

potential profile for QDs with different diameters as shown in Fig. 4.2(b).

4.4 Optical Properties in a Nanodisk

This section shows that the reduction of strain in smaller NDs leads to a drastic enhancement in

the oscillator strengthfos. However, this does not lead to a drastic enhancement in the radiative

decay rate nor the IQE, because of the suppression of the LDPSas the diameter of the NDs

reduces. The basic method used to obtain this finding is explained as following.

First, fos together with LDPSρ determines the radiative decay rateγr asγr ∝ fosρ. The

effects ofρ can be taken into account by a factorFp = ρ/ρ0, whereρ0 is the LDPS when the

ND is in a infinite GaN universe. Sofos can be written as:

fos ∝ γr/Fp. (4.12)

Hence, to knowfos(D) relation we only need to knowFp(D) andγr(D).

The effect ofFp(D) relation, can be calculated theoretically using widely available optical

simulation techniques such as FDTD method. Theγr can be obtained using

γr = ηintγtot, (4.13)

in which ηint is the IQE andγtot is the total decay rate. Theγtot(D) relation can be measured

directly from the TRPL of NDs with differentD. Theηint(D) is related to the PL intensity

I(D) at a given excitation laser intensityP . However,ηint(D) is not directly proportional to

I(D) since the laser absorption efficiencyηabs and collection efficiencyηcol also change with

D. Taking this into consideration,ηint can be expressed as:

ηint(D) ∝ I(D)/(ηabs(D)ηcol(D)). (4.14)

Among the three parameters on the right-hand side,I(D) can be measured experimentally,

ηabs(D) andηcol(D) can be calculated numerically.

In this section, we first calculate theηabs(D), Fp(D) and ηcol(D) using FDTD method.

Then we extract the diameterD dependence ofηint, γr andfos from the measuredI(D) and

γtot(D) data using Equ. 4.14, 4.13 and 4.12, respectively.
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4.4.1 Absorption Efficiency

In our experiment, we use a 390 nm (3.18 eV) pulsed laser to excite the sample atθ = 55◦ from

the normal direction as described in Sec. 3.2 and illustrated in Fig. 3.6 and 4.4(a). We neglect

the absorption of the incident light by GaN, due to its large bandgap of∼ 3.5 eV. To calculate

the absorption in the InGaN layer, we first calculated the spatial distribution of the optical field

E(x, y, z) produced by an incident plane wave. The average absorption efficiencyηabs can then

be calculated via:

ηabs =
4

πD2l

∫

ND

−1

2
ωǫ0|E|2Im(ǫr)dV, (4.15)

in which ω = 2π/λ is the angular frequency of the excitation laser,ǫ0 is the vacuum permit-

tivity, Im(ǫr) is the imaginary part of the dielectric constantǫr, D andl are the diameter and

thickness of the InGaN ND, respectively. The integration only covers the ND region. Sinceǫr
is constant in the InGaN ND, we have:

ηabs ∝
1

D2

∫

ND

|E|2dV. (4.16)

The exact value ofǫr for In0.15Ga0.85N is unknown. Hence we approximate it using theǫr
of bulk GaN. This is approximately valid, since our InGaN NDshave a small thickness (3 nm)

and a low indium composition (∼ 15%), which should not disturb theE(x, y, z) of a pure GaN

nanopillar significantly.

As shown in Fig. 4.7(a), the absorption efficiencyηabs is almost the same for very small

(D < 40 nm) and very large (D > 1000 nm) NDs. However, it is enhanced by up to five times

for NDs of diameter 100–200 nm. Fig. 4.4(b-d) compared the 2Dcross sections of|E(x, y, z)|2
for NDs of diametersD = 10 nm, 160 nm and 1000 nm, respectively. AtD = 160 nm, the

nanopillar effectively forms a low-quality cavity; while at D = 10 nm and 1000 nm, coupling

of the incident light into the nanopillar is poor.

4.4.2 Local Density of Photon States

The LDPS factorFp can be numerically calculated using the ratio of the radiation power of

a dipole in a ND and that of a dipole in a GaN universe[141]. In the simulation, we used a

wavelengthλ = 420 nm, corresponding to the PL energy of NDs. TheFp(p, r;D) depends on

the diameterD of the ND, radial positionr of the dipole and polarizationp of the dipole. We

define tangential polarizationp ⊥ r asp⊥ and radial polarizationp ‖ r asp‖ (Fig. 4.5(b)). The

electromagnetic field generated by a randomly oriented dipole can be obtained from the fields

generated by a tangential and a radial dipole, due to the vectorial nature of the electromagnetic

field.

Fig. 4.5(c) shows that theFp generally increases withD for dipoles of both polarizations.

In small NDs ofD < 40 nm, fromr = 0 toD/2, theFp only increase slightly. In large NDs
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Figure 4.4: Absorption efficiency FDTD simulation. (a) Schematic plot of the incidence of
a plane wave to a InGaN ND in a GaN nanopillar. The propagationdirection of the incident
light is θ = 55◦ apart from the normal direction,z-axis. The polarization is along they-axis.
The nanopillar has a height of 120 nm and a sidewall angle of 75◦. The center of the ND is
11.5 nm beneath the top cone surface. (b-d)xz-plane 2D cross section maps of|E(x, y, z)|2
for a 390 nm plane wave coupling to NDs of diametersD = 10 nm, 160 nm and 1000 nm,
respectively. The white lines outline the nanopillar.
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Figure 4.5: LDPS and collection efficiency FDTD simulation.(a) Schematic plot of the dipole
in the nanopillar and the first-lens collection. (b) The definition of tangential dipole and radial
dipole. (c-d) TheFp andηcol for tangential (left column) and radial (right column) dipoles at
different radial positionsr. Different line colors represents different ND diameters.
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of D > 100 nm, fromr = 0 toD/2, theFp is nearly constant untilr is within ∼ 50 nm from

D/2. Close tor = D/2, Fp(p⊥) fluctuates by< 20% andFp(p‖) decreases by∼ 8 folds. In

NDs of 40 nm< D < 100 nm, bothFp(p⊥) andFp(p‖) drops significantly asr approaches

D/2, but the decrease is not as drastic as that ofFp(p‖) in larger NDs.

TheFp behavior can be understood using the results of earlier studies on the spontaneous

emission of a dipole placed closely to the interface of two infinite dielectric materials with

refractive indicesn = n1 andn2, respectively[142, 143]. Considering the case in whichn1 >

n2, as the dipole approaches the interface to within half of thewavelength from the side ofn =

n1, if its polarization is parallel to the interface, theFp will oscillate mildly; if its polarization is

perpendicular to the interface, theFp will decrease quickly toward a finite value. This explains

well theFp behavior for dipoles in NDs ofD > 100 nm. In smaller NDs, the dipole is always

close to the sidewall air-dielectic interface, so itsFp is always a small but finite value.

Once we have theFp(p, r) values for allr from 0 toD/2, and for both tangential dipolep⊥

and radial dipolep‖, the averagedFp can be calculated as:

Fp(D) =
4

D2

∫ D/2

0

(Fp(p⊥, r) + Fp(p‖, r))rdr. (4.17)

The resultingFp(D) is shown Fig. 4.7(a).

We note that the strong suppression inFp with the reduction ofD, as shown in Fig. 4.7(a),

is detrimental to the IQE of our NDs. However, this can be engineered using many methods,

one of which will be presented at the end of the next discussion about theηcol.

4.4.3 Collection Efficiency

The first-lens collection efficiencyηcol is defined by the ratio of the far-field radiation power

within a collection cone of NA= 0.55 (Fig. 4.5(a)) vs. the total radiation power. Just like

Fp(p, r;D) the ηcol(p, r;D) also depends on the diameterD of the ND, radial positionr of

the dipole and polarizationp of the dipole. We use FDTD simulation to obtainηcol(p, r;D) as

shown in Fig. 4.5(d).

The simulation shows that theηcol generally decreases withD for dipoles of both polariza-

tions. UnlikeFp, the behavior ofηcol is largely insensitive to the dipole’s polarization. In small

NDs ofD < 40 nm,ηcol is nearly constant withηcol(r = 0) slightly greater thanηcol(r = D/2).

In large NDs ofD > 500 nm, theηcol in the regionD/2− 100 nm< r < D/2 is two to three

times of that in the rest of the ND. This is because at the center of large NDs, the radiation of a

dipole into the objective lens is hindered by the strong internal reflection at the top GaN/air in-

terface, whereas, at the edge of NDs the sidewall scatters light into the objective lens collection

cone.
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Figure 4.6: Conformal dielectric coating on small DINs improvesFp. (a) A schematic plot of
conformal coating. (b) TheFp, ηcol vs. the coating thicknesst.

Similar toFp, we can calculateηcol using the following expression:

ηcol(D) =
4

D2

∫ D/2

0

(ηcol(p⊥, r) + ηcol(p‖, r))rdr. (4.18)

The resultingηcol(D) is shown in Fig. 4.7(a). As expected from the previous discussion, the

ηcol in small DINs is much higher than that in large DINs as a resultof interface scattering.

We noted earlier that theFp is strongly suppressed at smallD, as shown in Fig. 4.7(a).

This is detrimental to the IQE of our NDs. A simple way to improve theFp in NDs in the QD

limit, while maintaining the relatively high collection efficiency (ηcol ∼ 15%), is conformally

coating the sample with GaN, as illustrate in Fig. 4.6(a). Fig. 4.6(b) shows theFp andηcol of a

D = 30 nm ND vs. the thicknesst of the GaN coating. Ast increases, theFp is improved by

10 folds to about unity whent > 70 nm; theηcol generally decreases, but has a local maximum

at around 150 nm. Therefore, by depositing a 150 nm thick GaN conformally, one can achieve

∼ 10-fold Fp enhancement without degradingηcol. More sophisticated methods such as those

incorporating tapered nanowires[144] and micro-cavities[14] may improveηcol andFp much

more.

4.4.4 Oscillator Strength

Now that we have a good understanding of the external opticalefficiencies, we are ready to

extract the change infos with D using the total decay time rateγtot(D) and PL intensityI(D)

that can be measured from the TRPL and PL of ND ensembles with differentD’s. Fig. 4.1(b)

shows TRPL traces of four ensembles. The decay accelerates as the diameter decreases consis-

tent with what we have seen in Sec. 4.1. All TRPL curves are stretched exponential, as expected

for QW-NDs as well as for QD-ND ensembles with inhomogeneousND properties. We char-

acterized their decay using the half-life-timeτtot, the time it takes to go to half of the initial
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PL amplitudes (dashed line in Fig. 4.1(b)). Fig. 4.1(c) shows the total decay rateγtot = 1/τtot

vs. ND diameterD. At bothP = 18 and32 W/cm2, the total decay rateγtot (including both

radiative and nonradiative decays) increases drasticallywith the reduction ofD from 2 µm to

100 nm as expected, but plateaus or even slightly decreases withfurther reduction ofD. Cor-

responding to the enhancement in the total decay rate, we measured a drastic increase inI at a

fixedP (Fig. 4.1(d)).

As we have discussed at the beginning of this chapter, the measuredI is determined by

the excitation intensityP , absorption efficiencyηabs, IQE ηint and collection efficiencyηcol.

Therefore,ηint can be calcualted by:

ηint ∝ I/(Pηabs ηcol), (4.19)

in which ηint, ηabs andηcol are averagedηint, ηabs andηcol values over the entire ND and all

dipole polarizations. The same definition is used forγr, γtot, Fp andfos in the rest of this work.

We evaluateηabs andηcol using the FDTD method[145]. The results are summarized in

Fig. 4.7(a). Theηabs are nearly the same in the QW and QD limits. The highestηabs appears

atD ∼ 150 nm when the GaN nanopillar effectively forms a low-quality cavity in the lateral

direction for light at 390 nm wavelength. The first-lens collection efficiencyηcol increases

from merely 2% in the QW limit to about 30% in the QD limit; and the most drastic increase

occurs in the region 40 nm< D < 100 nm. A similar trend inηcol has been predicted for a

dipole emitter embedded near the end of a semi-infinite dielectric nanowire[146, 147]. It was

shown that[146], for a large nanopillar, most light is coupled into two guided HE11 modes,

one propagating upwards and the other downwards into the substrate. However, the upwards-

propagating guided mode is mostly reflected back into the substrate by the top facet of the

nanopillar. For a small nanopillar[147], the coupling to the guided mode is strongly suppressed

while the dissipation into free-space modes is relatively enhanced, leading to an increased

collection efficiency.

Using Equ. 4.19 and the calculatedηabs andηcol, we extractedηint as shown in Fig. 4.7(b).

Note that we cannot obtain the absolute value ofηint from Equ. 4.19, soηint is a relative value

with an arbitrary unit (a.u.). Nonetheless, Fig. 4.7(b) suggests that theηint in the QD limit is

enhanced compared to that in the QW limit; and the enhancement saturates or even slightly

decreases whenD reduces further. The enhancement is∼ 10 folds atP = 0.4 W/cm2, but

only ∼ 50% atP = 18 and 32 W/cm2. This is because at highP the oscillator strengthfos
in large NDs is already enhanced due to screening. The saturation of ηint atD < 40 nm in

Fig. 4.7(b) could be due to two factors: the radiative decay rateγr enhancement is saturated,

and atD = 40 nm theηint is already close to 100%.

The variation ofγr with D can be obtained fromηint = γr/γtot as follows:

γr ∝ I γtot/(ηabs ηcolP ), (4.20)
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Figure 4.7: (a) FDTD simulation results: average absorption efficiencyηabs (dotted line),
LDPS factorFp (solid line) and collection efficiencyηcol (dashed line) vs. ND diameterD. The
ηabs curve is normalized to its value atD = 2 µm and, hence, only shows the relative trend;
while theFp andηcol curves are absolute values. (b-d) Average IQEηint, radiative decay rate
γr and oscillator strengthfos vs.D extracted from Fig. 4.1(c) and (d) using Equ. 4.19, 4.20 and
4.21, respectively. The vertical axes of all three figures have arbitrary units (a.u.).
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in which γtot is measured in Fig. 4.1(c). Fig. 4.7(c)shows that theγr improves by only∼ 10

folds asD decreases from2 µm to 40 nm and saturates atD < 40 nm. However, the 10-fold

improvement is not the true potential ofγr improvement in our NDs. According to Fermi’s

Golden Rule[148, 141], γr is determined by both the oscillator strengthfos and LDPSρ:

γr ∝ fos Fp, (4.21)

in which,Fp = ρ/ρ0 is the ratio of the LDPSρ of a dipole in a nanopillar to the LDPSρ0 of

the same dipole in bulk GaN. Note that the oscillator strength fos, defined as the ratio between

the radiative decay rate of the ND in bulk GaN and that of a classical electron oscillator in bulk

GaN[149], is proportional to the square of the radiative transitionmatrix element[103]. As we

shall show below, theγr in the QD limit is mainly limited by the LDPS factorFp.

TheFp changes with the change of local dielectric environment. Asshown in Fig. 4.7(a),

in the QD limit, the average LDPS factorFp is strongly suppressed, withFp < 1/10. Such a

strong suppression in the LDPS should be universal for all nano-emitters closely surrounded

by air-dielectric interfaces, such as colloidal QDs[150], QDs in nanowires[92, 41, 151, 152]

and QDs at the apices of micro-pyramids[46]. Experimentally, it has been demonstrated for

nano-emitters in nano-spheres[153] and nanowires[147]. The radiative decay rateγr in our

NDs in the QD limit can be further enhanced by increasing the LDPS. For example, simply

by conformal-coating the sample with 150 nm GaN, we can recover theFp to unity while

maintaining the relatively highηcol = 15% in QD-NDs[?]. LargerFp andηcol enhancements

may be achieved with more sophisticated structures, such asby enclosing a ND in a micro-

cavity[14] and in a tapered nanowire[144].

With the results ofγr andFp we can calculate the oscillator strengthfos using Equ. 4.21.

As shown in Fig. 4.7(d),fos is enhanced by over 100 folds in the QD limit compared to the

QW limit at P = 18 and 32 W/cm2. The fos enhancement is a direct result of the strain-

relaxation-induced reduction in the piezo-electric polarization fields, which leads to a better

overlap between the electron and hole wavefunctions.

We would like to point out that to extractγr, ηint andfos, we had to deal with the average-

of-product. For example,

I ∝ Pηabs ηcolfosFp/γtot, (4.22)

in which, γtot includes bothγr (∝ fosFp) andγnr. ThePηabs in Equ. 4.22 is decoupled from

the rest of parameters, which reflects that the carrier generation and decay are two indepen-

dent processes. All parameters in the second average vary with both radial positionr and

dipole polarizationp. This average-of-product is approximated by the product-of-average:

ηcol fos Fp 1/γtot. Due to this approximation, our results onfos, γr andηint should be regarded

as order-of-magnitude estimations.
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4.5 Conclusion

In conclusion, we have systematically investigated the optical properties of individual and en-

sembles of InGaN/GaN nanodisks with precisely controlled diameters varying from the QD

limit of D less than 40 nm, to the QW limit ofD up to 2µm. We found significant strain

relaxation in nanodisks with diameters less than 100 nm, leading to a 100-fold enhancement in

the oscillator strength in the QD limit compared to in the QW limit. Together with the 10-fold

suppression in the local density of photon states, this leads to a 10-fold enhancement in the

radiative decay rate, which can be further enhanced by increasing the local density of photon

states.
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CHAPTER 5

Carrier Dynamics in InGaN/GaN Quantum Dots

In this chapter, we show that the carrier dynamics in an InGaN/GaN DIN is governed by two

competing mechanisms: 1) excitons are protected from surface recombination by a potential

barrier formed due to strain-relaxation at the sidewall surface; 2) excitons can overcome the

potential barrier by tunnelling and thermal activation. This is revealed by the PL energy and

decay time of NDs with diameters from 20 nm to 2µm at temperatures from 10 K to 120 K.

5.1 Principles of Carrier Dynamics

In this section, we summarize the principles of the carrier dynamics and how they were identi-

fied by using our site- and structure-controlled NDs. The detailed deduction of the model based

on the experimental data will be presented in later sections. In our NDs the nonradiative decay

is determined by two competing processes: on one hand, the strain-relaxation at the sidewall

forms a confinement potential protecting excitons from recombining with the nonradiative sur-

face states; on the other hand, excitons can overcome the potential barrier through tunnelling

and thermal activation.

In an etched InGaN/GaN nanodisk, the lateral confinement potential for the exciton is

formed due to strain-relaxation at the sidewall [154, 155, 156], as explained in Sec. 4.3 and

illustrated in Fig. 5.1(a). This is manifested as a continuous blueshift of ND PL energy with

the reduction of the diameter (Fig. 5.3), which shows the piezoelectric field is the determining

factor of the potential profile, as explained in [157]. The larger strain-relaxation at the sidewall

compared to the center of the nanodisk leads to a weaker piezoelectric field and, thus, higher

exciton energy. The resulting confinement potential protects excitons from reaching the detri-

mental sidewall surface, and thus plays a critical role in exciton dynamics. The potential profile

will be obtained in Sec. 5.2.

The exciton dynamics is governed by its radiative and nonradiative mechanisms. We will

examine them in Sec. 5.3 by the diameter and temperature dependence of the PL intensity and

decay time of QD ensembles. Here we first present main principles of radiative and nonradiative

decay.

The radiative decay rateγr of an exciton in an InGaN/GaN nanodisk is determined by its
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Figure 5.1: (a) Exciton decay model. A lateral potential profile is formed mainly due to the
reduction in the piezoelectric field at the nanodisk sidewall. An exciton decays mainly through
three channels: the radiative decay and the tunnelling and thermal surface nonradiative decay,
whose decay rates are denoted asγr, γtnl andγthm, respectively. The latter two processes need
to overcome the lateral potential barrier. (b) Biexciton decay model. The presence of another
exciton lowers the potential barrier experienced by any of the two excitons due to the screening
effect, leading to a lower biexciton QE compared to exciton QE.

oscillator strength, the local density of photon states (LDPS) and the temperature. The oscil-

lator strength increases due to strain relaxation, whereasthe LDPS decreases as the nanodisk

diameter is reduced [157]. Meanwhile, since an exciton can be thermally scattered out of the

radiation zone in the momentum space, the averagedγr is expected to decrease as temperature

increases [158, 159]. The relativeγr is reflected by the ratio of the PL intensity and the decay

time, as will be explained in Sec. 5.3.1.

The nonradiative decay of an exciton can occur at the surfaceand in the volume of a QD.

The volume recombination includes the Shockley-Read-Hall[121, 160] and Auger [161] pro-

cesses. In our QDs, the volume recombination was negligible, because at any given temperature

the planar QW on the same sample had a measured total decay time over ten times longer than

that observed from the QDs investigated in this work [157].

The surface nonradiative recombination is of major concernfor nanosturctures with large

surface-to-volume ratios. There are two types of surface nonradiative decay processes based on

the way excitons overcome the potential barrier and reach the sidewall surface: the tunneling

decay and thermal decay, as illustrated in Fig. 5.1(a), which is analogous to the field emission

and thermionic emission in the standard Schottky barrier theory [162, 163].

The tunnelling decay is the dominant nonradiative decay mechanism at low temperatures in

our QDs. It is due to the tunnelling of the exciton through thepotential barrier to the surface,

and is determined by the wavefunction overlap of the excitonand surface states. Hence, the

tunnelling decay rateγtnl is finite even at zero temperature as shown in Sec. 5.3.2. It strongly

depends on the potential barrier profile and only has a weak temperature dependence, similar

to the thermionic-field-emission component in the Schottkybarrier theory [162].
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The thermal decay becomes the dominant nonradiative decay mechanism as the temperature

increases. It is due to the thermal activation of the excitonover the potential barrier to the

surface. Therefore, the thermal decay rateγthm depends strongly on the temperature as well as

the potential barrier profile as shown in Sec. 5.3.3.

Experimentally characterizing the radiative, tunnellingand thermal decay independently

is, however, far from straightforward, since only the totaldecay rate and PL intensity can be

directly measured. Each of these decay rates varies differently with the potential profile, while

the potential profile is determined by multiple structural parameters of the QD, such as the

diameter, thickness and indium mole fraction. Therefore, to obtain the dependence of each

decay mechanism on each structural parameter, one would have to measure the change of the

optical properties while varying each structural parameter separately. This cannot be done with

QDs self-assembled at random sites, whose structural parameters are often correlated with each

other and suffer from large inhomogeneity.

On the other hand, using the site- and structure-controlledQDs described in Sec. 3.1, we

can measure the dependence of the optical properties on one of the structure parameters while

keeping the fluctuations in others minimal. This enables us to extract the decay rates and their

dependence on various structural parameters, as we discussin Sec. 5.3.

5.2 The Lateral Potential Barrier Profile

As explained in the preceding section, the carrier dynamicsin an InGaN/GaN nanodisk strongly

depends on the exciton potential profile in the nanodisk. Therefore, the first step towards mod-

eling the carrier dynamics is to determine the potential profile.

This is done by following the same procedure as in Sec. 4.3. Wemeasure the PL spectra

of nine dense arrays of QD-nanodisks with diameters varyingfrom 19 nm to 33 nm as well

as a QW-nanodisk with 5µm diameter on the same sample at 10 K temperature. We use a

very low excitation intensityP = 1 W/cm2 to avoid significant screening of the electric field.

Fig. 5.2(a) shows the PL spectra of the QW-nanodisk and several QD-nanodisks. Each spec-

trum is composed of a dominant ZPBand a serials of optical phonon (OP) replicas at the lower

energy side of the ZPB. The OP replicas of the QW-nanodisk aremore pronounced compared

to those of QD-nanodisks due to the strain-enhanced wavefunction overlap between carriers

and the longitudinal interface OP modes [119, 120]. The PL intensity of the QW-nanodisk

is weaker compared to those of QD-nanodisks due to the suppression of the exciton oscillator

strength in the QW-nanodisk (Sec. 4.4). Note that PL intensity in this study is normalized to the

area of the InGaN layer and corrected by the collection and absorption efficiencies calculated

by FDTD simulation (Sec. 4.4).

Figs. 5.2(a) and 5.3(a) show that the peak energy of ZPB blueshifts as the diameter of

the QD reduces from 5µm to 19 nm, consistent with what we observed in another sample

in Sec. 4.3 and with previous studies [117, 133, 134, 135, 136, 137, 138]. TheE(D) data in
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Figure 5.2: QD ensemble PL and TRPL taken at excitation intensity P = 1 W/cm2. (a) PL
spectra of ensembles of QDs of diameterD = 21, 25 and 29 nm and a QW of diameter 5µm
at 10 K. The PL intensity is normalized by the area of the InGaNlayer. The spectrum of QW is
multiplied by a factor of 8 for better visibility. (b) The TRPL of ensembles of QDs of diameter
D = 21, 25 and 29 nm at 10 K. (c) and (d) The PL spectra and TRPL of an ensemble of QDs
of diameterD = 29 nm at temperatureT = 10, 50 and 80 K.
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Figure 5.3: (a) PL energyE vs. QD diameterD of nine dense arrays of QDs with diameters
ranging from 19 nm to 33 nm and a 5µm diameter QW taken at excitation intensityP =
1 W/cm2. The inset is a zoomed-in version of the nine dense QD arrays.The solid line is a
fitting curve based on Eq. (4.11). (b) The exciton potential profiles of QDs of diameterD = 19,
22, 25, 29, 33 and 600 nm calculated using Eq. (4.10). The inset is a zoomed-in version of the
five smaller diameters.

Fig. 5.3(a) can be used to extract the characteristic strainrelaxation parametersBm, κ andE0 by

a fitting using Eq. (4.11. We obtain, for this particular sample,E0 = 2.93 eV,Bm = 477 meV,

and1/κ = 27 nm. WithBm andκ, we use Eq. 4.10) to calculate the exciton potential profile

for QDs with different diameters as shown in Fig. 5.3(b).

For describing the carrier dynamics, only the shape of the potential profile matters. For

convenience in later discussions, we shift theφ′(r) in Eq. (4.10) by anr-independent constant

to obtainφ(r) so thatφ(r = 0) = 0:

φ(r) = Bmsech(κD/2)[cosh(κr)− 1]. (5.1)

For a QD of diameterD, φ(r) reaches the maximum and minimum atr = D/2 andr = 0,

respectively, i.e. the potential barrier height is:

φB = φ(D/2)− φ(0) = Bm[1− sech(κD/2)]. (5.2)

5.3 Decay Rates

As explained in Sec. 5.1, an exciton in an QD mainly undergoesthree decay processes: the

radiative, tunnelling and thermal decay (Fig. 5.1(a)). In this section, we show that to consis-

tently explain all measured diameter and temperature dependence of the total decay time and

65



PL intensity in this study, the total decay rateγ = γr + γtnl + γthm has to be expressed as:

γ = γr0(1− e−∆/kBT ) +
c1
D
e
− 2

√
2m
~

D/2∫

0

√
φ(r)dr

+
c2vB
D

e−c3φB/kBT . (5.3)

The three terms on the right-hand-side correspond toγr, γtnl andγthm, respectively.

We show in Sec. 5.3.1, in theγr term,γr0 is the radiative decay rate at temperatureT → 0,

it is independent of the QD diameterD for 21 nm< D < 33 nm; kB is the Boltzmann

constant; and∆ is the exciton homogeneous linewidth limited mainly by impurity and interface

scattering.γr decreases asT increases, due to the thermal scattering of excitons out of the

radiation zone [158]. We show in Sec. 5.3.2, in theγtnl term, c1 is a unit conversion factor

reflecting the probability of the surface recombination;m is the exciton effective mass; and

~ is the reduced Planck constant. The exponential factore
− 2

√
2m
~

D/2∫

0

√
φ(r)dr

is proportional to

the probability for a ground state exciton to tunnel throughthe potential profileφ(r) to the

sidewall surface; the1/D factor takes into account the surface-to-volume ratio. We show in

Sec. 5.3.3, in theγthm term, c2 is a scaling factor similar toc1 but with a different unit;c3 is

a factor that adjust the potential barrier height to accountfor the temperature-dependent part

of the tunneling decay; the exponential factore−c3φB/kBT is the thermal population of excitons

with kinetic energy higher thanc3φB; vB is defined asvB =
√

2(c3φB + kBT )/m, the average

velocity of excitons with kinetic energies higher thanc3φB.

The parametersφ(r) andφB in Eq. (5.3) have been obtained in Sec. 5.2. The remaining five

unknown parameters in Eq. (5.3),γr0, ∆, c1, c2 andc3, can be obtained from carefully designed

control experiments. These include measuring the diameterand temperature dependence of the

PL intensityI and the total decay timeτ = 1/γ of QD arrays with tightly controlled structural

parameters, as shown in Figs. 5.2 and 5.4. Fig. 5.2 shows examples of raw data from which

Fig. 5.4 is extracted.

The diameter and temperature dependence ofγr can be obtained from the ratio of the PL

intensity and the total decay timeI/τ . At low temperatures,τr is approximatelyτr0, and we

found it to be independent of QD diameterD as shown in Fig. 5.5(a). Since atT → 0, γthm is

negligible, the total decay rate in Eq. (5.3) can be simplified into:

γ(D, T → 0) = γr0 + γtnl = γr0 +
c1
D
e
− 2

√
2m
~

D/2∫

0

√
φ(r)dr

. (5.4)

From theτ(D, T → 0) data in Fig. 5.4(a) we obtainedγr0 andc1. ∆ is obtained from theτr(T )

data in Fig. 5.5(b), which is generated from Figs. 5.4(b) and(c) using Eq. (5.5). Finally, after

obtaining all the parameters related toγr andγtnl, we obtain theγthm parameters,c2 andc3, by

fitting theτ(T ) data in Fig. 5.4(c) using Eq. (5.3).

In the rest of this section, we will provide further explanations for the expression of each

decay channel in Eq. (5.3) and the procedures for extractingthe five parameters from Figs. 5.4
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Figure 5.4: (a) The total decay timeτ (square, left axis) and PL intensityI (triangle, right axis)
vs. QD diameterD dense arrays at 10 K. Theτ(D) data is fitted using Eq. (5.4), yieldingγr0 =
59 MHz andc1 = 15 m/s. (b) TheI(T ) data of four dense arrays with QD diameterD = 22 nm
(blue square), 25 nm (red circle), 29 nm (green triangle), 33nm (cyan star) nm, respectively. (c)
Theτ(T ) data of the same four arrays described in (b), which are simultaneously fitted using
Eq. (5.3), yieldingc2 = 2 × 10−3 andc3 = 0.33, as shown by blue solid, red dash, green thick
dash and cyan thick solid curves. The fitting took into account the instrument time-resolution
of 0.2 ns (Sec. 3.2).

and 5.5.

5.3.1 Radiative Decay Rate

First, we show that the radiative decay rateγr of our QDs is mostly independent of the QD

diameterD at 21 nm< D < 33 nm. γr can be calculated from the total decay rateγ and the

PL intensityI [164] using the following equation:

γr ∝ γI. (5.5)

This is because, on one hand,γr of an exciton is related to the total decay rateγ and QEη via

η = γr/γ = γr/(γr + γnr), in whichγnr is the nonradiative decay rate; on the other hand,η is

proportional toI, for QDs of diameter 10 nm< D < 40 nm excited by the same laser intensity
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Figure 5.5: (a) The relativeτr(D) extracted from theI(D) andτ(D) data in Fig. 5.4(a) using
Eq. (5.5). τr(D) is normalized to the average value (dashed line). (b) Theτr(T ) relation of
dense arrays withD = 22 nm (blue square), 25 nm (red circle), 29 nm (green triangle),33 nm
(cyan star) nm. Eachτr data point is proportional to the ratio of the correspondingτ andI
values in Figs. 5.4(c) and (b), respectively. All four sets of data are then fitted together using
Eq. (5.6) withγr0 and∆ being the fitting parameters, resulting in∆ = 8.6 meV and an arbitrary
γr0 value. All data and the fitted curve (solid line) are scaled inthe way thatγr0 = 59 MHz, as
obtained in Fig. 5.4(a).

[157]. Applying Eq. (5.5) to theτ(D) (τ = 1/γ) andI(D) data in Fig. 5.4(a), we obtain the

relative radiative decay timeτr (∝ τ/I) for QD arrays of variousD’s at 10 K, as shown in

Fig. 5.5(a). This figure suggests that for QDs of 21 nm< D < 33 nm, τr is almost constant

for differentD’s with < 24% fluctuations. Henceforth, we useγr0 to denoteγr of all QDs of

21 nm< D < 33 nm at 10 K. The value ofγr0 is extracted to be 59 MHz from theτ(D) data

in Fig. 5.4(a).

The aboveD-independence ofγr at 21 nm< D < 33 nm is not inconsistent with the

drastic increase ofγr asD decreased from2 µm to40 nm in Sec. 4.4. In Sec. 4.4, the increase

of γr was due to the strain relaxation at the nanodisk sidewall [136], which led to the reduction

in the overall polarization fields in the nanodisk and, consequently, the improvement in the

exciton oscillator strength [117, 133]. In this work, the strain is already greatly relaxed in QD

of D < 40 nm, so that further reduction inD does not significantly improve the oscillator

strength any more.

Second, we show that the radiative decay rateγr decreases slightly with increasing tem-

perature due to the scattering and thermalization processes [158], as shown by the increase of

τr in Fig. 5.5(b). In an ideal 2D system, free of impurity-, phonon- and interface-scatterings,

an exciton only radiatively recombines if its in-plane momentumk = 0, or equivalently, ki-

netic energyEk = 0. In the presence of various scatterings, characterized by ahomogeneously

broadened linewidth∆, an exciton withk = 0 may be scattered away fromk = 0, leading to a

reduced recombination probability∝ 1/∆, whereas an exciton withEk < ∆ can be scattered
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intok = 0. According to Boltzmann distribution, the probability foran exciton to haveEk < ∆

is (1 − e−∆/kBT ). Therefore, theT -dependence ofγr follows γr ∝ (1 − e−∆/kBT )/∆ [158].

The linewidth∆ depends onT as∆ = α + βT in the temperature range studied here, withα

due to the impurity- and interface-scatterings, andβT due to the acoustic-phonon-scattering.

Theτr(T ) data in Fig. 5.5(b) shows a non-linearT -dependence ofτr, suggesting that∆ is NOT

much less thankBT . On the other hand,βT ≪ kBT , sinceβ ∼ 1.7 µeV/K for InGaN QDs

[165, 166, 123, 167]. Therefore, we haveβT ≪ α, i.e. impurity- and interface-scatterings are

the dominant scattering mechanisms in our QDs. Henceforth,we treat∆ asT -independent,

which leads to a simplifiedγr expression:

γr = γr0(1− e−∆/kBT ). (5.6)

Using this equation to fit theτr(T ) data in Fig. 5.5(b), we obtained∆ = 8.6 meV.

The above discussion on theT -dependence ofγr assumed that the PL of our QDs is domi-

nated by the free-exciton emission as opposed to localized-or bound-exciton emissions. This

is supported by the sharp cutoff of theI(D) data atD ≈ 20 nm, as shown in Fig. 5.4(a). In

our sample,> 90% of QDs withD > 25 nm are optically active, while hardly any QDs with

D < 19 nm are. Such high sensitivity ofI toD suggests that the surface nonradiative channels

on the nanodisk sidewall dictate the exciton decay process,and that excitons are not confined

by a-few-nanometer-scale localization centers or impurities, but by the entire nanodisk.

5.3.2 Tunnelling Decay Rate

At temperatureT → 0, the dominant surface nonradiative recombination is due tothe tun-

nelling of excitons through the potential barrier to the sidewall surface. The rate of the tun-

nelling decay is determined by the coupling of the exciton and the sidewall surface states. A rig-

orous calculation of this recombination rate requires the full knowledge of the wave-functions

of the exciton and surface states as well as the coupling Hamiltonian, which are difficult to

obtain. Alternatively we evaluate such a pure quantum-mechanical nonradiative decay by a

phenomenological semi-classical model. We calculate the probability for an exciton with zero

kinetic energy to tunnel to the sidewall through the potential barrierφ(r) using the Wentzel-

Kramers-Brillouin (WKB) approximation along the nanodiskradius and write the tunnelling

decay rateγtnl as:

γtnl =
c1
D
e
− 2

√
2m
~

D/2∫

0

√
φ(r)dr

. (5.7)

Here, the scaling constantc1 is proportional to the probability of an exciton at the surface to

recombine with surface states, for which we neglected its temperature dependence. The1/D

factor is the sidewall surface-to-volume-ratio taking into account that the tunnelling happens

along the entire nanodisk circumferenceπD and that the exciton is distributed over the entire

areaπD2/4. The potential barrierφ(r) was obtained in Sec. 5.2.
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Neglectingγthm at low T , we can obtain the parameterc1 together withγr0 from the

τ(D, T → 0) data in Fig. 5.4(a), using Eq. (5.4), as mentioned earlier. The fitting yields

c1 = 15 m/s andγr0 = 59 MHz.

As T increases,γtnl increases due to the occupation of states with higher kinetic energies.

Excitons in higher kinetic energy states see effectively lower potential barriers and thus tunnel

faster. However, to simplify the discussion, we only retaintheT -independent part of the tun-

nelling decay rate inγtnl and include theT -dependent part into the thermal decay rateγthm by

lowering the effective barrier height for thermal decay, asdiscussed next.

5.3.3 Thermal Decay Rate

At a given temperatureT , an exciton has a probabilitye−φB/kBT to gain a kinetic energy greater

than the potential barrier heightφB defined in Sec. 5.2. Such an exciton can overcome the

potential barrier without tunnelling and travel with thermal velocity vB towards the sidewall

surface to recombine nonradiatively. Therefore, the thermal decay rateγthm can be written as:

γthm =
c2vB
D

e−c3φB/kBT , (5.8)

in which, c2 is a proportionality factor, and1/D is again the sidewall surface-to-volume-ratio

explained in Eq. (5.7),vB =
√

2(c3φB + kBT )/m is the average thermal velocity derived using

the Boltzmann distribution. Note that we lowered the effective barrier height by multiplying a

factorc3 (< 1) with theφB in Eq. (5.8) to include theT -dependent part of the tunnelling decay

rate, as discussed in Sec. 5.3.2. Combining Eqs. (5.6), (5.7) and (5.8), we obtain the total decay

rateγ as Eq. (5.3).

Equation (5.3) fits theτ(D, T ) data very well as shown in Fig. 5.4(c). The fitting gives

c2 = 2 × 10−3 andc3 = 0.33, whereas all other parameters in Eq. (5.3) have been obtained in

previous sections.

5.4 Conclusion

In conclusion, we have established a quantitative model to describe the single-exciton potential

profile (Eq. (5.1), Sec. 5.2) and the single-exciton decay processes (Eq. (5.3), Sec. 5.3) in an

InGaN/GaN QD. All parameters needed in the model were obtained from the measured optical

properties of QD arrays, each containing QDs with very similar structures. These parameters

are summarized in Table 5.1.

However, there is always unavoidable structural variations from QD to QD within the same

array, which result in variations in the optical propertiesof individual QDs, including their PL

energy, intensity, decay time and photon-antibunching properties. We will address these issues

in the next two chapters.
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Table 5.1: Summary of parameters of the exciton dynamics model extracted from the QD-array
data in Secs. 5.2 and 5.3. The uncertainty of each value represents the 95 % confidence interval
of the corresponding fitting.

Value Unit Equation Physical meaning
E0 2.93± 0.02 eV (4.11) Exciton energy in unstrained QW
Bm 477± 26 meV (5.1) Strain-induced redshift in a planar QW
κ 0.037± 0.007 nm−1 (5.1) 1/κ: strain-relaxed region width
γr0 59± 24 MHz (5.3), (5.6) Radiative decay rate atT → 0
∆ 8.6± 1.4 meV (5.3), (5.6) Scattering-induced linewidth
c1 15± 7 m/s (5.3), (5.7) Surface recombination factor
c2 0.0020± 0.0008 none (5.3), (5.8) Surface recombination factor
c3 0.33± 0.06 none (5.3), (5.8) Potential-height factor forγthm
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CHAPTER 6

Optical Properties of Single InGaN/GaN Quantum

Dots

In this chapter, we will first present in Sec. 6.1 that the PL properties of a single InGaN/GaN

QD and show that it can serve as single-photon source at temperatures up to 90 K. In Sec. 6.2

we show that despite good control of the site and structure ofa QD, there is inhomogeneity

in the QD’s optical properties. However, the fluctuations indifferent optical properties can

be modeled using the fluctuation of a single phenomenological parameter, the lateral potential

barrier height, as will be explained in Sec. 6.3. Finally, inSec.??, we show that this model

successfully explains the unusual temperature dependenceof the photon-antibunching of a QD.

6.1 Single Quantum Dot Optical Properties

The state of a QD is described by the number of electron-hole pairs (EHPs) it contains. A QD

with N EHPs is said to be in theN th-excitonic state, denoted as|N〉. The decay of the QD

follows a cascade process in which the number of EHPs reducesone by one until the QD is in

the ground state|0〉, i.e. the decay follows|N〉 → |N − 1〉 → |N − 2〉 → ... → |0〉. Due

to the exciton-exciton interaction and electronic state filling, the amount of energy released

during |N〉 → |N − 1〉 is usually different from that released in|N − 1〉 → |N − 2〉. If

the energy released in every cascade step is in the form of a photon, the QD will exhibit a

luminescence spectrum containing multiple discrete spectral lines, each corresponding to one

of the cascade steps. In this work, we denote the exciton|1〉 and biexciton|2〉 states as|X〉 and

|XX〉, respectively. The spectral lines corresponding to|XX〉 → |X〉 and|X〉 → |0〉 are called

the biexciton and exciton emission, respectively.

6.1.1 Photoluminescence Spectrum

The PL spectrum of a single QD of∼ 29 nm in diameter is shown in Fig. 6.1(a), taken at

10 K with an excitation intensity ofP = 6.4 W/cm2. It consists of a dominant zero-phonon

line (ZPL) and a series of weak replicas at the lower energy side of the ZPL (Fig. 6.1(a), inset).
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Figure 6.1: 10 K optical properties of a QD ofD = 29 nm in diameter. (a) The PL spectra at
excitation intensityP = 6.37 W/cm2. The inset is a semi-logarithm plot of the same spectrum
to emphasize the OP replicas. The two black vertical lines represent the spectral window for
the g(2) measurement in Fig.??(a). (b) The PL intensityI vs. the excitation intensityP .
A fit (solid line) of log(I) vs. log(P ) shows thatI has a linear dependence onP . (c) The
time-resolved PL decay curve of the ZPL. A mono-exponentialfit (white line) shows a 3.40 ns
decay time. (d) Exciton emission intensity I vs. angular orientation (θ) of the linear polarizer.
The data are fitted with the equationacos2(θ + b) + c (solid line). The fitting results are
a = 0.832, b = 0◦, c = 0.08. The absolute value of the polarizer angle has no physical meaning
and is offset so thatb = 0◦.
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The integrated intensity of the ZPL increases linearly as the excitation intensity increases

as shown in Fig. 6.1(b). Most frequently, this is attributedto the single exciton emission.

However, this attribution assumes that ZPL contains only one excitonic state. Under this as-

sumption, it cannot be biexciton or tri-exciton emission, which would lead to quadratic or cubic

dependence, respectively. This assumption is verified by the strong antibunching in the second

order correlation function of the ZPL, which will be discussed later. Therefore, we conclude

that the ZPL is indeed due to the single exciton emission.

The ZPL has a broad FWHM of 14 meV which can be due to the finite radiative decay time,

the impurity scattering as discussed in Sec. 5.3.1, and the spectral diffusion. To evaluate the

contribution from the finite radiative decay time, we measured the TRPL of the ZPL as shown

in Fig. 6.1(c). The decay trace is mono-exponential, consistent with the conclusion that the

ZPL is due to a single discrete QD state. The total decay timeτ = 3.4 ns, corresponding to

a homogeneous linewidth of< 6 µeV, much narrower than the PL linewidth of∼14 meV for

the ZPL. Therefore, the linewidth of the ZPL is mainly due to impurity scattering and spectral

diffusion. The spectral diffusion[168] is caused by the charge trapping and releasing processes

on the free surfaces nearby, such as the QD sidewall and the top of the capping layer. Therefore

the spectral diffusion could be reduced by GaN regrowth after surface treatment. The impurity

scattering has been discussed in Sec. 5.3.1 which causes a decrease of radiative decay rate with

increasing temperature.

The series of replicas at the lower energy side of the ZPL has an energy interval of∼90 meV

(Fig. 6.1(a), inset). This value corresponds to the OP energy in GaN (Chap. 2). Hence, we

attribute the replicas to the exciton-OP coupling. Unlike acoustic phonons (APs), OPs has a

flat dispersion curve. The 1PL and 2PL emission occur when theexciton also emits one and

two OPs, respectively. In this process, the energy and momentum conservations are guaranteed

because OPs have flat dispersion curve, i.e. they can have finite energy at zero momentum.

6.1.2 Linear Polarization of the Photoluminescence

The ZPL is linearly polarized as depicted in Fig.??(d). Linearly polarized exciton emission

has been observed by several groups in InGaN QDs of differentforms.[7, 169] This has been

attributed to the anisotropy of the QD strain profile, possibly caused by the anisotropy in QD

geometry.[169] Without additional control measures, the plasma etching process attacks the

sidewall randomly and introduces anisotropy in the lateralgeometry, leading to the linear po-

larization with random orientations.

To understand how anisotropy causes linearly polarized exciton emission, we need to con-

sider the electron band structure discussed in Chap. 2. Without external strain, the energy

eigenstates of electrons and holes are shown in Fig. 6.2(b).The conduction band states are S

orbital angular momentum states with spin up (| ↑〉) and down (| ↓〉) options. The valence band

is in the P orbit and, hence, has three orbital angular momentum eigenstates|P−1〉 = |X− iY 〉,
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Figure 6.2: The origin of the linearly polarized exciton emission. (a) Wurzite GaN crystal
structure. The z-axis is defined as the crystal growth direction (0001) or c-axis. The x- and
y-axes are perpendicular to the z-axis. (b) and (c) Energy eigenstates without and with asym-
metric lateral strains, respectively.

|P+1〉 = |X + iY 〉 and|P0〉 = |Z〉, in which |X〉, |Y 〉 and|Z〉 are along the x-, y- and z-axes

defined in Fig. 6.2(a). For convenience, we neglected the normalization of the wave-functions.

The valence band can be divided into the heavy-hole band, thelight-hole band and the split-off

band. The split-off band is mainly composed of|Z〉 and have very different energy from|X〉
and|Y 〉 due to the asymmetry between thec-axis and the lateral plane. Therefore, we ignore the

contribution from the split-off band in the following discussion. The heavy-hole and light-hole

bands have different energy due to the spin-orbital coupling. The total angular momentaJ of

the four hole states are labeled in theJ-axis in Fig. 6.2(b). The allowed optical transitions have

to obey the angular momentum selection rule as well as the conservation of the spin. With these

limitations, there are only four allowed optical transitions and they are all circularly polarized

(σ±) if observed along the a-axis.

When an asymmetrical strain is applied in the lateral plane,the energy eigenstates mix with

each other as illustrated in Fig. 6.2(c). It turns out that this mixture is very sensitive to the

amount of strain, i.e. a very tiny amount of asymmetry in the strain will cause very high degree

of mixture, leading to highly linearly polarized emission.The 50:50 mixture|(X − iY ) ↓
〉+ |(X + iY ) ↓〉 results in|X ↓〉 with 100% polarization along the x-axis.
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Figure 6.3: Single photon emission up to 90 K. All data are without any background subtrac-
tion. (a) 10 Kg(2) data of the QD described in in Fig. 6.1. (b) 90 Kg(2) data measured from
another QD ofD = 29 nm in diameter. The solid curves are the fittedg(2) function24 showing
g(2)(0) = 0.18 for (a) andg(2)(0) = 0.38 for (b), respectively.

6.1.3 Second Order Correlation Functiong(2)

As mentioned earlier, to verify that the ZPL in the PL spectrum in Fig. 6.1(a) is from a single

discrete state, we need to perform the second-order correlation (g(2)) measurement. We do this

by applying a spectral bandpass filter with a bandwidth of 30 meV as marked by the pair of

vertical lines in Fig. 6.1(a). Using the HBT setup in Fig. 3.6, without saturating the exciton

state, atP = 4.77 W/cm2 excitation intensity, we obtained theg(2) function of the ZPL as

shown in Fig. 6.3(a).

Theg(2)(t) function is defined as:

g(2)(t) =
〈I1(t′)I2(t′ + t)〉
〈I1(t′)〉〈I2(t′)〉

, (6.1)

in which I1(t′) andI2(t′) are the photon flux intensities at timet′ detected by the two arms

of the HBT interferometer, and〈〉 stands for the average overt′. For an ideal single-photon

source, it is impossible for the two arms to detect photons simultaneously, therefore, we have

I1(t
′)I2(t

′) = 0 andg(2)(0) = 0.

In our experiment, we use pulsed laser to trigger the QD. To characterize the number of

photons emitted after each pulse, we define the quantityg
(2)
0 as:

g
(2)
0 =

∫

0th peak

g(2)(t)dt

∫

ith peak, i>1

g(2)(t)dt
. (6.2)

In most experimental systems, due to the low photon extraction and detection efficiencies (≪
1), this expression can be simplified as [170]: g(2)0 = 〈n(n − 1)〉/〈n〉2, wheren is the number
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of photons emitted after each pulse.

Obviously, Equ. 6.2 is only applicable when the laser pulse period is much longer than the

decay time of the QD so that theg(2) peaks do not overlap. In many of our QDs, however,

the decay time is comparable with the 12.5 ns laser pulse period so that theg(2) peaks overlap

considerably with each other, rendering Equ. 6.2 inapplicable.

In this case, in order to extract the equivalentg
(2)
0 , we first need to fit the data by a model

taking into account the dynamics of the emitter. Using the fitting results, we can reconstruct

the g(2) function assuming a pulse periodΛ much longer than the PL pulse duration, so that

the centralg(2) peak is well separated from the side peaks andg
(2)
0 can then be calculated using

Equ. 6.2.

Following Dekel’s work[171], we assume that the spectral window includes the emission

from N excitonic states|1〉, ..., |i〉, ..., and|N〉. We use|0〉 to represent the ground state. To

simplify the formalism, we assume that the laser excitationpulse duration is infinitely short

and that it is followed by the free evolution of QD states until the arrival of the next pulse

which resets the QD as illustrated in Fig. 6.4(a). The assumption is reasonable given that our

laser pulse duration is only∼150 fs, much shorter than the nanosecond time scale of the QD

carrier dynamics. For excitation lasers with long pulse durations, our theory can be readily

generalized by convolution. The use of laser excitation, a coherent light source, implies that

the initial photo-injected number of EHPs obeys the Poissondistribution, i.e. the probability

for the QD to be in|i〉 iswi =
IieI

i!
, whereI is the average number of injected EHPs. We denote

the radiative, nonradiative and total decay times (rates) of |i〉 asτr,i (γr,i), τnr,i (γnr,i) andτi (γi),

respectively. They satisfyγi = γr,i + γnr,i = 1/τi = 1/τr,i + 1/τnr,i. Also we defined the QE

of |i〉 asηi = γr,i/γi. For a given initial QD state|j〉 the probability for the QD being at the

|i〉 state at timet is pij(t) (0 ≤ pij ≤ 1). The corresponding rate equation can be written as
dpj

dt
= Γpj, in which

Γ =



























0 γ1

−γ1 γ2

. . .

−γi γi+1

. . .

−γN−1 γN

−γN



























, (6.3)

andpj = (p0j , . . . , pij , . . . , pNj)
T . With the initial conditionspjj = 1 andpi 6=j,j = 0, pj can be
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Figure 6.4: Pulsedg(2) fitting theory. (a) Illustration of the pulse injection after which the
QD haswj probability to be in the|j〉 state and the following free evolution of all states given
that the QD is initialized in the|j〉 state. In the pulse injection stage, the QD is initialized
at state|j〉 with probabilitywj governed by the Poisson distribution (dashed profile). The
free evolution stage, in which the excitation is off, then starts with state|j〉 at t = 0. The
probability of the QD being at|i〉 at timet is described by thepij(t) in Equ. 6.4. Eventually
at t = ∞ the QD will be in the|0〉 ground state if no excitation comes to reset the QD.
Otherwise, the QD will go back to the pulse injection stage. (b) Illustration of the fourg(2)

integrandsf1, f2, f3, f4 and how they make up theg(2) curve. Each integrand on the right-
hand-side panel is obtained from the corresponding correlation of the two shaded areas in the
left-hand-side panel except forf1(t) whose formation is described in Equ. 6.5. Theg(2)(t)
curve at the bottom is obtained by the summation of the four integrands and the replication
usingg(2)(t)|t=[kΛ,(k+1)Λ] = g(2)(t)|t=[Λ,2Λ], k = 1, 2, ..., andg(2)(t) = g(2)(−t).

solved analytically [171],

pij(t) =







































j
∑

l=1

τ j−1

l
j∏

m=1,m6=l
(τl−τm)

(

1− e−t/τl
)

, i = 0

j
∑

l=i

τ j−i−1

l
j∏

m=1,m6=l
(τl−τm)

e−t/τl , 0 < i ≤ j

0, i > j.

(6.4)

To get theg(2) function, we need to consider all different initial states|j〉 and average their

effects. To simplify the derivation we first define the following quantities:uij(t) = γr,ipij(t),

the emission intensity of|i〉 at t following the initial state|j〉; ui (t) =
∑

i≤j≤N

wjuij(t), the

averaged emission intensity of|i〉 at t considering the fluctuation ofj; u j(t) =
∑

0≤i≤j

uij(t),
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the total emission intensity of the QD att after the initial state|j〉; andu(t) =
∑

0≤i≤N

ui (t), the

total emission intensity. It turns out that to get theg(2)(t) curve over the entire time delay range

t = [−∞,+∞] we only need to calculate two sectionsg(2)(t)|t=[0,Λ] andg(2)(t)|t=[Λ,2Λ], where

Λ is the period of the excitation pulse. These two sections canbe written as following:

g(2)(t)|t=[0,Λ] = f1(t) + f2(t)

= 1
A

∑

i≥1

u i−1(t)
Λ−t
∫

0

ui (t
′)dt′ + 1

A

Λ
∫

Λ−t

u(t′)u(t′ + t− Λ)dt′,

g(2)(t)|t=[Λ,2Λ] = f3(t) + f4(t)

= 1
A

2Λ−t
∫

0

u(t′)u(t′ + t− Λ)dt′ + 1
A

Λ
∫

2Λ−t

u(t′)u(t′ + t− 2Λ)dt′,

(6.5)

where the first integralf1(t) corresponds to the correlation occurs within the same pulseperiod

considering that once anith-exciton photon is detected the QD is known to be in the state

|i − 1〉; f2(t)corresponds to the correlation between two sequential pulses;f3(t) (f4(t)) is the

correlation between the first pulse and the second (third) pulse; andA =
Λ
∫

0

u2(t′)dt′ is the

normalization factor. Figure 6.4(b) illustrates the four integrands as well as how they compose

the entireg(2) curve. The rest of theg(2)(t) curve can be assembled usingg(2)(t)|t=[kΛ,(k+1)Λ] =

g(2)(t)|t=[Λ,2Λ], k = 1, 2, ..., if there is no longer-time-scale blinking effects; andg(2)(t) =

g(2)(−t), if we only consider self-correlation measurement, i.e. thetwo photo-detectors detects

the same photon flux.

It is not hard to see thatg(2)(kΛ) = 1, k = ±1,±2, ... which is due to the normalization

factorA in Equ. 6.5. According to Equ. 6.5, ifu(t) has a characteristic decay timeτu much

shorter thanΛ/2 so thatu(t ≥ Λ/2) ∼ 0, we getg(2)(k+1
2
Λ) ∼ 0, i.e. all peaks are clearly

separated, and thatg(2)(t) only has significant values at the vicinities[kΛ − τu, kΛ + τu], k

is an arbitrary integer. This is the only situation where Equ. 6.2 is applicable. In addition,

from Fig. 6.4(b) and Equ. 6.5, we can readily tell thatf2(t) andf3(t) are mirror symmetric

aboutt = Λ, and thatf4(t) is a translation off3(t) with t → t − Λ. Hence,g(2)(t)|t=[Λ,2Λ]

is an even function with respect tot = 3
2
Λ but g(2)(t)|t=[0,Λ] is not, which means the shape of

all g(2) peaks, defined ont = [(k − 1
2
)Λ, (k + 1

2
)Λ] for arbitraryk, are symmetric except for

the±1st peaks. The±1st peaks has approximately the same shape as other side peaks only

whenΛ ≫ τX . The integrandf1 is the only term in Fig. 6.5 that reflects the quantum nature

of the QD emission. If only one state|i〉 is selected to perform theg(2) measurement, which

effectively sets the QEs of all other states zero by not collecting them,u i−1(t) is always zero

sog(2)(0) = 0. Interestingly, if one selects multiple states, none of which is adjacent to another

state, simultaneously (for instance,|1〉, |3〉 and|6〉) to perform theg(2) measurement,g(2)(0) is

still zero.

The above model forg(2) requires the following input parameters to fit the experimental

data: the average number of photo-injected EHPs by each laser pulsePN , the total decay times
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and the QEs of all QD statesτi andηi, respectively, and the normalization factorA.

The parameterPN can be calculated from the laser excitation intensityP and the absorp-

tion cross sectionσabs of the QD. It is not straightforward to calculateσabs since it is related

to the QD’s geometry, orientation in respect to the laser propagation and polarization direction,

dielectric environment, and InGaN complex refractive index. Using FDTD software we calcu-

lated the absorption cross section for our QD asσabs ∼ 10 nm2 from which we getPN = 0.15

andPN = 0.6 for Fig. 6.3(a) and (b), respectively.

We can further reduce the number of fitting parameters to onlyinclude the normalization

factorA, the exciton total decay timeτ1 and the relative QE of XX̃ηXX/X = η2/η1 by making

the following assumptions. First, we assume that the radiative decay time of all states are

connected with exciton radiative decay timeτr,1 by τr,i = i/τr,1 which is, to the first order

approximation, correct for most QDs. In addition, we define the relative QEs of higher order

multi-excitonic states in respect to exciton asη̃i = ηi/η1 and assume that all higher order multi-

excitonic states than biexciton has negligible QEs, i.e.η̃i = 0 for i > 2. Note that we only

need to know the relative QẼηXX/X but notη1, sinceη1 only appears as a constant in the

uij expression asuij(t) = iη1γ1pij(t) which will be cancelled by the same component in the

normalization factorA in theg(2) expression Equ. 6.5. Once we get the three parameters, the

Equ. 6.2 can then be applied by reconstructing theg(2) curve using a pulse periodΛ ≫ τ1.

Theg(2) data fitting using three parametersτ1, η̃XX/X andA is valid, sinceτ1 mainly affects

the width of theg(2) peaks,η̃XX/X mainly affects the amplitude of the0th peak (̃ηXX/X = 0

meansg(2)0 = 0 i.e. single photon emission), andA is the amplitude of theg(2) side peaks.

To minimize the artificial cutoff due to the finiteN , in our calculations we useN = 20.

For the data in Fig. 6.3(a) the fitting gives̃ηXX/X = 0.16 ± 0.01, τ1 = 3.74 ± 0.03 ns and

A = 181 ± 1.94 from which we getg(2)0 = 0.18 well below0.5. Fitting the data in Fig. 6.3(c)

leads tõηXX/X = 0.36±0.03, τ1 = 5.2±0.11 ns andA = 323±4.06 which yieldsg(2)0 = 0.38.

The non-zerog(2)(0) value comes from emission by multi-exciton states within our spectral

window. Single photon sources based on QDs typically require a narrow spectra filter to sepa-

rate the exciton emission from multi-exciton emissions. Due to the large built-in electric field,

the emission lines in III-N QDs, including in our QDs, are often severely broadened by spectral

diffusion and are difficult to separate, which typically would forbid anti-bunching in the emis-

sion. The good anti-bunching in theg(2) data, despite the inclusion of multi-exciton emissions,

indicates that excitons have much higher quantum efficiencies (QEs) than multi-exciton states.

The difference in QEs results from the lateral potential profile derived in Sec. 5.2, which

serves as a barrier to protect EHPs from reaching the sidewall surface where they recombine

nonradiatively.[172] Therefore, higher potential barriers result in higher EHPQEs. As will

be discussed in more detail, due to the exciton-exciton interaction, biexciton experiences a

shallower potential profile compared to that experienced byexciton, leading to a relatively

lower QE for the biexciton. At low excitation intensities,g(2)(0) is approximately the biexciton-

to-exciton QE ratio.[170]
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6.2 Inhomogeneities in PL properties

Compared to self-assembled InGaN QDs, our QDs have significantly improved control over all

key structural parameters: the nanodisk thicknessl, the indium mole fractionx and the disk

diameterD. Therefore, they have significantly reduced inhomogeneities in optical properties

compared to self-assembled ones made of the same material.

However, inhomogeneities cannot be completely eliminated. There still exist finite fluctua-

tions in all three parameters:δl = 2 MLs limited by MOCVD growth,δD = 2 nm limited by

the electron-beam lithography and plasma etching processes, andδx = 0.2 % limited by the

Poisson distribution of the number of indium atoms, as we have analyzed in [?].

To study the influence of the structural fluctuations to the inhomogeneities in optical proper-

ties, we measured the PL energy, intensity, decay time, spectral linewidth and photon-antibunching

of 30 QDs with the same nominal diameter of 29 nm. We find that all these properties are

strongly correlated despite large inhomogeneities in eachof them. We can successfully explain

these correlations and account for the inhomogeneities of the QDs by varying only the potential

barrier heightφB defined in Eq. (5.2).

To illustrate the inhomogeneities, we intentionally choose two QDs, namely D1 and D2,

with the same nominal diameterD = 29 nm but with very different optical properties at 10 K.

As shown in Fig. 6.5(a), these two dots share some common spectral features, such as a promi-

nent ZPB and weak but discernible OP replicas with an OP energy of ∼ 91 meV [?]. However,

the PL peak energy of D1 is higher than that of D2 by∼ 80 meV; the integrated PL intensity

of D1 is only74% of that of D2; and the ZPB full-width-at-half-maximum (FWHM) of D1 is

15 meV, only42% of D2’s FWHM. Moreover, Fig. 6.5(b-d) shows that their decaytimes and

g(2) functions differ significantly. D1 has a decay time of3.4 ns,79% less than that of D2, and

a g(2)0 value of 0.18 in comparison to D2’s 0.76. Theg(2)0 value is a measure of the degree of

photon-antibunching, as will be defined and discussed laterin Sec.??.

To statistically characterize the inhomogeneity, we measured the PL spectra and TRPL

decay traces of 30 QDs with the same nominal diameterD = 29 nm at 10 K. The PL spectrum

of every QD consists of a dominant ZPB and several OP replicaswith ∼ 90 meV interval [?]

(also see Fig. 6.9(a) for an example). However, the peak-energy E of the ZPB, the integrated

PL intensityI, the FWHM∆E of the ZPB, and the decay timeτ vary among QDs. We plot

their distributions in Fig. 6.6.

To verify the control over our QDs’ structural parameters, we compare the variations in the

QDs’ optical properties with uncertainties in the structural parameters in the fabrication. On

one hand, the statistical distributions of single-dot PL energy are obtained from theµ-PL of 30

individual QDs. As shown in Fig.??(a), the PL energy has a standard deviation of 34.5 meV.

On the other hand, we can estimate the variation in the QDs’ PLenergy due to fluctuations in

l,D, andx. The results are summarized in Table 6.1.

To evaluate the contribution of the fluctuation of∆l = 2 ML (1 ML∼0.5 nm) we use a
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Figure 6.5: (a) The PL spectra of D1 and D2 with peak energies at 2.96 eV and2.88 eV,
integrated intensities of3.7 kcps and5.8 kcps, and ZPB FWHM of15 meV and35 meV,
respectively. (b) The TRPL decay curves of D1 and D2 with decay times of3.4 ns and16.2 ns,
respectively. (c) and (d) are theg(2) functions of D1 and D2 measured with the excitation
intensityP = 204 W/cm2 (0.4 photons per pulse) andP = 76 W/cm2 (0.14 photons per pulse),
respectively. The spectral filter window used in our second-order correlation measurements in
this work are always adjusted to include the entire ZPB.

Table 6.1: The contributions of the thicknessl, indium fractionx and diameterD fluctuations to
the total PL energyE inhomogeneity∆E for a circular Inx=0.15Ga0.85N nanodisk withl = 3 nm
andD = 29 nm.∆E is calculated from each contribution as∆E =

√

∆E2
l +∆E2

x +∆E2
D.

Source Fluctuation Contribution to∆E
Thickness ∆l = 2 ML ∆El = 28 meV
Diameter ∆D = 1.7 nm ∆ED = 6 meV
Indium fraction ∆x = 0.2% ∆Ex = 8 meV

Total calculated ∆E = 30 meV
Total observed σE = 34.5 meV
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Figure 6.6: The statistical distributions of (a) the PL energy E, (b) the PL intensityI, (c) the
FWHM ∆E of the ZPB and (d) the PL decay timeτ of 30 QDs randomly chosen from the
same array of diameterD = 29 nm. All data were taken at 10 K. The PL intensity unit kcps
stands for kilo-count per second recorded by the end detector.
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simple planar capacitor model in which the upper and lower InGaN/GaN interfaces are the

two capacitor plates. We assume that a fixed amount of charge at the two plates leads to a fixed

electric field strengthF . Therefore, increasingl decreasesE by∆E = eF∆l. The amount ofE

reduction from the intrinsic InGaN bandgap without any strain E0 isE0−E = eF l = 63 meV

which is extracted from theE vs.D relation of a QD.[172] Knowing l = 3 nm and∆l = 2 ML

we get∆E = eF∆l/l = 21 meV. Increasingl also reduces carrier confinement in the vertical

(growth) direction which further reduces the PL energy. This can be estimated by a simple

1D particle-in-a-box model, assuming the potential in the vertical direction acts as an infinite

potential well, as∆E = ∆l d
dl

(~π/l)2

2m
= 18 meV in which~ is the reduced Planck constant and

m is the effective mass of a GaN exciton, 1.6 times the free electron mass. Therefore, the total

contribution due to∆l is roughly∆El =
√
212 + 182 = 28 meV.

To study how the diameter influences the optical properties of our QDs, we measured the

PL energy of nine dense arrays of QDs with different diameters. Each dense array has100×100

QDs with the same nominal diameter. Fig.??(b) shows the PL energyE vs. QD diameterD

data, which reflects mainly the relaxation of strain due to diameter reduction.1 A linear fit of

the data suggests that the PL energy changes with diameter ata rate∆E
∆D

= −3.5 meV/nm.

On the other hand, a statistics of QD diameter in the same array measured by SEM suggests

that the diameter fluctuation is∆D = 2 nm as shown in Fig.??(c). Therefore, PL energy

inhomogeneity∆E caused by diameter fluctuation is only around∆ED = 6 meV.

The indium-fraction inhomogeneity originates from the fundamental uncertainty in the

number of indium atoms in each QD. Studies [173] have shown that InGaN is a random al-

loy in which indium atoms distribute randomly but uniformly, and that they do not form the

so-called indium-rich islands of the nanometer-length scale especially when the indium frac-

tion is as low asx = 15 % as in our case. In a disk-shaped In0.15Ga0.85N QD of 3 nm

in thickness and29 nm in diameter, there are aroundN = 4, 500 indium atoms. Being a

random alloy means that the number of indium atoms obeys the Poisson distribution whose

standard deviation can be calculated asσN =
√
N = 67. Therefore, the minimum indium-

fraction fluctuation is∆x = xσN

N
= 0.2%. This gives rise to a PL energy fluctuation of

∆Ex = (3.5 eV − 2.89 eV)∆x
x

= 8 meV, in which3.5 eV is GaN band gap and2.89 eV is

the average QD PL energy from Fig.??(a). Here we assumed that the band gap varies linearly

with the indium fraction.

All three sources of inhomogeneities, as summarized in Table 6.1, add up to∆E =
√

∆E2
l +∆E2

x +∆E2
D

30 meV, which matches well with the observed total PL energy fluctuation ofσE = 34.5 meV.

From this analysis we also concluded that the QD thickness fluctuation is the dominant source

of inhomogeneity.

The influence ofl fluctuation onE can be understood using a simple capacitor model:

E = E0 − eF l [174, 156], in which F is dominated by the strain-induced electrical field.

1Note that, with a reduction of the disk diameter, the PL energy may also increase due to lateral quantum
confinement. However, this only leads to a change of< 10 meV varying the diameter from 30 nm to 20 nm.
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Hence, based on Eqs. (4.11) and (5.2),δE can be described by the fluctuation inφB. According

to Fig. 6.6(a),E varies by about120 meV in the sameD = 29 nm array, which allows us to

estimate thatφB varies from∼ 0 to 120 meV based on Eqs. (4.11) and (5.2). In the following

we show that indeed, for a givenD, the influence of structural parameter fluctuations on the

optical properties can be modeled by varying only the potential barrier heightφB.

6.3 Correlations among PL properties

Despite the seemingly random fluctuations in each PL property, we find that all measured PL

properties are strongly correlated. Figure 6.7 shows the correlations amongE, I, ∆E andτ .

These correlations demonstrate that all QDs in the same array share the same radiative decay

timeτr and that the observed PL inhomogeneities can all be modeled by the variation ofφB, as

shown below.

6.3.1 The Correlation betweenI and τ

The correlation betweenI andτ of individual QDs are linear as shown in Fig. 6.7(a). This

suggests thatτr (∝ τ/I) is insensitive to the mechanism that leads to the PL inhomogeneity

among QDs of the sameD. We have found earlier in Sec. 5.3.1 thatτr is also insensitive toD.

Henceforth, we treatτr0 as a constant for all QDs of 22 nm< D < 33 nm in our sample, whose

value has already been obtained in Sec. 5.3.1 asτr0 = 17 ns.

6.3.2 The Correlation betweenE and τ

The correlation betweenE andτ are shown in Figs. 6.7(b). As discussed in Sec. 6.2, the PL

energyE fluctuation is mainly due to the thickness fluctuationδl, or equivalentlyδφB. On

the other hand,φB also determinesτ through Equ. 5.4. Therefore, we can plot the theoretical

correlation curve (Fig. 6.7(b) solid line) betweenE and τ by sweeping theφB value from

4 to 120 meV. For eachφB value we obtainE using Equ. 4.11 andτ using Equ. 5.4. The

understanding of the correlation is straightforward: In a QD with low E, the potential barrier

heightφB is large. Therefore, the exciton decay is dominated by the radiative decay with a

decay time close toτr0 = 17 ns, whereas the tunneling and thermal decay are suppressed.In

a QD with highE, theφB is low. Therefore, the exciton undergoes tunneling and thermal

nonradiative decay in addition to the radiative decay, leading to a short decay time.

6.3.3 The Correlation between∆E and τ

The correlation between∆E and τ in Fig. 6.7(c) can be understood as follows. The ZPB

consists the contributions of multiple unresolved spectral lines, as manifested by the non-zero

g
(2)
0 values from all our QDs (Fig. 6.8(a)). Therefore,∆E is determined by the linewidth of
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Figure 6.7: Statistical correlations among PL energyE, intensityI, decay timeτ and the
FWHM ∆E of the ZPB taken from 30 QDs randomly chosen from the same array of dot
diameterD = 29 nm. All data are taken at 10 K. (a) TheI-τ correlation. Each data point
represents the data from one QD. The solid line is a linear fit showing an excellent linearity
betweenI andτ . (b) TheE-τ correlation. The solid line is the theoretical curve obtained by
sweeping theφB value as described in Sec. 6.3.1. (c) The∆E-τ correlation. The solid line is a
fitting using Equ. 6.6.
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each spectral line as well as the separation between lines. The impurity-scattering induces a

broadening of∆ = 8.6 meV in each spectral line as discussed in Sec. 5.3.1. The restof the

∆E is due to the spectral diffusion that leads to further broadening in each spectral line and the

exction-exciton interaction that leads to larger separation between lines. The spectral diffusion

is caused by the interaction between the exciton’s permanent dipole moment and the randomly

appearing charges in the vicinity of the QD [175]. The permanent dipole moment is mainly due

to the electron-hole separation by the strain-induced electric field. Hence, QDs with a greater

thicknessl, or equivalentlyφB, have stronger spectral diffusion. Thickerl (greaterφB) also

leads to greater separations between different multi-excitonic states due to stronger repulsive

exciton-exciton Coulomb interaction, as will be discussedin Sec. 6.3.4. Meanwhile, a greater

φB also leads to a longerτ as discussed earlier. Hence the positive correlation between∆E and

τ in Fig. 6.7(c) is explained. For simplicity, we approximatethe positive correlation between

∆E andτ as a linear relation:

∆E = a + bτ. (6.6)

We obtain from Fig. 6.7(c) thata = 10± 3.5 meV andb = 1.4± 0.4 meV/ns.

6.3.4 The Correlation betweeng(2)0 and τ

In our QDs, as shown in Fig. 4.1(a), as well as in many other InGaN/GaN QDs [125, 126,

130, 131, 132], the biexciton emission typically has higher energy than the exciton emission,

i.e. the biexciton has a negative binding energy−BXX. This is because our QDs arec-plane

oriented, hence the electrons and holes are separated in thegrowth direction by polarization

fields. Therefore, there are strong electron-electron and hole-hole repulsive interactions, while

the electron-hole attractive interaction is weakened withincreasing thickness [127, 176, 177].

Due to the large thickness of 3 nm of our dots, the biexciton binding energy becomes negative.

Correspondingly, fluctuations in the InGaN thickness also lead to fluctuations in theBXX.

The biexciton binding energyBXX is positively correlated with the ZPB linewidth∆E and

decay timeτ of the QD luminescence. This is because a QD with greaterφB has a thicker

InGaN layer, which leads to stronger repulsive electron-electron and hole-hole interactions

and thus a greaterBXX. This, together with the stronger spectral-diffusion, leads to a larger

overall∆E in QDs whose|X〉 and|XX〉 lines are not resolved, as explained in Fig. 6.7(c). For

simplicity, we assume thatBXX is proportional to the linewidth broadening∆E −∆, which in

turn contains joint contributions from spectral diffusionand exciton-exciton interaction:

BXX = cXX(∆E −∆) = cXX(a+ bτ −∆). (6.7)

The second equation is based on Equ. 6.6. Recall that∆ is the broadening caused by the

impurity scattering as discussed in Sec. 5.3.1.

TheBXX also corresponds to the difference in the exciton and biexciton potential barrier

87



heights. This is because the strain-induced electrical field and, therefore, the repulsive electron-

electron (hole-hole) interaction, is strongest atr = 0 and is negligible atr = D/2. As a

result, the biexciton potential barrier heightφB,XX can be expressed asφB,XX = φB − BXX,

as illustrated in Fig. 5.1(b). Assuming that the potential profile scales with its height, we can

describe the potential profileφXX(r) for an EHP in the|XX〉 state by modifying Equ. 5.1 as:

φXX(r) =
φB,XX

φB
φ(r). (6.8)

The tunneling and thermal nonradiative decay rates of an EHPin the |XX〉 state,γtnl,XX

andγthm,XX, are obtained by replacingφ(r) andφB with φXX(r) andφB,XX in the decay rate

equations 5.7 and 5.8.

The radiative decay rate of an EHP in the|XX〉 stateγr,XX is assumed to be the same as that

of the EHP in the|X〉 stateγr,X. This is because the radiative decay rate is insensitive to the

piezoelectric field and potential barrier height for 22 nm< D < 33 nm, as shown in Fig. 5.4(a)

and 6.7(a). Note that the decay rate of the|XX〉 state is twice as fast as the decay rate of an

EHP in the|XX〉 state because there are two EHPs in|XX〉.
The biexciton QEηXX is determined by its radiative decay rateγr,XX and nonradiative decay

rateγnr,XX = γtnl,XX + γthm,XX via ηXX = γr,XX/(γr,XX + γnr,XX). As we shall show next, the

biexciton QEηXX together with the exciton QEηX determines the degree of antibunching of

the QD emission.

We can apply the biexciton decay rates and theg
(2)
0 theory developed above to explain the

correlation betweeng(2)0 and the total decay timeτ of QD PL shown in Fig. 6.8(a), which is

taken from 16 randomly chosen QDs ofD = 29 nm at 10 K.

As discussed in Sec. 6.2, the variations in PL properties among these QDs can be accounted

for by the variation of a single parameterφB from 0 to 120 meV. For a givenφB value, we can

calculateγtnl,X andγthm,X for excitons using Eqs. 5.7 and 5.8 with all other parametersobtained

in Table 5.1. This gives usτX (= τr,X + γthm,X + γtnl,X) as well asηX (= γr,X/γX). Due to the

low excitation intensityP , the biexciton contributes little to the total decay timeτ , therefore,

τX can be treated asτ . Eachτ value corresponds to aBXX according to Equ. 6.7. Knowing

BXX, we can calculate theφXX, φB,XX according to Equ. 6.8, from which we obtain theγtnl,XX,

γthm,XX andηXX. Finally,ηXX/ηX gives usg(2)0 (Equ. 6.5). The only unknown parameter is the

cXX in Equ. 6.7 used to obtainBXX, which reflects the contribution ofBXX to the ZPB linewidth

∆E. The best match between the theory and experiment is obtained whencXX = 0.9, as shown

by the solid line in Fig. 6.8(a), suggesting thatBXX contributes significantly to∆E.

The ladle-shapedg(2)0 -τ correlation in Fig. 6.8(a) results from the variation of theηXX/ηX

ratio from dot to dot. The correlation curve reveals three regions I, II and III, as illustrated in

Fig. 6.8(b), where different exciton and biexciton decay mechanisms dominate. In Region I,

QDs have largeτ , indicating high potential barriersφB, so that both the exciton and biexciton

mainly decay radiatively and their QEs are both close to one,resulting ing(2)0 close to one. In
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Figure 6.8: (a) Theg(2)0 vs. decay timeτ data of 16 randomly chosen QDs of diameterD =
29 nm. The solid line is obtained by sweeping the value ofφB as explained in Sec. 6.3.4. (b)
An illustration of the different physics in the three regions described in Sec. 6.3.4. The solid
arrows represent dominant decay channels, whereas the dashed arrows represent less dominant
channels.

Region II, QDs have mediumτ , suggesting relatively lowerφB. In this region, excitons still

experience high enough potential barriers so that they mainly decay radiatively with highηX;

whereas biexcitons’ potential barriers are not high enough, due to the exciton-exciton Coulomb

interaction, so that they mainly decay nonradiatively withlow ηXX. This leads to lowηXX/ηX

and, consequently, strong anti-bunching ing(2). In Region III, QDs have very shortτ , suggest-

ing that the potential barriersφB for both excitons and biexcitons are very low. At the limit

φB → 0, we haveγX = γXX → c1/D+ c2vB/D according to Eq. (5.3).c1/D+ c2vB/D is the

maximum nonradiative decay rate allowed by surface recombination when there is no lateral

potential barrier. On the other hand,γr,X = γr,XX. Therefore, we haveηXX/ηX → 1. This

explain whyg(2)0 climbs back to unity asτ decreases in Region III.

6.4 Temperature Dependence ofg(2)0

Single-photon emission was observed up to 90 K from a QD of diameterD = 29 nm as shown

in Fig. 6.3(b). A systematic study on this QD shows a peculiartemperature dependence ofg
(2)
0 .

As shown in Fig. 6.9, theg(2)0 value is the lowest when the temperature is around 80 K. This

can be explained by the difference in exciton and biexciton’s potential barrier heights in a QD.

Figure 6.9(a) shows the PL spectra of this QD. At a low temperatureT = 10 K and a high

excitation intensityP = 100 W/cm2, the PL spectrum is composed of multiple overlapping

peaks with an overall ZPB linewidth of 50 meV. Keeping the same temperature but lowering
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Figure 6.9: (a) The PL spectra of a QD ofD = 29 nm atP = 100 W/cm2, T = 10 K
(blue);P = 100 W/cm2, T = 80 K (red); andP = 25 W/cm2, T = 10 K (green). (b-d) The
scattered data points form the measuredg(2)(t) of the QD at 10, 50 and 80 K, respectively, at
P = 100 W/cm2. All data are without background subtraction. The solid lines are the fitting
curves obtained from the method developed in [?] (also briefly described in Sec.??). Each
fitting returns the biexciton-to-exciton QE ratioηXX/ηX, exciton total decay timeτX andg(2)0 .
The fittedg(2)0 values are shown next to the centralg(2) peaks (dips).
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Figure 6.10: The blue squares in (a) and (b) are theg
(2)
0 and τX extracted from theg(2)(t)

data of the QD at 10, 30, 50, 80 and 90 K, three of which are shownin Fig. 6.9(b-d). The red
lines are the theoretical curves based on theφB andBXX values extracted from Fig. 6.9(a) as
described in the text. The inset in (a) is an extension of the theoreticalg(2)0 (T ) curve to 300 K.

P weakens the higher energy peaks, suggesting that the higherenergy peaks are due to multi-

exciton emissions. Keeping the sameP but increasing the temperature to 80 K weakens the

higher energy peaks as well, suggesting that QEs of multi-excitons reduce faster with temper-

ature than the QE of exciton does.

This mechanism is verified by the improvement of the antibunching in theg(2)(t) as the

temperature increases from 10 to 80 K at a fixed laser excitation intensityP , as shown in

Fig. 6.9(b-d). From each of theg(2)(t) data we obtaing(2)0 and the exciton decay timeτX using

the method developed earlier. The resultingg
(2)
0 (T ) andτX(T ) data are shown in Figs. 6.10(a)

and (b), respectively. Both sets of data can be reproduced bythe carrier dynamics model in

Chap. 5 using parameters in Table 5.1 as follows: From the 10 KPL energyE = 2.85 eV

and ZPB linewidth∆E = 50 meV (Fig. 6.9(a),P = 100 W/cm2) we obtainφB = 80 meV

andBXX = 37 meV, according to Eqs. (4.11) and (6.7), respectively. Following the same

steps as we used in Sec. 6.3.4,φB gives rise toγX(T ) andηX(T ) = γr,X(T )/γX(T ) through

Equ. (5.3); whereasBXX gives rise toφB,XX based on Eq. (6.8), which leads toγXX(T ) and

ηXX(T ) = γr,XX(T )/γXX(T ) through Eq. (5.3) as well. Using Equ. (6.5) and recalling the

assumption thatγr,X = γr,XX in Sec.??, the ratioηXX(T )/ηX(T ) = τXX(T )/τX(T ) gives

rise to the theoreticalg(2)0 (T ) curve shown as the solid line in Fig. 6.10(a). For comparison,

the theoreticalτX(T ) andτXX(T ) are plotted in Fig. 6.10(b). From Fig. 6.10(b) it is evident

that the improvement of theg(2)0 as temperature increases is due to the faster dropping ofτXX

compared toτX , i.e. the biexciton’s thermal decay rate increases faster than the exciton’s.

This is ultimately because, in the same QD, the biexciton hasa lower potential barrier than the

exciton as a result of the repulsive exciton-exciton Coulomb interaction.

However,g(2)0 does not always decrease with temperature. Instead, there is an optimal
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temperature, at whichg(2)0 reaches its minimal. In the inset of Fig. 6.10(a),g
(2)
0 increases as

T increases above 80 K. This can be understood as following. Atthe limit T → ∞, we have

γX = γXX → c2vB/D. This leads tog(2)0 → 1, similar to what happened in the Region III of

Fig. 6.8. The optimal temperature increases withφB, since a greaterφB means higher QEs for

both the exciton and biexciton, as well as a larger difference between them.

This anomalous temperature dependence ofg
(2)
0 suggests that one way to improve the op-

erating temperature of these QDs is to increase theφB value by, for instance, having a higher

indium composition or a thicker InGaN layer.

6.5 Conclusion

We studied the carrier dynamics of site- and structure-controlled nanodisk-in-a-wire InGaN/GaN

QDs. The minimized inhomogeneities in all key structural parameters–the QD diameter, thick-

ness and indium composition–allowed a systematical mapping between the optical properties

and structural parameters.

Our results revealed that the sidewalls in these etched QDs played a vital role in enhancing

the radiative decay rate and enabling good antibunching, while it also ultimately limited the

QE. The strain relaxation at the sidewall led to greatly enhanced radiative decay rates in QDs

compared to QWs [157]. More importantly, it created potential barriers, which are different

for the excitons and biexcitons and preferentially protected the excitons from surface recom-

bination, leading to lowg(2)0 values. This suggests that by engineering the potential barrier

height, such as by varying the indium composition or nanodisk thickness, one could achieve

purer single-photon emission and at higher temperatures with QDs fabricated by our method.

However, the QE was ultimately limited by the surface recombination at the sidewall, even

at very low temperatures, due to tunneling of the carriers tothe sidewall. Such surface dy-

namics has often been overlooked in dot-in-a-nanowire based optical devices, especially in

low-temperature measurements.

Furthermore, the statistical correlations between various optical properties of numerous

single QDs with markedly similar diameters enabled us to understand the impact of structural

parameters on the optical properties. Together with the study on QD ensembles, we established

a quantitative relation between the optical properties andthe structural parameters. And we

showed that variations in optical properties of QDs of the same diameter could be modeled by

the variation of only one phenomenological parameter, the exciton potential barrier height.

These findings may be applicable to a wide range of strained III-N nanostructures with large

surface-to-volume ratios, such as nanowires, nanospheres, and nanopillars. Hence the carrier

dynamics we analyzed and quantitatively modeled in this work may have broad impacts on

improving the performance of III-N based photonic devices.
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CHAPTER 7

Electrically Driving and Controlling InGaN/GaN

Quantum Dots

7.1 Electrically Driven Single-Photon Emitting Diodes

Single-photon sources (SPSs) are the key component of a range of important applications in-

cluding quantum communication, quantum information processing and precision measurement.

The practicality of these applications relies on the scalable fabrication of SPSs that can operate

at non-cryogenic temperatures and can be integrated with other electrical and optical compo-

nents. Quantum dots (QDs) based on III-N semiconductors arethe most promising candidates

for fulfilling these requirements. This is because high-temperature SPSs have only been demon-

strated for QDs made of wide-bandgap semiconductors, such as II-V and III-N semiconductors

and diamonds [36, 41, 34, 178, 35, 40], or non-semiconductor materials [32]. Among them,

electrical-injection and site-control, two critical requirements for integration with other elec-

trical and optical devices, have only been separately demonstrated for III-N QDs [1, 179, 40].

Here we demonstrate electrically driven SPSs based on site-controlled InGaN/GaN QDs.

Site-controlled III-N QDs have been fabricated in multipleways, including those grown

at apices of micro-pyramids [6], inversed micro-pyramids [180], nanowires [40], as well as

our dot-in-nanowires (DINs) [1] made by plasma etching a planar single InGaN/GaN quantum

well. Compared to all others, our DINs are particularly optimized for electrical-injection, since

the current-pathway naturally overlaps with the QD active region, leading to the demonstration

of electrically driven single-photon emission from site-controlled III-N QDs in this work.

7.1.1 Electroluminescence and Single-Photon Emission

The sample and measurement setup used in this section has been shown in Chap. 3. We first

study the EL properties of a single DIN. Fig. 7.1(a) shows theEL intensity as a function of

the applied voltage suggests a clear turn-on behavior at∼4 V forward bias. This suggests that

electrons and hole are both present in the InGaN region only at biasVbias > 4 V. The EL

spectra of the DIN at different forward voltages are shown inFig. 7.1(b). Each of the spectra

is composed of a dominant zero-phonon peak at 3.06 eV with a weak shoulder at∼20 meV
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Figure 7.1: EL properties at 10 K. (a) The integrated EL intensities of the DIN vs. applied
bias. (b) The EL spectra of the QD at various bias voltages. All spectra are normalized to their
maximum intensity and shifted vertically for comparison. (c) The EL intensity vs. angle of the
polarization selection at 5.7 V forward bias. The solid lineis a fitting curve. (d) Theg(2)(t) of
the DIN EL at 5.7 V forward bias without background subtraction. The solid line is a fitting
curve.

higher energy and an optical-phonon peak at 2.97 eV. The 90 meV optical-phonon energy is

consistent with our previous results [1]. The zero-phonon peak and its higher energy shoulder

are most likely due to emission from single exciton (X) and its many negatively charged states

(Xn−, n = 1, 2, ...). This is because compared to the holes in the p-GaN region, electrons in

the n-GaN region has higher concentration and higher mobility (∼100 cm2V−1s−1 for electrons

[181] and∼10 cm2V−1s−1 for holes[182]). Therefore electrons arrive at the InGaN QD at bias

Vbias < 4 V, before holes arrive. The broad linewidth of the zero-phonon peaks is due to the

spectral diffusion as a result of local charge fluctuation caused by the current flow.

The EL is linearly polarized as shown in Fig. 7.1(c), which istaken by rotating a half-

wave plate in front of a linear polarizer. The EL intensity vs. polarization angle (θ) data are

fitted using the equationI1−I2
I1+I2

cos2(θ + θ0) +
I2

I1+I2
, resulting in a degree of polarization of

I1−I2
I1+I2

= 0.7 ± 0.04. The polarization angleθ0 does not correspond to any crystal orientation

and is random among DINs. Linearly polarized emission has been observed in many InGaN

QDs including electrically driven ones [169, 7, 1, 92]. It has been attributed to the anisotropy in

the InGaN lateral dimension. In our QDs, anisotropy can be caused by the RIE process which
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Figure 7.2: The current-voltage (I-V) characteristic of the DIN at 10 K. The upper-left inset is
the semi-log of the I-V curve. The lower-right inset illustrates the effective circuit in which the
pin-junction and the ITO/p-GaN Schottky contact are connected in series.

attacks the DIN sidewalls randomly. The anisotropic lateral shape leads to mixing between

heavy and light hole states resulting in the linearly polarized emission [169].

To demonstrate the single-photon nature of the EL, we performed second-order correlation

(g(2)) measurement on the EL of the DIN, which exhibits a strong antibunching as shown in

Fig. 7.1(d). The data can be fitted by a simple expressiong(2)(t) = g(2)(0) + (1− g(2)(0))(1−
exp(−|t|/τ)) yielding g(2)(0) = 0.42 (or g(2)(0) = 0.38 after adjusting for the APD dark

counts [94]) andτ = 4 ns. The non-zerog(2)(0) is due to higher order multi-exciton emission

whose quantum efficiency is largely suppressed by the surface recombination in our DINs [1].

The parameterτ represents the decay time of the zero-phonon emission. The slow decay time

is due to the strong polarization fields in the InGaN region which reduces the electron-hole

wave-function overlapping [118].

7.1.2 Current-Voltage Characteristics

The current-voltage (I-V) characteristics of the DIN is shown in Fig. 7.2. Note that the current

is the average of 8100 DINs connected in parallel. ComparingFig. 7.1(a) and Fig. 7.2 we can

see that the current that flows through the device atVbias < 4 V is not converted into light

emission. This confirms that electrons and holes start to arrive at the InGaN region at different

biases. Due to the lower hole concentration and mobility in the p-GaN region, holes only start

to arrive at the InGaN region atVbias > 4 V. We note that hole injection can be improved by

increasing the acceptor concentration in the p-GaN region.

At small forward bias ofVbias < 2 V, the current increases exponentially (inset of Fig. 7.2)
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as the bias increases, which is expected from an ideal pin-junction. However, asVbias ramps

above2 V the increase of the current becomes slow and nearly linear.This suggests that the

diode is connected in series with another resistor, which ismost likely the non-ohmic ITO/p-

GaN contact [183]. Using the slope of the I-V curve atVbias > 2 V and the diameter of the

DIN we can estimate the ITO/p-GaN specific contact resistivity to be∼ 10−2 Ωcm2, consistent

with the reported values ranging from10−1 to 10−3 Ωcm2 [101, 184, 185]. Therefore, the

transportation behavior of our device can be modeled using asimple circuit composed of a pin-

junction with resistanceRpin and a reverse Schottky junction with resistanceRStky as shown

in the lower inset of Fig. 7.2. AtVbias < 2 V, the total device resistance is dominated by the

pin-junction, orRpin > RStky. At Vbias > 2 V, the total device resistance is dominated by the

ITO/p-GaN contact, orRpin < RStky.

The above interpretation to the I-V curve is verified by the bias-dependent PL measurement

of the DIN. The PL spectra of the DIN at a fixed laser excitationdensity of 100 W/cm2 and

varying voltages are shown in Fig. 7.3(a). Without applyingany bias, the PL energy is at

3.09 eV, 30 meV higher than the EL energy in Fig. 7.1. AsVbias increases from 0 to 2 V the PL

peak energy redshifts at a rate of∼ −10 meV/V. AsVbias goes above 2 V, the redshift stops at

3.06 eV. This trend is summarized in Fig. 7.3(b) with a finer bias increment.

The redshift atVbias < 2 V is due to the decrease of the depletion width in the pin-junction

as illustrated in Fig. 7.4. The PL energy is influenced by boththe built-in polarization field

Epol and the external electric fieldEpin due to the donor and acceptor depletion in the n-GaN

and p-GaN regions, respectively.Epol is determined by the spontaneous and piezoelectric po-

larizations in the InGaN region [186] and is independent ofVbias. Epin is proportional to the

depletion width in the n-GaN and p-GaN regions [162] and therefore decreases as the voltage

dropVpin on the pin-junction increases. At small bias ofVbias < 2 V, Rpin is greater thanRStky

and, hence, most of the voltage is applied on the pin-junction, i.e. Vbias ≈ Vpin. As a result,

the increase ofVbias quickly decreases the pin-junction depletion width, leading to a decrease

in |Epin|. Due to the quantum confined Stark effect [187, 188], a stronger total electric field

Et = Epol +Epin leads to a lower PL energy. SinceEpol andEpin have opposite directions, the

redshift observed in Fig. 7.3 suggests that|Epin| < |Epol|.
The much slower redshift atVbias > 2 V is due to the dominance of theRStky compared to

Rpin as explained earlier. At large forward biases,Rpin becomes very small as expected from

an ideal pin-junction. Hence, the voltage dropVpin on the pin-junction reaches plateau. As a

result,Epin stops decreasing at bias> 2 V leading the near absence of further PL energy shift.

The additional voltage dropVStky = Vbias − Vpin is applied on the ITO/p-GaN contact, which

only makes the p-GaN more depleted at the ITO/p-GaN interface.
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Figure 7.3: PL properties at 10 K. (a) The PL spectra of the DINat several applied voltages.
(b) The PL peak energy vs. the applied voltage.
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7.2 Electrically Controlled Photoluminescence Properties

In contrast to the fast development in III-N single-photon devices, fundamental understanding

of excitons, especially their charging and fine structures,in III-N QDs is lacking despite recent

progresses [169, 189, 190, 191, 192]. This understanding, however, is important for building

better single-photon sources and extending the application of III-N QDs to other fields such as

single electron spin qubit [60, 61, 62] and entangled single-photon sources [16, 55].

The lack of understanding in exciton charging and fine structures in III-N QDs results from

their complicated material properties compared to that of their III-As counterparts. First, many

III-N QDs reported so far have linewidths of∼1 meV [169, 190, 191, ?], over an order of

magnitude broader than that of III-As QDs, rendering it harder to resolve spectral features

separated by less than 1 meV. This is due to the large exciton permanent dipole moment caused

by the strong strain-induced electrical field and the higherdefect densities in III-N materials,

typically grown on lattice-mismatched substrate. Second,when linewidths are reduced, a single

III-N QD often exhibits many spectral lines from both A- and B-excitons, their charged excitons

and multi-excitons, all of which are separated by a few meV [169, 190, 191]. Indeed, in some

cases, over five spectral lines are observed from the same QD [169] and their identification

remains ambiguous. Third, the exciton fine structure splitting (FSS) is highly sensitive to the

anisotropy and confinement in III-N QDs, which leads to FSS ranging from 100sµeV [191] to

a few meV [190]. This further complicates the identification of spectral lines as one needs to

also distinguishing between A-B splitting and FSS.

In this section, we unambiguously identify neutral and charged A- and B-excitons from

single InGaN/GaN QDs and study their fine structures by inserting a QD in a GaN-nanowire

p-i-n charge-tunneling diode. Similar diode structures have been widely used to study charged

excitons and exciton fine structures in III-As QDs [193, 194, 195], but have not been used to

study similar physics in III-N QDs. We show that our device isideal for studying III-N QDs as

it possesses the following advantages. First, the internalelectrical field is significantly reduced

due to the strain relaxation in GaN nanowire [117, 133, ?] and the built-in potential of the p-i-n

junction [162]. This strongly suppresses exciton permanent dipole moment, leading to much

narrower spectral linewidths. Second, the charge-tunneling diode structure enables precise

control of the number of charges tunnelling into the QD by tuning the bias voltage [193, 194],

which separates neutral excitons from charged ones and greatly simplify the spectrum. Third,

being able to study singly charged excitons, which do not have FSS [189], and neutral excitons

separately allows clear differentiation between A-B exciton splitting and FSS.

7.2.1 Charge-Tunneling Diode

The sample used in this section is the same as the one in the previous section, except that here

we look at low bias voltages. To understand the working principle of our charge-tunneling

diodes, we first calculate the conduction and valence band profiles along the central vertical
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Figure 7.5: Sample structure and band profiles. (a) 45◦-angle SEM image of four nanowire
diodes without SOG and contacts. (b) Schematic cross-section view of a single InGaN/GaN
DIN diode, including the ITO/Ti/Au p-contact, SOG insulating layer and Ti/Au n-contact. (c)
Working principle of the charge-tunneling diode. (d) The conduction band (CB) and valence
band (VB) profile along the growth direction (z). (e) The intrinsic (i) section of (d).
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axis (z-axis) of a nanowire. We assume the p- and n-doping densities to be1 × 1017 cm−3

and 1 × 1018 cm−3, respectively. The calculation uses the commercial simulation package

TiberCAD and solves three-dimensional (3D) strain distribution, k·p-method band structures,

and classical carrier drift-diffusion equations self-consistently [196]. The resultant band profile

at zero bias,Vbias = 0 V, is shown in Fig. 7.5(c). The electron and hole envelope functions

and eigen-energies in the QD are then calculated by solving Schrodinger equations using the

band profiles as shown in Fig. 7.5(d). The results exhibit thefollowing features. First, due to

the much higher doping density in the n-GaN region, the QD electron ground state is much

closer to the Fermi level, which is aligned with the donor andacceptor levels, than the QD hole

ground state. As a result, it requires much less forward biasto inject electrons into the QD

than to inject holes. As illustrated in Fig. 7.5(d), when a forward bias is applied,Vbias > 0, the

conduction band is lowered. When it is aligned with the n-GaNdonor level, a single electron

will tunnel from n-GaN into the QD, which forms Coulomb blockade preventing additional

electrons from entering the QD. The QD will stay singly charged untilVbias increases further

to overcome the Coulomb blockade. Second, the carrier diffusion in the p-i-n junction creates

an electrical field of 0.3 MV/cm which reduces the internal field in the QD by20%. This,

combined with the effect of strain relaxation at the sidewall of the QD, results in a overall

reduction of the internal field in a QD of 40 nm in diameter by∼ 40% compared to that in

an un-etched InGaN/GaN quantum well. This is manifested as the small spectral linewidth of

2–6 meV from our QDs which is comparable to self-assembled InGaN QDs, especially when

considering the close proximity of our QDs to the plasma etched sidewall surfaces. We expect

even narrower linewidths if surface passivations are used.

We first measure the voltage-dependent PL of two QDs, QD1 and QD2, at a fixed excitation

power density ofP = 100 W/cm2, as shown in Fig. 7.6. Note that, due to the photo-voltaic

effect, all PL energy-voltageE-Vbias traces in Fig. 7.6(b)-(c) will be shifted towards left as

the excitation laser power density increases. In another word, the excitation laser creates an

effective positive bias. Therefore, all data presented here have their bias voltage corrected by

the corresponding photo-voltage.

The energyE of spectral peaks red-shift asVbias increases. This is due to the increment of

the total electrical field intensity|Ftot| in the QD region as a result of the decrement in the p-i-n

junction built-in field intensity|Fpin|. Stronger|Ftot| leads to lower exciton energy through

the so-called quantum confined Stark effect. The red-shift∆E of the PL energy is quadratic

with Vbias due to the variation of the permanent dipole moment, or electron hole envelope

function overlap, with the variation ofFtot. This can be expressed as∆E ∝ βF 2
tot, whereβ

is the polarizability. Using this equation we extractβ values of−300–−800 meV/(MV/cm)2

for all spectral speaks. The magnitude ofβ is, however, 3–8 times higher than a previous

reported value from a self-assembled InGaN/GaN QD. We note thatβ sensitively depends on

the indium composition, height, and diameter of a QD, none ofwhich were specified in the

previous work. For QD1, atVbias ∼ −1 V, ∆E/∆Vbias is nearly zero. This indicates that the
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Figure 7.6: Voltage-dependentµ-PL spectra form two QDs, QD1 (a-c) and QD2 (d-f). (a) and
(d) show spectra at voltages indicated by the dashed lines in(b) and (e), respectively. (c) and
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(b) and (e), respectively. Voltages are corrected from the laser induced photo-voltage.
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Fpin being400 kV/cm fully cancelsFpol, which is consistent with the simulatedFpol value in

our partially strain-relaxed QDs.

The charge-tunneling effect is demonstrated by the discontinuity in E and∆E/∆Vbias in

the voltage-dependent PL energy shift as show in Fig. 7.6. Let us first consider theE-Vbias
traces labeledX0

A, X1−
A , andX2−

A . The first electron tunnels into the QDs atV1 ∼ 0.25 V,

marked by the reduction inE and |∆E/∆Vbias|. Therefore,X0
A andX1−

A represents neutral

and singly negatively charged excitons, respectively. Thesudden reduction inE [clearer in

Fig. 7.6(c)] atV1 suggests that the attractive Coulomb interaction between two electrons and

hole exceeds the repulsive Coulomb interaction between thetwo electrons. The sudden re-

duction in|∆E/∆Vbias| [clearer in Fig. 7.6(f)] is due to the reduction in the permanent dipole

moment as the additional electron inX1−
A brings both electron and hole envelope functions

closer to the center of the QD through Coulomb interaction. The second electron tunnels into

the QDs atV2 ∼ 0.8 V, marked by the increment inE and reduction in|∆E/∆Vbias|. The

increment inE is expected as an additional electron is added to an already-negativeX1−
A . The

reduction in|∆E/∆Vbias| is due to the same mechanism as that atV1.

7.2.2 A- and B-Excitons

We show in the following thatX0,1−,2−
A andX0,1−,2−

B are associated with A- and B-excitons,

respectively. First, the integrated intensity ofX0
A andX0

B at Vbias = −0.04 V are linearly

dependent on the excitation power densityP atP < 150 W/cm2 [Fig. 7.7(a)], indicating they

are both excitons as opposed to biexcitons. Again, we emphasize that theVbias has already be

corrected by the photo-voltage. For without such correction, the energy ofX0
A andX0

B will red

shift or even becomeX1−
A andX1−

B asP increases. This will lead to ’false’ non-linear power

dependence for both peaks. Second, bothX0
A andX0

B are linearly polarized with high degree

of polarizations of 80% and 60%, respectively, and polarization angles almost perpendicular

(75◦) to each other [Fig. 7.7(b)]. This further supports theX0
A andX0

B assignment, for if the

two peaks areX0
A andXX0

A (or X0
B andXX0

B) they should have the same polarization. The

orthogonal linear polarizations fromX0
B are due to the strain and geometrical anisotropies in

the QD lateral plane. TheX0
A-X0

B energy splitting being 13 meV is mainly due to the A- and B-

valence band splitting∆2 caused by the spin-orbital interaction in the hole states [Fig. 7.8(a)].

7.2.3 Fine Structures of Neutral and Charged Excitons

The fine structure ofX0
A is studied in Fig. 7.8. The PL spectra ofX0

A (Vbias = 0 V) andX1−
A

(Vbias = 0.5 V) at two perpendicular polarization in Fig. 7.8(b) shows a discernible FSS in

X0
A. To quantify the FSS, polarization-dependent PL intensityI andE for X0

A andX1−
A are

extracted in Fig. 7.8(c) and Fig. 7.8(d), respectively. TheFSS inX0
A is 370 ± 120 µeV, which

originates from the electron-hole exchange interactionδx,y. AsX0
A transits intoX1−

A , the FSS

is no longer discernible [Fig. 7.8(d)]. This is expected, asboth electron spin states are now
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Figure 7.7: A-B exciton splitting in QD1. (a) PL spectra of -0.04 V corrected voltage at90◦

(solid line) and0◦, respectively. (b) Intensity ofX0
A andX0

B at -0.04 V corrected voltage and at
various excitation densities.

occupied, leading to the the absence of FSS inX1−
A as illustrated in Fig. 7.8(a).

We would like to mention that in majority of our QDs, we do not seeX0
B orX1−

B . When we

do observe them, they are usually much weaker compared toX0
A orX1−

A which always present.

This is probably because B-holes lies at higher energies so that their lateral confinement poten-

tial is weaker, leading to more severe non-radiative decay for X0
B andX1−

B . As such, further

improvement in our device quality, especially the reduction of surface recombination is needed

in order to have a better understanding of neutral and charged B-excitons.
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Figure 7.8: Fine-structures ofX0
A andX1−

A in QD2. (a) Illustration of the optical transitions
of X0

A, X1−
A , X0

B andX1−
B and their fine-structures. (b)X0

A (0 V) andX1−
A (0.5 V) spectra

at 90◦ (solid lines) and0◦ (dashed lines). The inset contains the same spectra but normalized
to their respective maximum in order to show the fine-structure splitting ofX0

A. (c) and (d)
show the polarization-dependent emission energy (dot) andintensity (square) ofX1−

A andX0
A,

respectively.
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CHAPTER 8

Conclusions and Future Work

8.1 Conclusions

We have shown in this thesis that top-down etched site-controlled InGaN/GaN QDs are suit-

able material platform for scalable quantum technologies including quantum communication

and computation, which may one day revolutionize the landscape of the communication and

computing industry. Our QDs are more efficient light emitters compared to the InGaN/GaN

QW they are etched from. They possess atom-like discrete energy levels as demonstrated by

both optically and electrically driven single-photon emission. Their controlled forming site

enables us to scalably integrate QDs with electrical contacts at desired locations and shall also

facilitate their integration with other solid-state components such as microcavities. In addition,

they have the potential to operate at above cryogenic temperatures due to the adoption of III-N

semiconductors and can be efficiently driven by electrical current, both merits further improve

scalability and practicality. Finally, we have demonstrated the control of the number of charges

in each QD and mapped out detailed energy levels in our QDs including A- and B-excitons

and their fine structures, both are key to advanced quantum devices such as entangled-photon

source and single-electron spin qubit. Specific achievements are summarized as following.

We have shown that despite being at close proximity of the etched sidewalls, excitons in

our QDs can radiatively recombine efficiently. This is due tothe following reasons. First,

the strong strain relaxation in such as QD greatly reduces the internal polarization fields and,

hence, improves the electron-hole-wavefunction overlap.This leads to an enhanced radiative

recombination rate. Second, the non-uniform strain relaxation profile creates a lateral confine-

ment potential barrier that hinders excitons from reachingthe detrimental sidewall surface and,

hence, suppress the non-radiative recombination rate.

The ability of controlling the site and structure of each QD also enabled comprehensive

mapping between optical properties and QD structures, suchas material composition, QD di-

ameter, and thickness. This led to the discovery of several decay mechanisms in our QD in ad-

dition to the radiative recombination, including volume nonradiative recombination, tunneling-

induced surface recombination and thermal-activation-induced surface recombination. All these

decay channels can be quantitatively described by a simple analytical model. This model was
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able to successfully explain several non-intuitive and potentially useful phenomena, including

the enhanced photon antibunching with increasing temperature.

With a good understanding of the carrier dynamics and their dependence in QD structures,

we were able to make useful devices based on our QDs. To date, we have demonstrated op-

tically pumped single-photon sources that operate up to 90 Ktemperature and can be easily

integrated with other photonic components due to their site-control and small foot-print. In ad-

dition, the geometry of our QDs is advantageous for current driven devices due to the naturally

high overlap between the current pathway and QD active region. This allowed us to demon-

strate the first electrical-driven site-controlled single-photon source based on III-N QDs, which

marks another milestone towards practical single-photon sources that have both high scalability

and high operating temperatures.

Finally, the capability of applying electrical bias to the QD also allowed us to demonstrate

the first III-N charge-tunneling diode that can control the number of net charges in a III-N QD.

This new apparatus opened up a new perspective to study the energy levels and fine structures

in III-N QDs and led to the first unambiguous identification ofneutral and charged A- and B-

excitons and the unambiguous observation of fine structure splitting of neutral exciton in III-N

QDs. Such device shall prove to be a powerful tool to understand exciton charging the fine-

structure splitting in III-N QDs and shall enable more advance quantum technologies such as

entanged-photon generation and single-electron qubit.

8.2 Future Work

8.2.1 Improve Quantum Dot Scalability

The work in this thesis represents an important step towardshighly efficient and robust QDs

that can be integrated with other solid-state components inlarge scale and operate in practical

environments. However, most of the main issues of QDs that hinder the ultimate realization of

this goal still remain, i.e., low operating temperature andinsufficient scalability.

So far, the highest operating temperature of our QDs is 90 K, higher than all III-As QDs,

as expected from III-N semiconductor, but still cryogenic and far from practical. This may

be solved in two directions. First, improving the quantum efficiency of our QDs by develop-

ing surface passivation or material regrowth technique to reduce surface recombination. This

shall also reduce the spectral broadening and enable the resolution of finer spectral features for

studying fundamental QD physics. Second, using heterostructures that have greater bandgap

offset between QD and barrier regions to prevent carriers from escaping the QD to the barrier.

Despite precise site-control, the structure of each QD is still not sufficiently controlled, as

manifested by the significant inhomogeneity in optical properties from one QD to another. This

hinders the scalable integration of our QDs with other on-chip components. The inhomogeneity

is mainly caused by the fluctuation in QD thickness. Therefore, the first step towards solving

107



this problem is to improve the material growth technique to enable more uniform QW growth

across the wafer.

8.2.2 Integrated Systems Based on Our Quantum Dots

This thesis has mostly focused on the fundamental physics and applications of single bare

QD. The tremendous potential of integrating these site-controlled QDs with other photonic and

electronic component has not been demonstrated. Because ofthe precise site-control and small

foot-print on the chip, our QDs can be integrated in large scale with a wide range of solid-state

photonic and electronic components.

The integration with other photonic components include microcavities, waveguides, and

antennas. These components either change the local densityof photon states that a QD couples

to or modify the propagation direction of emitted photons. Integration with microcavities can

enhance the radiative decay rate through Purcell effect andimprove the collection efficiency

of emitted photons. It may also lead to indistinguishable photon emission due to the enhanced

radiative decay rate. Integration with waveguide will allow efficient routing of photons to

desired places on the chip. Integration with antenna and alike will allow efficient coupling with

out-of-chip components such as optical fiber.

However, we would like to point out that the fabrication of high quality III-N microcav-

ities and waveguides remains challenging. This is partly due to the relatively low refractive

indices of III-N materials and the difficulty in growing lattice-matched III-N alternating layers

with high refractive index contrast, which are commonly used to grow distributed Bragg re-

flectors. It is also partly due to the chemical robustness of III-N which renders many common

nanofabrication techniques in other semiconductor materials ineffective, such as the oxidation

and wet-etching of sacrificial layers which are important inmaking photonic crystal mem-

branes. Therefore, serious efforts are needed to develop novel growth and fabrication methods

for III-N materials.

On the positive side, however, III-N semiconductors typically have much large oscillator

strength compared to low bandgap semiconductors. This lowers the requirements to the pho-

tonic components in many applications enabled by coupling with optical modes, such as Purcell

radiative enhancement and strongly-coupled QD-cavity systems. For instance, in III-As semi-

conductors, very high quality optical microcavities are required to achieve strong-coupling

between excitons and photons in both QD and QW systems. In III-N systems, however, strong

coupling have been achieved with very low quality microcavities and with very little amount of

III-N active medium.

The integration with other electronic components has been demonstrated in this thesis. Due

to the small foot-print and the ability to control the properties of each QD, multiple QDs with

their own properties and electrical contacts can be denselypacked and individually controlled

and driven. This capability has never been demonstrated before and thus may enable many
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novel technologies that requires the switching of multiplelight emitters with different proper-

ties in a sub-micron space. For instance, we can pack four QDsin a sub-wavelength space each

with its own linear polarization direction (0◦, 45◦, 90◦, 135◦) and electrical contacts, and then

coupled them to a common single-mode fiber. This way, a very efficient light source for BB84

quantum communication protocol is realized. For another instance, we can place multiple QDs

in a bio-chemical solution each with its own electrical contacts. We can then turn them on

and off one-by-oe and observe the response of a probe molecule in the solution. This way, we

can track the position and motion of the probe molecule usinga principle similar to that of the

globe-positioning system (GPS).
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