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ABSTRACT

Observation and Measurements of the Higgs Boson with the H — WW® — ¢(vfv Decay
by
Jonathan David Long

Chair: Jianming Qian

A summary is presented of the observation of the Higgs boson decaying into a pair of W
bosons and measurements of its properties using the H — WW® — (vfv channel with
the ATLAS detector at the Large Hadron Collider. Up to 4.5fb~! of data collected at
center-of-mass energy /s = 7TeV and 20.3fb~! at \/s = 8 TeV are used. An excess over
the background only expectation is observed at 6.1 standard deviations with 5.8 expected.
This corresponds to a measured signal strength, the ratio of the measured to expected cross
section times branching ratio, for a Standard Model Higgs boson with my = 125.36 GeV
of ;1 = 1.097)1%(stat.) T0-17(syst.). The measured signal strengths for the gluon fusion and
vector boson fusion production modes are pigep = 1.027579(stat.) 7032 (syst.) and pypr =
1.27104 (stat.) T039(syst.) respectively. The presence of vector boson fusion production is
tested using the ratio of these signal strengths resulting in evidence for vector boson fusion
production at the level of 3.2 standard deviations. This analysis is projected to have an
uncertainty on the signal strength of 14 % at the end of the Large Hadron Collider running
with 300fb~! and 10% at the end of the High Luminosity LHC running with 3000 fb~!,
assuming no improvements on the current theoretical uncertainties on the signal. The WW
final state is also used to determine the off-shell Higgs boson production signal strength in the
mass range above 2my. Using the C'L, method, a 95 % confidence level upper limit of 17.2
is placed on the off-shell signal strength, assuming a gg — WW background k-factor equal to
that of the gg — H — WW signal. The ratio of off-shell signal strength to on-shell strength
can be interpreted as a measurement of the Higgs boson total decay width assuming the
relevant Higgs boson couplings are independent of the production energy scale. Combining the
H — WW and H — ZZ on- and off-shell analyses, the observed (expected) 95 % confidence
level upper limit on the Higgs boson total width is 22.7 (33.0) MeV.
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CHAPTER I

Introduction

The field of high energy physics (HEP) is rooted in the ambition to understand nature at
its most fundamental level. It follows a long history of exploring the universe at smaller and
smaller scales. Using high energies allows us to probe extremely small scales, smaller than
the protons and neutrons which make up atomic nuclei. This is often equated with probing
the physics of the universe shortly after the Big Bang, a time when the universe was very
hot (energetic). In some sense, the birth of HEP came about in the late 1800s, which saw
the advent of Maxwell’s equations describing electromagnetism, discovery of electrons, and
discovery of X-rays. Since then, descriptions of the weak and strong forces have emerged,
cemented by the discovery of many particles in the latter-half of the 1900s.

A theory called the Standard Model (SM) of particle physics represents our current
understanding of the fundamental building blocks of nature, particles, and their behavior
through forces. It is a remarkably successful theory and a culmination of work over centuries,
with its current form arising in the mid-1970s. Until the discovery of the Higgs boson in 2012
by the ATLAS (A Toroidal LHC Apparatus) [1] and CMS (Compact Muon Solenoid) [2]
experiments at the Large Hadron Collider (LHC), the SM was missing one last piece of
experimental evidence in order to be complete—complete in the sense of all predicted SM
particles having been discovered, not as a description of nature. The Higgs boson is a
consequence of the Higgs mechanism, which explains how the W and Z bosons can be massive
while the photon is massless, and provides a method for including the masses of fundamental
particles in the theory. Thus the discovery and measurements of the Higgs boson are a test
of this important mechanism.

This dissertation describes two analyses using data collected by the ATLAS detector
involving a particular decay mode of the Higgs boson into a pair of W bosons, which then
decay leptonically: H — WW® — ¢ufv. A brief overview of the underlying theory and
motivation for the Higgs boson is found in Chapter II. Chapter III describes the LHC,
the machine which produces proton-proton (pp) collisions, and the ATLAS detector, the



instrument which records them. Chapter IV describes the performance of the ATLAS detector
and objects used in the analyses in the latter chapters. The main analysis is described in
Chapter V, serving as a baseline for the others. It contributed to the discovery of the
Higgs boson and continues to play a role in the subsequent measurements of Higgs boson
properties, such as how strongly the Higgs boson couples to other particles. The second
analysis, presented in Chapter VI, probes the total decay width of the Higgs boson using
a novel technique involving measurement the off-shell production rate of the Higgs boson.
Direct measurement of the Higgs boson width at the LHC is difficult due to the detector
resolution being much larger than the expected width. Finally, projected sensitivities of the
H — WW® — (uly analysis in the far future, including at the possible High Luminosity
LHC (HL-LHC), are covered in Chapter VII.



CHAPTER 11

The Standard Model and Higgs Boson

This chapter gives a brief overview of the background and formalism of the theory behind
modern particle physics—the Standard Model (SM), plus the role of the Higgs mechanism
and the expectations for the Higgs boson at the LHC. Many summaries of the SM and Higgs
mechanism exist; in particular, Refs. [3-6] cover the quantum field theory (QFT) and setup
of the SM discussed in this chapter. Natural units' are used for energy and momentum units
in this and the remaining chapters. In brief, the SM does an excellent job at describing
fundamental particles and forces and the Higgs mechanism completes it by allowing for a
description of masses of fundamental particles. An extra particle, the Higgs boson, comes

out of the Higgs mechanism.

2.1 The Standard Model

The SM [7-15] is a theory describing the fundamental building blocks of the universe, par-
ticles, and their interactions, forces. It is immensely successful at describing our experimental
observations. For example, the prediction and measurement of the anomalous magnetic
moment of an electron agree to nine significant digits [16]. The theory describes three of the
four fundamental forces: the electromagnetic (EM), the weak, and the strong force. The
EM force is responsible for the interaction of electrically charged particles, e.g., electrons in
an atom. The weak force is responsible for radioactive decays and plays an important role
in powering stars. The strong force governs the interactions within the nucleus and binds
the constituents of protons and neutrons together. Each of these forces is mediated by the
exchange of a particle, a force carrier. Including gravity, the fourth force, in a unified theory
has long been a theoretical goal. However, gravity is much weaker than the other three forces

and does not play a role in the processes relevant to this dissertation.

!'Natural units are a redefinition of units with fundamental constants set to unity, e.g., ¢ = A = 1; thus,
masses GeV /c? will be in terms of GeV.



The SM is built on the formalism of QFT, which describes fundamental particles with
states of a quantized field. Forces are described by gauge theories, mediated by so-called
gauge bosons. Much of the theory can be attributed to its SU(3)¢ x SU(2), x U(1)y gauge
invariance, meaning pieces of the theory are invariant under rotations in these spaces. Notably,
the photon, the EM force carrier, is massless, while the W and Z bosons, force carries of
the weak force, are massive. This difference is referred to as electroweak symmetry breaking
(EWSB), and understanding the origins of EWSB is a fundamental goal of the LHC scientific
program.

Basic properties of the fundamental particles and force carriers are listed in Table 2.1.
Fermions are particles with half-integer spin and bosons are particles with integer spin.
Quarks, shown in blue, are fermions with electric charge and carry a color charge of the
strong force; they are the constituents of protons (uud) and neutrons (udd). Such composite
particles with two quarks are called mesons and those with three, baryons; together, all
composite particles made of quarks are called hadrons. Leptons, shown in green, are fermions
with both massive, electrically charged leptons (e.g., the electron) and massless (in the SM)
electric-charge zero neutrinos. Finally, bosons (or force carriers), shown in orange, mediate
the electromagnetic force (photon 7), strong force (gluon g), and weak force (W and Z
bosons). The force carriers are all spin-1, and henceforth also called vector bosons. Notably,
the gluon carries color, and thus interacts with itself, unlike the photon. All of these particles
have anti-particles, which have the same mass and spin, but opposite charge—the electrically
neutral photon and Z boson are their own anti-particles. Anti-particles are generally denoted
with a bar (e.g., € or ) or in some cases by their charge when it is relevant, e.g., e*.

Although the SM describes all of the particles and forces discovered so far (excluding
gravity), it is an incomplete description of the universe. For example, we lack a description
of the nature of dark matter and dark energy, which make up the majority of our universe.
Supersymmetry (SUSY) is a theory which resolves some of the inadequacies of the SM, such
as offering a dark matter candidate and providing corrections to the calculation of the Higgs
boson mass. Thus, searching for SUSY is also a large part of the LHC physics program.
Colloquially, such additional theories are referred to as beyond the Standard Model (BSM)
theories. As mentioned, there is no satisfactory quantum theory of gravity, from which there
is a hypothesized spin-2 graviton. The universe around us is dominated by matter; how this

2 There is also no

asymmetry between matter and anti-matter arose is an open question
accounting for non-zero neutrino masses in the SM; though, they can easily be accounted for
by adding a right-handed neutrino. Finally, before the LHC data taking, the origin of the

masses of fundamental particles and EWSB were missing pieces to a complete SM. This last

2Tt is thought that the Big bang should have created matter and anti-matter in equal amounts.



2.3 x107° 1.28 173.2 0

Up (u) Charm (c) Top (t) Gluon (g)
12 12 12 1 0
2 3 2 3 2 3
4.8 x 107° 9.5 x 107° 4.18 0
Down (d) Strange (s) Bottom (b) Photon (7)
11 11 1 1 1 0
2 3 2 3 2 3
<2x107° <1.9x 10 <1.8x1072 91.19
Electron Neutrino (v) Muon Neutrino (v,) Tau Neutrino (v;) VA
i 0 10 10 1 0
5.11 x 1074 1.06 x 1071 1.78 80.39
Electron (e) Muon (u) Tau (1) W=
L L L 1+l

Table 2.1: SM particles, excluding the Higgs boson, with their mass in GeV at the top of
the cell, spin in the lower left of the cell, and electric charge in the lower right of the cell.
Values are taken from the Particle Data Group (PDG) [17]. Fermions are in blue (quarks)
and green (leptons). Bosons are in orange.

piece of the SM was the initial motivation for the analysis in Chapter V.
The dynamics of the SM are described by a Lagrangian formulation, with the action the

integral over all space-time of the Lagrangian density £ (henceforth the Lagrangian),

S = /,C(l‘)d4I. (2.1)

Symmetries play an important role in the SM. There are both discrete symmetries, e.g., time
reversal, and continuous symmetries, e.g., translation and rotation. These are transformations
which leave the system, or Lagrangian, unchanged. Symmetries can be divided into two
classes: global symmetries which do not depend on space-time coordinates and gauge (local)
symmetries which do. Symmetries are particularly important because of the implications of
Noether’s theorem [18], which states that if a system has a continuous symmetry, then there
is a corresponding conserved current, and thus a conserved charge. For example, translational
invariance is associated with the conservation of momentum, and Lorentz invariance, physical
laws are independent of their inertial reference frame, is associated with the conservation

of the invariant mass, easily verified because the mass is a Lorentz scalar, i.e., it has no



space-time indices. Give the SM contains spin—% matter fields, we need to describe their
dynamics, which will need to respect the symmetries of the theory.
The Dirac Lagrangian for a spinor field with mass m describes the kinematics of spin—%

particles:
Lpirac = Y(z) (i7"0, — m)) ¥(z), (2.2)
where W¥(x) is a Dirac spinor (the fermion field) and ¥(z) = Uf4? is its adjoint. The symbol

~# represents the Dirac matrices satisfying the anti-commutation relation

{7 = 29", (2.3)

where ¢g"” is the metric tensor. In four dimensions, they can be represented in terms of Pauli

sigma matrices and the additional 4° (in the Weyl basis):

N o (0 1
! _<—o—i 0) ! _(11 0) 24

This makes the term WV a Lorentz invariant, and such terms in a Lagrangian are associated
with a particle’s invariant mass. In this 2 x 2 representation, the Dirac spinor can be written
as a left-handed (L) and right-handed (R) Weyl spinor:

(YL
T = <¢R> . (2.5)

Putting the Dirac Lagrangian into the Euler-Lagrange equations yields the Dirac equation

for fermions:
0= ("0, —m)¥(x). (2.6)

It will also be useful to introduce the projection operators

1F45 5 -1 0
Prp= h = 2.7
L,R 5 where 7y 0 1/ ( )

such that P gV = 11, g and the subscript L, R on fr r implies Pr rf.

2.1.1 Quantum electrodynamics

Quantum Electrodynamics (QED) describes the interactions of electrically charged parti-
cles and its force carrier, the photon. The dynamics associated with the electric field must be

added to the Lagrangian. The Dirac Lagrangian (which is what we need for charged fermions)



is invariant under a global U(1) transformation:
U — eV, (2.8)

The associated current is j* = U~y*WU, which we will identify as the electric current by
including the electric charge e, j* = eW~y*WU. The electric field term in the Lagrangian is built
from the field strength tensor F* = 0FA¥ — 9V A*, where the gauge field A* is defined in

terms of a scalar and vector potential A* = (¢, A). In order to preserve the U(1) symmetry,

the gauge field must also transform as
1
A — AP — —0Fa(x) . (2.9)
e

To make it a gauge symmetry, we replace the partial derivative with a covariant derivative
D, =0, —ieA,, where a(z) is now space-time dependent.
The QED Lagrangian is thus,

1
Loep =V (iv*D,, —m) ¥ — Z—1]%’;“,1?“” : (2.10)

Plugging in the covariant derivative, we get:

. Maxwell term .
Dirac term Interaction term

— I 1 —
Laorp = 104", — mUT — ZF’“’FW — Uy, A" (2.11)

where the last term is the interaction of the charged particle (V) with the field (A*), i.e., the

eey vertex.

2.1.2 Unification with the weak force

The weak force and electromagnetic force can be described as one unified electroweak
theory, which obeys SU(2), x U(1)y. We will denote the gauge field associated with the
U(1)y symmetry as B,,. The non-abelian SU(2) gauge invariance requires three gauge fields,
Wi =1,2,3), one for each SU(2) generator, in order to preserve the symmetry, similar to

what was done in the previous section. The transformation is written as
U — Ty (2.12)

where the three components of T" = 7°/2 are related to the Pauli matrices 7° = ¢ in this

representation. The W; fields represent three spin-1 bosons, which can be written in a mass



basis:

W
V2
W =Ww3.

Wi

With all of this we can write the associated covariant derivative needed for gauge invariance
for left-handed and right-handed fields:

Y 1, -

Dﬁ =0, — zglEBM — 19257 w, (2.13)
.Y

Df =0, — ZglEBIH

where g; and g9 are couplings that determine the strength of the interactions. ¥ = 2(Q — T3)
is the weak hypercharge, computed from the electric charge () and third component of the
weak isospin for each particle. The value of T3 for components of SU(2) multiplets is analogous
to that of spin: spin-0 corresponding to a singlet, Spin—% to a doublet, and spin-1 to a triplet.
Charged leptons and down-type quarks have T35 = —1/2, neutrinos and up-type quarks have

T3 = +1/2, and right-handed particles T35 = 0. The fields transform as

i i 1 i j
Wi — W, + ;aue — et W (2.14)

Fermions are represented by left-handed SU(2) doublets, which are charged under U(1)y,

and right-handed SU(2) singlets. Using electrons as an example, we would write them as

L:(Vf> and 7, (2.15)
(&
L

QL = (Z) and UR,dR. (216)
L

or with quarks,

Putting this all together, we can write down the terms in the Lagrangian with a sum over

the three families:

family=1,2,3
Low= > |L'iv"DEL! + ey Dfich + QLin* DEQ] (2.17)
f
— . 3f - 1 ) 14 1 4
+ afyiy Dffufy + dfin D} - Wi W = 1B B



where the field strength tensor B, has the same form as F),,, and W;V = 6quf — 8VWZ; +
g26“b0W5W5 is the field strength tensor of Wﬁ, with the extra term arising because the
SU(2) generators do not commute, [T%, T°] = ie®*T¢. The Levi-Civita symbol, €%, is an
antisymmetric tensor.

The charged W bosons are linear combinations of the W;L gauge fields, seen in Equation 2.13.

The neutral fields, observed as the photon and Z boson, are combinations of the WE and B,
fields:

ZQQB,u + QIWS

A (2.18)
YV E R
7 :_ngu +92W5 .

o
V93 + gt
These can be parametrized in terms of the Weinberg, or weak mixing, angle 6y, where

sin By = 91/,/g2 + g2 and cos Oy = 92/, /g2 + g2, such that:

A\ [ cosOy  sinby B, (2.19)
Z, —sinfy  cosby ) \W} . '

Notably, the relation e = g; cos 6y = g2 sin Oy arises when matching A, terms to those from
QED.

Plugging in the covariant derivatives gives rise to a charged-current (C'C), neutral-
current (NC') (including the QED interaction), and self interactions among the gauge bosons
(VVV,VVVV) [6, 19]:

family=1,2,3 e

; sin ew\/§
family=1,2,3 ve,e,u,d
Lye= Y. > eQu(fv"f)A,

Loc = [(aydy, + 7% el )W,F + hee] (2.20)

m [ﬁW“ﬁ(T&ﬂ — Qy sin’ Ow) + ﬁﬂuﬁé(_Qﬂ sin? QW)} Zy
Lyvy = iecot Oy [(8“W”_ — 8”W“_)W:Z,, + h.c. + W;Wj(@“Z” — GVZ”)]
+ ie [(8“W”_ — 8”W“_)W:Al, + h.c. + W;W;(@“A” — E)”A“)}



62

L = WHIWH=)?2 — WrwHtw Wy —
VVVvV 9 sin’ O [( 1 ) " v ]

+ecot® Oy (WIWH= 2,2 —WiHZ'W, 2]
— e’ cot Oy [2WFWH Z, A — W FZ'W, A — W AW, 2]
— & [WSWH A A" — W AW, A”] .

Now consider a mass term in the Lagrangian, which will have the form m¥W¥. We can

expand this in terms of its left- and right-handed components using the projection operators:

mUV =mU (P, + Pg)¥ (2.21)
:m(wR\DL + @L\I/R) .

The terms have one SU(2) doublet and one singlet; thus, these terms do not obey an SU(2)
symmetry. Similarly, the boson mass terms, ~ %mZWMW“, transform as in Equation 2.14,
and are not invariant under an SU(2) transformation. Thus, they are also not gauge invariant.
However, we have observed the bosons to have mass experimentally! This is the crucial
point in electroweak theory that is addressed by the Higgs mechanism—how does this EWSB
occur? We have observed massive W and Z bosons, but a massless photon, which the theory

thus far cannot account for.

2.2 The Higgs mechanism

The ‘Brout-Englert-Guralnik-Hagen-Higgs-Kibble’ mechanism [20-25] is an attempt to
address EWSB. A scalar field, the Higgs field, with a particular potential is introduced.
The Higgs field is a complex doublet in SU(2) space, carries Y = 1 under U(1)y, and is
colorless. The special potential has a non-zero ground state, and it is this vacuum expectation
value (VEV) which spontaneously breaks the SU(2);, x U(1)y electroweak symmetry, leaving
only the electromagnetic U(1)gy. The spontaneous breaking of the symmetry results in
massless Goldstone bosons, which are absorbed by the W and Z bosons as their longitudinal
polarizations as they become massive, and the remaining degree of freedom results in a

massive scalar boson, the Higgs boson. A comprehensive review of EWSB can be found in
Ref. [26] by Djouadi.
The Higgs field has the form of
ot
vk (2.22)
where ¢+ = (¢; + i) /2 and ¢° = (¢3 + i¢4)/v/2 are complex fields. We will consider a

10



Lagrangian with a mass term and four-point vertex:
L= (D,®)D,®— ;20T — \(OTD)2. (2.23)

The potential, 2®T®+ \(®TP)?, is invariant under a local gauge transformation ® — cil@) Ty,
The quartic coupling A should be positive so that the potential is bounded. Then, we have
two cases for 2. If 42 > 0, then the potential has a minimum at zero, i.e., the ground state is
at zero and the VEV of @ is zero. However, if we consider a potential where y? < 0, then the

2

ground state is no longer at zero, but rather at a finite value of ®'® = S = %, where v is

substituted as the VEV of the Higgs field. See Fig. 2.1 for an example with a real scalar field.

wo >0 uwo <0

0

0 ¢ N1/ ¢

v v

min —

Figure 2.1: Example of symmetry breaking for the potential with a real scalar V(¢) =
12¢? + \¢*, where the ground state for u? < 0 no longer respects the symmetry ¢ — —a.

Since we need to preserve the U(1) symmetry of electromagnetism, the neutral component

of ® picks up the non-zero expectation value:

1 (o
(®o= (U) . (2.24)

We have chosen ¢3 = v and ¢; = ¢» = ¢4 = 0, a direction in SU(2) space, and the symmetry
of the potential is now broken. Then we expand around the minimum for small perturbations

v+ h(x) in order to investigate the excitations of the field. The kinetic term of the Lagrangian

11



1S now

2

Y 1. -
1D, ®[* = ‘ (au —igi=B, — igy=7 - WM) ® (2.25)

2 2
(@—igl%BH—igg%Wi —ig (W) — i) )( 0 )

2
1

2

—igaz(Wy +iW2) O —igisBu +igasW; ) \v + h(x)

1 1 . 1

= 5 (Ouh)” + 2920+ PP Wy + WP + 2 (0 + )9 W* — 1 B[
1 1 1

= 50,0 + S50 + hP(WWH) + 2 (g3 + 91) (v + 1) 2, 2"

where we've used the relations in Equations 2.13 and 2.18. Finally, we have terms correspond-
ing to masses of the W and Z bosons! Due to foresight, the hypercharge of the scalar was
chosen as Y = 1 and no mass term for the photon arises. The Higgs mechanism successfully
breaks the symmetry, generating the mass terms we require while leaving the photon massless.
The boson masses are my+ = vgy/2 and myz = vy/g; + ¢g2/2, where we have the relation
mw /mz = cos Oy . Interaction terms arise between the W and Z bosons and h, which we
call the Higgs boson.
Plugging in the expansion around the VEV into the potential in Equation 2.23,

A
Ly, = —\v’h* — \vh® — Zh‘l (2.26)
gives rise to a three-point, four-point Higgs boson vertex, and mass term where my = v/ 2Av2.
Fermion mass terms are accounted for by adding interactions between the fermions and ®

scaled by Yukawa couplings :

family=1,2,3

Lyiawa = Y [~ALPer — XQPdp + h.c] (2.27)
!
family=1,2,3

+ Z [—)\UQ(—Z'TQ)CI)*UR - h.c.} ,
f

where (—im3)®* is needed to get the VEV aligned with the up-type quarks; it is still invariant
under SU(2) [6]. Expanding in the same way as for the bosons produces mass terms, as
well as interactions with the Higgs boson, e.g., —%/\e(v + h)éregr, where we can denote the
mass m, = A.v/v/2. Thus the Higgs mechanism also accommodates fermion masses. It is
important to note that the coupling of particles with the Higgs boson scales with the particles

mass—the Higgs boson couples more strongly to heavier particles.

12



2.2.1 The Higgs boson

6
1 Aocf)d =
5 — 0.02750+0.00033
1 ---- 0.02757+0.00010
4 -« incl. low Q? data
(\I>< |
5 3
2 .
1
0 | Excluded
T T Tt ]
40 100 200

m,, [GeV]

Figure 2.2: Constraint on the Higgs boson mass from precision electroweak measurements.
The preferred mass is 9413} GeV and LEP excluded masses below 114.4 GeV at 95% CL [27].
The excluded area in yellow includes recent Tevatron and LHC data.

As discussed in the previous section, a new scalar boson comes with the Higgs mechanism.
Its mass is not predicted in terms of other SM parameters. Before the LHC data, the Large
Electron—Positron Collider (LEP) electroweak (EW) Working Group used a global fit of
the rest of SM EW parameters; for which we have measurements from LEP, SLD (SLAC
Large Detector), and the Tevatron; to constrain the Higgs boson mass. Precise predictions
of EW parameters rely on loop corrections involving the Higgs boson. A preferred mass of
94127 GeV was obtained, see Fig. 2.2, and a lower 95 % confidence level (CL) limit on the
Higgs boson mass from the LEP experiments was set at 114.4 GeV [27]. This motivated the
search for a light Higgs boson. Searches were also performed at the Tevatron, resulting in an
exclusion of possible Higgs boson masses in the range 147-180 GeV [28] and later 3 standard
deviation (s.d.) evidence in 120-135 GeV region [29]. The Higgs boson was initially observed
by both the ATLAS [1] and CMS [2] experiments in 2012. It has since been measured by
both experiments [30] to be close to my = 125 GeV.

Higgs bosons at the LHC are produced in pp collisions. There are several production
modes. The dominant mode is gluon fusion (ggF) (g9 — H), where gluons from the protons

fuse through a loop of mostly top- and bottom-quarks into a Higgs boson, see Fig. 2.3(a).
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Figure 2.3: Feynman diagrams of the leading Higgs boson production modes at the LHC
with the WIW* — (vlv decay, where V = (W, Z), ¢ = (e, u, 7), and Q = (¢, b).

Next largest is vector boson fusion (VBF) production (¢q¢ — ¢'¢'H), which is about 8 % of
the ggF rate at my = 125 GeV. Quarks from the protons scatter off of each other via vector
bosons (V = W, Z) which produce a Higgs boson, with two additional quarks in the final
state, see Fig. 2.3(b). A Higgs boson can also be produced in association with a vector boson
(qg — V* — V H), associated production (VH), as radiation, see Fig. 2.3(c). The smallest of
the four production modes listed here, associated heavy quark production (qqH), is similar in
diagram to VBF, but is initiated via gluons which radiate (mostly heavy) quarks that produce
a Higgs boson, with heavy quarks in the final state. These are commonly referred to as ttH
and bbH, for associated production with top- and bottom-quarks respectively. Figure 2.4
shows the various production cross sections of the Higgs boson at 8 TeV center-of-mass energy
at the LHC as a function of my. The ggF and VBF cross sections at 7 TeV are about 22 %
smaller.

The Higgs boson can decay directly into a fermion-anti-fermion pair, a W*W ™ pair, or
two Z bosons. It can also decay via a charged loop to two photons, or through a colored loop
to two gluons. Figure 2.5(a) shows the branching ratios of the Higgs boson as a function of
mp. At my = 125GeV, the decay to bb dominates at 58 % of all decays. Second behind it

is the decay to W+, the relevant process for this dissertation, with a branching fraction
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Figure 2.4: Higgs boson production cross sections at 8 TeV. For my = 125 GeV the production
cross section is 19.3pb for ggF, 1.58 pb for VBF, 0.705pb for WH, 0.415pb for ZH, 0.129 pb
for ttH, and 0.204 pb for bbH [31].
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Figure 2.5: (a), Higgs boson branching ratios as a function of my. The WW branching ratio
at my = 125 GeV is 22 % [31]. (b) Higgs boson total width as a function of my [31]. The
expected Higgs boson width at my = 125 GeV is 4.07 MeV [32].
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of 22 %. The decay to two photons is 0.2 % and to two Z bosons is 3% of the total decays.
The total decay width of the Higgs boson is expected to be small, I'y = 4 MeV, well below
experimental energy resolution. Figure 2.5(b) shows the total width of the Higgs boson as a

function of my. The width grows with mass, crossing O(1) GeV around my = 200 GeV.

2.3 Quantum chromodynamics

Quantum Chromodynamics (QCD) is the theory describing the strong force, which acts
on color-charged particles, mediated by gluons. Though it does not play a role in EWSB, it
plays a large role in interactions at the LHC. The SM has a third symmetry, following the
non-Abelian SU(3) group. For SU(3), there are eight generators and thus eight fields Gf,
(a =1...8) needed, representing eight spin-1 massless gluons. QCD describes the behavior of
gluons and their interaction with quarks, which are triplets under SU(3). Quarks do not exist
by themselves; when produced, they quickly hadronize into colorless mesons and baryons due
to so-called color confinement.

An additional piece is added to the covariant derivative, acting on quark fields, to preserve
gauge symmetry:

D, =3, - @ggéi -G, (2.28)

With this we can write a Lagrangian for quarks and gluons,

u,d,s,c,t,b

Lacp = Z (i7" Dy — m)¥, —

q

1
ZGZ,,G’;" : (2.29)

where the field strength tensor G}, = 9,G}, — 0,G}, + g3 f“bCGZGf,, g3 is the strong coupling,
and f%¢ is the structure constant for SU(3) in [A%, \°] = i f®)\¢. Plugging in the covariant

derivative, the interaction term with quarks is [6]:

u,d,s,c,t,b

g3 — a a
EZ? Z G Nop15 G (2.30)

q

where v and /3 are the color indices 1,2, 3. Similar to the case of the electroweak bosons, the
non-commuting of the SU(3) algebra generates self interaction terms for gluons (three- and
four-point interactions) [5].

The interactions of protons are modeled in terms of partons, the gluons and quarks of
which they are comprised. Cross sections of processes depend on the parton distribution

functions (PDFs), which give the probability to find a parton of a particular flavor with z
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fraction of the proton’s momentum at some energy scale () of the hard interaction. Figure 2.6
shows example PDF's at two energy scales. The valence quarks, up and down, carry most
of the momentum, with the up-quark fraction roughly twice that of the down-quark since
there are two up-quarks and one down-quark in a proton. At higher energy scales, the sea
quarks and gluons carry more of the proton’s momentum; thus, for higher energy collisions,

processes initiated with gluons or sea quarks become more prominent.
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Figure 2.6: Fraction of energy x carried by the parton times the parton distribution function
f(z, pu?) for protons at scales > = 10 GeV? and 10* GeV? [33].
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CHAPTER III

The Large Hadron Collider and ATLAS Experiment

This chapter gives a brief overview of the LHC and CERN (the European Organization
for Nuclear Research, formerly Conseil Européen pour la Recherche Nucléaire) complex in
Section 3.1 and ATLAS detector in Section 3.2. More detailed information on the LHC can
be found in the conceptual design, an overview, and the initial commissioning [34-36] and
in an overview and technical design reports [37-39] for the ATLAS detector. In brief, the
LHC collides protons which can produce a Higgs boson and these events are recorded by the
ATLAS detector.

3.1 The Large Hadron Collider

The LHC is a 26.7 km superconducting, circular particle accelerator and collider hosted by
CERN, the European Organization for Nuclear Research, sitting approximately 100 m under
the Franco-Swiss border near Geneva, Switzerland. It resides in the tunnel originally built
for the Large Electron—Positron Collider (LEP) [40] in the mid 1980s. The LHC is a machine
which first accelerates bunches of protons and then steers them to collide head on; the results
of which are recorded by large purpose-built detectors. Four main experiments lie at the
LHC’s interaction points (IPs): ALICE (A Large Ion Collider Experiment) [41], ATLAS [37],
CMS [42], and LHCb (Large Hadron Collider beauty) [43]. ATLAS and CMS are two general
purpose detectors intended to search for the Higgs boson and SUSY, ALICE focuses on
lead-ion collisions and quark-gluon plasma, and LHCb specializes in measurements involving b-
hadrons. Three additional experiments have been added since the initial conception: TOTEM
(TOTal Elastic and diffractive cross section Measurement) a forward detector near the CMS
detector measuring the total pp cross section [44], MoEDAL (Monopole and Exotics Detector
At the LHC) in the LHCb cavern [45], and LHCf (Large Hadron Collider forward) sitting
140 m down the beamline on either side of ATLAS intended to measure very forward photons

and neutral pions [46].
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The possibility of a hadron collider in the LEP tunnel was first officially recognized in a
workshop held by CERN and organized by the European Committee for Future Accelerators
(ECFA) in 1984 [47]. The project was approved by the CERN Council in December, 1994 and
construction was approved two years later [48]. ATLAS and CMS were formally approved in
January, 1997. Many years later, proton beams first circulated the LHC on September 10th,
2008. Nine days later, a faulty electrical interconnect between two magnets caused the magnets
to quench, become non-superconducting, and release a large amount of helium into the tunnel;
the force of which damaged several magnets, with about 50 segments needing to be moved
from the tunnel for repairs or cleaning [49]. After repairs, proton beams again circulated the
LHC in late 2009. Data taking started in earnest in 2011 with a 7 TeV center-of-mass energy,
quickly surpassing the 45 pb~! of pp collision data collected in 2010 at the same energy. It
continued in 2012 at 8 TeV, reaching a peak instantaneous luminosity of 0.7 x 103* cm 2571,

approaching the design goal of of 1034 cm 2

s7! see Table 3.1. Interspersed were runs with
lead-ions. A two year shutdown, long shutdown 1 (LS1), beginning in 2013 allowed for repairs
and upgrades to the LHC and detectors around its ring. In particular, many interconnects
were redone such that the center-of-mass energy could be raised closer to the designed energy

of 14 TeV. Data taking is planned to resume in the summer of 2015 at 13 TeV.

Low B (pp)
High Luminosity

Low B (pp)

High Luminosity

Figure 3.1: The octants and interaction points (stars) of the LHC ring [34].
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The LHC is primarily a proton-proton (pp) collider, thus needing two magnetic field
directions to guide the two proton beams in opposite directions. It uses two beam pipes to
contain the counter-rotating beams. Particle-anti-particle colliders, such as the Tevatron
can use one beam pipe. The LHC is not a perfect circle; it has eight straight sections
approximately 528 m long, four of which have beam crossings to provide collisions for the
main experiments, see Fig. 3.1. A total of 1232 dipole magnets are used to guide the beams
around the arc, reaching a peak magnetic field of 8.33 T required for running at 7TeV per
beam. In order to reach such a high field, as compared to the roughly 5T at the Tevatron
with magnets cooled to 4.2 K, the LHC magnet’s NbTi cables need to be cooled to 2 K, made
possible with superfluid helium. At 8.33 T, the LHC’s dipole magnets have a bending radius
of 2804 m, which can be obtained from a simple calculation using the Lorentz force law,

mu? p 7[TeV/c]

F: B:_ = - =
X B) = = = = T6% 10 P[] 833 [T

= 2803m. (3.1)

The dipole magnets are 16.5m long and 0.57m in diameter, weighing 27.5t. In order to
accommodate the bending path of the particles, the dipole magnet cold mass is curved
with an apical angle of 5.1 purad, which corresponds to a bending radius of 2812 m at room
temperature. About 858 quadrupole magnets are used to focus the beams, keeping them
within the apertures of the LHC and squeezing the beams for collisions.

A long chain of accelerators, see Fig. 3.2, prepares protons for injection into the LHC.
Protons are obtained by stripping hydrogen atoms of electrons and then accelerated to
50 MeV by the Linac2. The Proton Synchrotron Booster (PSB) then accelerates the protons
to 1.4 GeV for the Proton Synchrotron which accelerates the protons to 25 GeV, injecting
them into the Super Proton Synchrotron (SPS). Finally, the SPS accelerates the protons to
450 GeV for injection into the LHC.

The LHC uses a 400 MHz RF system to accelerate the protons to their final TeV scale
energy. Eight cavities per beam accelerate the protons with a 5.5 MV m™! field. In order to
constantly accelerate the protons, the RF frequency must be a multiple of the revolution
frequency of the protons. The LHC is designed to operate up to a harmonic number of
h = frr/fr = 35640. The intended design has a total of 2808 proton bunches in ‘buckets’
around the ring. A small gap in the proton beam is left such that the beam dump magnets
have time to ramp up to full field strength, a couple beam revolutions, so that a partial field

strength does not guide the beam across sensitive equipment.
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Figure 3.2: The CERN accelerator complex as of 2013 [50].

3.2 The ATLAS detector

The ATLAS detector [37, 56] is a general purpose particle detector with a nearly 4
coverage in solid angle around the beam IP. It stands 25 m in diameter and 44 m in length,
weighing approximately 7000 t—if sealed, ATLAS would float in water. The detector is
composed of several subsystems in layers around the beam line. The inner detector (ID)
[57, 58], described in Section 3.2.1, is made up of a silicon tracker and transition radiation
tracker (TRT) and is immersed in 2T magnetic field produced by a superconducting solenoid,
which is needed to measure the momentum of charged particles. Surrounding the ID are the
electromagnetic and hadronic calorimeters, see Section 3.2.2. The outermost, and most visible,
detector sub-system is the muon spectrometer (MS), see Section 3.2.3, interspersed with

superconducting air-core toroid magnets, see Section 3.2.4. Table 3.2 lists general ATLAS
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Parameter 2011 2012 Design HL-LHC

Beam Energy [TeV] 3.5 4 7 7
Max Number of Bunches colliding 1854 1380 2808 2736
Bunch Intensity [10] 1.5 148 1.15 2.2
Bunch Spacing [ns] 50 50 25 25
Peak Inst. Lumi. [10% cm™2s7!] 3.65  7.73 10 50 (727)
Avg. Inelastic Interactions per crossing () 9.1 20.7 19 138 (198")
Peak Inelastic Interactions per crossing 34 72

Trans. Norm. Emittance [pm] 1.9-23 26  3.75 2.5
Longitudinal Emittance [eV s] 2.5 2.5
B* [m] 1 060 055 0.15
IP Beam Spot [pm] ~ 25 19 16.7

Beam Current [A] 0.38 041 0.582 1.09
RMS Bunch Length [cm] >9 7.55 7.55
Crossing Angle [prad| 240 290 285 590

Table 3.1: LHC parameters for the 2011 [51] and 2012 data taking runs (also taken from the
ATLAS data summary [52]). The machine parameters quoted are generally at their peak; the
conditions, especially in 2011, ramped up over the year [53, 54]. These are compared with
the designed parameters [35] and those of the proposed High Luminosity LHC (HL-LHC)
[55]. The parameters of the HL-LHC are not final; those quoted here are considered for the
25ns bunch spacing using crab-cavities and luminosity leveling (T w/o the aforementioned).

detector resolution performance goals. Test beam, cosmic ray, and LHC collision data show
that the detector is performing close to its goals [59-66].

ATLAS uses a right-handed coordinate system centered on the nominal IP with the z-axis
along the beamline, y-axis vertical, and z-axis pointing toward the center of the LHC, see
Fig. 3.4 for an illustration. The half of the detector on the positive z-axis is referred to as
the “A-side”, the other the “C-side”. Polar coordinates are often used to describe events.
The azimuthal angle ¢ is measured from the z-axis around the beamline. The polar angle

0 is defined from the positive z-axis toward the y-axis. Instead of using @, rapidity is used,

defined as
E+p,
=1 - 7z 3.2
y=m \/ E—p, (32)

It is preferred over # as differences in rapidity are invariant under boosts along the beamline.
However, for highly relativistic particles, the difference between E ~ p is hard to measure.
Pseudorapidity, which is equivalent to rapidity in the highly relativistic limit, uses the polar
angle and is defined as

n = —Intan(9/2), (3.3)
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Figure 3.3: The ATLAS Detector [37].
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which goes from zero at the x—y plane to plus or minus infinity along the beamline. Distances
AR in n—¢ space are defined as AR = \/m .

Quantities, such as momentum, are often measured in the transverse x—y plane and
denoted with a subscript ‘T’. A common example is the transverse momentum, pr, of a
particle since we can make use of conservation of momentum, knowing that the initial total

transverse momentum is zero.

|n| coverage

Detector component Required resolution Measurement  Trigger
Tracking Ope/Pr =0.05% pr & 1% 2.5 T
EM calorimetry op/E =10%/VE ©0.7% 3.2 2.5
Hadronic calorimetry (jets)
barrel and end-cap op/E =50%/VE ©3% 3.2 3.2
forward op/E =100%/vVE © 10 % 3.1-4.9 3.1-4.9
Muon spectrometer Ope/pr =10% at py = 1 TeV 2.7 2.4

Table 3.2: ATLAS detector general performance goals [37]. TThe Fast TracKer (FTK) upgrade
[68] provides hardware based tracking, expected to be operational in 2015, allowing track
based triggering. Energy and momentum units are in GeV.

3.2.1 The inner detector

The ATLAS tracking volume, or ID, is composed of three sub-detectors: the pixel detector
[70, 71], silicon microstrip tracker (SCT) [72-74], and TRT [75, 76|, layered as shown in
Fig. 3.5, arranged in a cylinder of radius 1.15m and 7m long around the z-axis, centered on
the IP. The ID provides high-resolution tracking and vertexing of charged particles emerging
from the IP out to |n| < 2.5, as well as enhanced electron identification for |n| < 2 from the
TRT. It is immersed in a 2T solenoidal field along the z-axis. These capabilities allow for
heavy-flavor quark and 7-lepton tagging (e.g., via displaced vertices) and impact parameter
measurements. The ID has a nominal lower pr reconstruction threshold of of 0.5 GeV.

The pixel detector provides the highest spatial resolution, close to the beam-line. The
main goal of the pixel detector is the accurate reconstruction of the primary vertex (PV)
and any displaced vertices. Three layers in cylinders (disks in the forward region) have a
resolution of 10 pm in (R — ¢), the transverse direction, and 115 pm along z or R. The barrel
layers lie at a radius of 50.5, 88.5, and 122.5mm and the end-cap disks lie at a z of 495,
580, and 650 mm. Each pixel measures 50 x 400 pm? resulting in roughly 80 million readout

channels.
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Figure 3.5: ATLAS barrel tracking volume, part of the inner detector (ID), with a 10 GeV
charged particle track in red [69].

The second shell of ATLAS is the SCT, made up of silicon strips with a 40 pyrad stereo
angle. This arrangement provides a lower priced solution than pixels for a high resolution in
the transverse plane, 17um in (R — ¢), at the cost of a worse resolution along z (R), 580 pm,
in the barrel (end-cap disks). The barrel portion is arranged in a cylindrical geometry with
four double-layers at a radius of 299, 371, 443, and 514 mm using roughly 6 x 6 cm sensors
with an 80 pm pitch. The SCT disks are placed along the z-axis in nine double-layers from
+853.8 to +£2720.2mm. Both the pixel and SCT are operated between —5 and —10°C in
order to reduce noise

The TRT is a straw tube tracker sitting outside of the SCT from R = 563 to 1066 mm
in the barrel. The detector provides an average of 36 hits per track at a large radius and
measures transition radiation of energetic charged particles to help discriminate between
electrons and charged pions. The straws are 144 cm long in the barrel and 37 cm long in
the end-caps with a 32 pm gold plated tungsten wire. They are filled with a gas mixture
composed of 70 % Xe, 27 % CO,, and 3% Oy. With this mixture, transition radiation yields
larger signal amplitudes than minimally ionizing particles (MIPs), allowing for discrimination.

The straws have an R — ¢ resolution of 130 pm.
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3.2.2 Calorimeters

Tile barrel Tile extended barrel

LAr hadronic
end-cap (HEC) <y

VR

LAr electromagnetic

= - S 3
o
LAr electromagnetic S 4 .
barrel ner
~ p LAr forward (FCal)
o

Figure 3.6: ATLAS calorimeters [77].

The ATLAS detector makes use of sampling calorimeters (alternating layers of dead and
active material) [78] to measure the energy of particles produced in collisions out to |n| < 4.9.
They play an important role in the measurement of jets and missing transverse momentum
(MET). The inner layer, around the ID, is the liquid argon (LAr) EM calorimeter [79, 80]
designed to measure the energy of charged particles and photons. Around this, the hadronic
tile calorimeter [81] measures the energy of hadrons which tend to pass through the EM
calorimeter.

The EM calorimeter uses steel-clad lead plates as absorbers and LAr as a measurement
medium in an accordion geometry to provide ¢ symmetry and full azimuthal coverage. Liquid
argon was chosen for its radiation hardness and fast response. The LAr EM calorimeter
has 3 active layers in the barrel (0 < |n| < 2.5) and two in the more forward region
(2.5 < |n| < 3.2), the electromagnetic end-cap (EMEC) calorimeter. Fine segmentation of
the first layer in the n direction allows for position measurement and photon pointing, when
combined with the second layer. The central region (0 < |n| < 1.8) is augmented by an active
LAr presampler which measures energy lost by particles before reaching the calorimeters.
The very forward region is covered by the forward calorimeter (FCal) from (3.1 < |n| < 4.9),
sitting approximately +4.7m from the IP, which uses LAr as the active medium and copper
as the absorbing medium for the EM module, FCall.

The hadronic tile calorimeter surrounds the EM calorimeter and is designed to measure

the energy of hadrons which make it through the ID and EM calorimeter. Steel plates are
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Figure 3.7: (a) and (b), radiation length (Xj) of material before the electromagnetic calorime-
ter (yellow) and for the three layers [37]. (c), radiation length of material in the ID [82].
(d), interaction length () of material in front of the electromagnetic calorimeters (tan), the
various calorimeters, and first active layer of the MS (cyan) [37].

used as the absorber material and scintillating plates with wavelength shifting fibers as the
active sampling material. Three radial layers allow for three dimensional segmentation. The
tile calorimeter extends from 2280 to 4230 mm radially and is composed of a 5640 mm long
central barrel and two 2910 mm barrel extensions on either side. This corresponds to a
coverage of |n| < 1.7. The hadronic end-cap calorimeter (HEC) is a LAr—copper sampling
calorimeter and covers the region 1.5 < |n| < 3.2. It consists of two wheels on either end-cap
with outer radius 2030 mm. The very forward region is covered by the two hadronic modules
of the FCal, FCal2 and FCal3, which use LAr as the active medium and tungsten as the

absorbing medium.
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3.2.3 The muon spectrometer

The MS [83] is ATLAS’s outermost detector, surrounding the calorimeters. Information
on its performance from commissioning with cosmic rays can be found in [84]. The MS makes
use of several technologies to track high momentum muons. It has three cylindrical layers at
approximate radii of 5, 7.5, and 10 m in the barrel and three main disks plus an extension
at |z| = 7.4, 10.8, 14, and 21.5m in the end-caps, shown in Fig. 3.9. This corresponds to
a coverage of |n| < 2.7 with triggering within |n| < 2.4. In the barrel region, |n| < 1, muon
tracks are bent by the large, eight coil, toroidal magnet. For 1.4 < |n| < 2.7, the magnetic
field is produced by smaller end-cap magnets inserted into both ends of the barrel toroid.
Muon tracks in the transition region, 1 < |n| < 1.4, are bent by a combination of both
magnets. Figure 3.10 displays the bending power of the magnetic field around the muon
chambers.

The very central region, n ~ 0, has poor acceptance due to partial coverage to allow for
ID services. In the positive n end-cap, for 1.1 < n < 1.3, there are regions in ¢ where muons
will pass only one layer due to missing chambers. These chambers were installed during the
LS1 [85].

Most of the range in pseudorapidity is covered by monitored drift tubes (MDTs), which
provide precision position measurements at an average resolution of 80 pm per tube. In

the forward regions, cathode-strip chambers (CSCs) are used to handle the high flux. A
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Figure 3.9: The ATLAS muon spectrometer. (a), cross section of the barrel. (b), a cross
section in the y—z plane including the end-cap [37].

chamber provides a resolution in the bending plane of 40 pm and measurement of an additional
coordinate with 5 mm resolution in the transverse plane. Faster responding resistive plate
chambers (RPCs), in the barrel, and thin gap chambers (TGCs), in the end-caps, are used
for triggering.

The MDT tubes are 3cm in diameter and 0.7 to 6.3m in length. A 50 pm tungsten-
rhenium wire runs down the center of the tubes, which are filled with a 93 % Ar and 7% CH,
gas mixture. The CSCs are multiwire proportional chambers using 30 pm W-Re wires with
a 80 % Ar and 20 % CO; gas mixture. RPCs are made with a 2mm gap filled with 94.7 %
CoHoFy, 5% C4Hyg, and 0.3% SFg gas between resistive Bakelite plates, with read out via
capacitive strips. The other trigger chambers, TGCs, are similar to multiwire proportional
chambers, except that the anode wire pitch is larger than the cathode-to-anode separation.
The TGCs are filled with a 55 % CO, and 45 % n-CsHiy gas mixture. Gas mixtures were
chosen based on performance needs and aging properties; more details can be found in
Ref. [37].

3.2.4 The magnet system

A magnetic field is needed to measure the momentum of charged particles, which is done
by measuring how much the path of the particle changes in a known magnetic field. Usually
it is assumed that the particle has charge +|e|, with the sign determined from the direction
of the bending. The ATLAS magnetic system is made up of four superconducting magnets:
the barrel solenoid [86], barrel toroid [87], and two end-cap toroids [88] seen in Fig. 3.3. The
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solenoid, sitting inside of the EM calorimeter, provides a 2T field along the z-axis for for the
inner detector. It contributes about 0.66 radiation lengths of material at n = 0 before the
calorimeters and is cooled to 4.5 K for operation. The toroid magnets produce approximately
0.5 and 1T fields in the barrel and end-caps respectively. The eight loops for the barrel
toroid span from 9.4 to 20.1 m radially and 25.3m along the axis. The two end-cap toroids
span from 1.65 to 10.7m radially and 5m along the axis. The bending power of the toroidal
magnets in the MS is shown in Fig. 3.10.
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Figure 3.10: Toroidal magnet bending power of the azimuthal field component, integrated
between the innermost and outermost muon chambers [56].

3.3 The dataset

The analyses in Chapters V and VI make use of data collected during the 2011 and 2012
LHC runs, collectively referred to as Run I. ATLAS recorded a total integrated luminosity of
5.2fb~1 at 7TeV in 2011 and 21.7fb~! at 8 TeV in 2012, see Fig. 3.11(a).

In terms of accelerator parameters, the instantaneous luminosity can be written as ([53, 89|

for more details)
r— Y Bre frnanaN1NaS

Y
N Q% N 3%
dmy [ er Brey By

where f, is the revolution frequency, n;/, are the number of bunches in beam 1 and 2

(3.4)

respectively, N/, are the number of protons per bunch, S is a reduction factor from the
geometry of the crossing (e.g. non-zero angle), eiv/y the transverse normalized emittance
in the z and y direction (defined by the beam preparation), and 3} ), are the value of the
[-amplitude function at the interaction point (defined by the accelerator magnet setup and

smaller the more squeezed the beam is). The [ parameter is related to the emittance by
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B = 70%yba/e where o is the width of the beam, e.g. Gaussian width, and S, is the
relativistic factor.

ATLAS monitors the luminosity by measuring the observed number of interactions per
crossing, fiyis, with a variety of detectors [90]. The instantaneous luminosity can be expressed

as
Rinel o Mnbfr

Oinel Oinel

£:

, (3.5)

where Ry, is the rate of inelastic collisions, oy, is the pp inelastic cross-section, p is the
average number of inelastic interactions per bunch crossing, n, is the number of bunches
colliding per revolution, and f, is the revolution frequency. The luminosity can then be
written with fiyis/0vis replacing fiinel/0inel, Wwhere the visible quantities are related to the
inelastic ones by an efficiency € of the detector. The luminosity measurement is calibrated
by dedicated van der Meer scans, where the two beams are set to cross with various known

separations.

The integrated luminosity is simply the time integrated sum of the instantaneous lumi-

nosity,
L= /ﬁdt, (3.6)

and is a measurement of how much data is collected.
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Figure 3.11: Left, integrated luminosity of pp collisions as a function of time for the 2011 and
2012 data taking periods. The flat period in the middle corresponds to the winter shutdown
and lead-ion runs [91]. Right, pile-up for the 2011 and 2012 data taking periods [92].
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3.3.1 Pile-up

In order to achieve a sufficient luminosity, the LHC runs with successive bunches of
protons. When proton bunches cross, multiple interactions may occur resulting in “in-time”
event pile-up. While the rapid succession of bunches can result in remnants of previous
interactions existing in the detector for the next crossings, “out-of-time” event pile-up. Seen
in Fig. 3.11(b), the 7TeV dataset has an average of 9 interactions per crossing and the 8 TeV
dataset has an average of 21 interactions per crossing. Event pile-up can pose a challenge,
effectively introducing noise, and must be taken into consideration when designing object

reconstruction and event selection.

3.3.2 Trigger
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Figure 3.12: (a), event filter (EF) stream average rates for the 2012 data taking period. (b),
example Level-1 (L1), Level-2 (L2), and event filter (EF) rates for an LHC fill from 2012.
The EF rate includes the delayed streams [93].

Storing all of the collisions provided by the LHC at approximately 20 MHz for the 7 and
8 TeV data taking is impossible. A three level trigger system, L1 [94], L2, and EF [95], is
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used to successively reduce the data rate to a manageable level. The trigger is the first step
of event selection and performs the crucial task of selecting interesting events out of many
millions per second. Events rejected are lost forever. The L1 trigger is hardware based,
searching for high transverse-momentum particles, events with large total transverse energy,
and events with large MET. It makes decisions in less than 2.5 s, reducing the rate to about
75kHz. To do this, it makes use of the MS trigger chambers and the calorimeters, whose
cells are grouped into larger trigger towers, as seen in Fig. 3.8. The L2 trigger uses the full
granularity in regions of interest (Rol) defined by the L1 trigger. The L2 selection, using
a computing farm, is designed to bring the triggered data rate down to about 3.5kHz by
making use of fast reconstructed objects, taking 40 ms per event on average. Finally, the EF
implements further refined selections, similar to the offline event reconstruction, reducing
the rate to about 200 Hz, at design, taking about 4s per event. The L2 trigger and EF are
collectively referred to as the high-level trigger (HLT). The output of the EF is categorized
by the type of trigger into streams. The analyses described in this dissertation make use the
Egamma and Muons streams. The EF trigger stream rates in 2012 are shown in Fig. 3.12,
along with rates during an example LHC fill. Improvements in computing since the initial
design allow for more bandwidth in triggered rates, roughly 6 kHz for the L2 trigger and
400 Hz for the EF, the final data-stream rate written to disk. An additional approximate
200 Hz is written as a delayed stream (reconstructed later) [96].

The triggers used for the analyses in this dissertation, described in Section 5.2.1, are
found to be about 90 % efficient for electrons and 70 (90) % efficient for muons in the barrel
(end-cap) for leptons satisfying the selection in Section 5.3.1. More details on the performance

of the trigger system can be found in [97] for electrons in 2011, and in [98] for muons in 2012.
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CHAPTER IV

Object and Event Reconstruction
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Figure 4.1: Schematics of how various particles are detected (or not in the case of neutrinos)
in the ATLAS detector [99].

This chapter summarizes object reconstruction, identification, and performance in the
ATLAS detector. The objects and quantities described are used in the analyses in the later
chapters. Objects entering the detector, e.g., the electron shown in in Fig. 4.1, must be
identified and their properties reconstructed starting with low-level electrical signals from the

detector sub-systems. First, tracks from the ID and MS and clusters from the calorimeters
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are built, which can then be used to construct electron, muon, and jet candidates. Even after
rigorous identification requirements, we can never truly say a particular object is what it is
identified to be. There is always the possibility that it was misidentified. Only after summing
over many objects or events, can we say that some fraction of the objects are real or fake
within the uncertainties of the identification procedure. Details on the expected performance
of the ATLAS detector can be found in Ref. [56].

An ‘event’ refers to a triggered bunch crossing and everything recorded about it by the
detector. It makes up a basic discrete counting unit for referring to how many times a
particular process is expected to occur. All of this, from the initial physics process, to
detector response, and reconstruction, is simulated using Monte Carlo (MC), see Section 4.6.

We use these simulated events to compare our predictions to the data.

4.1 Tracks and vertices

ATLAS measures charged particle tracks with |n| < 2.5 using the ID, see Section 3.2.1.
The lower limit for tracks to pass through the entire ID is roughly 0.5 GeV. Tracks are
defined by five parameters: ¢/p the charge-momentum ratio, dy and z, transverse and
longitudinal impact parameters (distance to origin at closest approach in the R—¢ and R—z
planes respectively), and n and ¢ the angular coordinates for the direction emanating from
the vertex. More details on ATLAS tracking can be found in Refs. [100-102].

Hits in the detector are first transformed into spacial coordinates (a barrel track typically
has 3 pixel, 8 SCT, and 30 TRT hits). The ‘inside-out’ algorithm is designed for tracks
emanating from the IP. Three hits from the silicon detectors are used to form a track seed.
Seeds are used to search with a Kalman filter for further hits to complete the track. Many
track candidates are formed and ambiguities are resolved by taking into account holes (missing
expected hits) and the y? of the fits. Tracks are then extended into the TRT. Final tracks
come from a fit using all three ID sub-systems. The efficiency of track reconstruction as a
function of pr and 7 in 8 TeV minimum bias simulation is showing in Fig. 4.2.

An ‘outside-in’ algorithm starts with TRT segments and works inward adding silicon
hits. This strategy is used to reconstruct tracks from secondary interactions coming from
conversions or long-lived particles.

Tracks are used to find vertices, the IPs, by following the tracks back to a convergence.
Pile-up and secondary interactions can result in multiple vertices. An iterative algorithm
[104] is used to reconstruct vertices by first considering tracks close to the luminous region,
as well as tracks close to the global maximum of the zy distribution, to form a vertex seed.

Tracks not associated to a vertex are used to seed new vertices until no unassociated tracks
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Figure 4.2: Track reconstruction efficiency as a function of (a) pr and (b) 1 in no pile-up,
minimum bias, 8 TeV simulation [103].

remain. Once vertices are found, a second fitting-algorithm reconstructs the position of the
vertices, included adjusting the origin of associated tracks. If multiple vertices are found,
the one with the largest > p2 of associated tracks is considered as the primary vertex (PV),
the most interesting interaction. Beam-spot information is used for both finding and fitting
vertices. The number of reconstructed vertices as a function of the pile-up and the vertex

position resolution are shown in Fig. 4.3.

4.2 Electrons

Electrons are one of the fundamental final-state objects used in physics analyses. An
electron candidate is composed of an ID track matched to an EM calorimeter cluster (energy
deposit).

ATLAS can identify electrons out to |n| < 4.9; however, the analyses in this dissertation
use central electrons (|n| < 2.47), which are more robust. Unless otherwise mentioned, the
electron reconstruction and identification below is within the tracking acceptance (|n| < 2.5).
Clusters are reconstructed [106] from seeds found by using a sliding-window algorithm,
searching for longitudinal towers with Etr > 2.5GeV. The window is 3 x 5 in units of
0.025 x 0.025 in i x ¢ space, corresponding to the middle EM calorimeter layer granularity,
which contains about 80 % of an EM shower. Cluster reconstruction is found to be 95 %

efficient for electrons with Er = 7 GeV using simulation, and 99 % efficient for those with
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Figure 4.3: (a), average number of reconstructed vertices as a function of y,, (average number
of pile-up interactions per bunch crossing) for data collected in 2011 using the minimum bias
trigger. (b), vertex position resolution as a function of the number of tracks in the vertex fit
[105].

Er > 15GeV from W and Z decays [107]. Tracks are then extrapolated out to the seeds with
a loose matching in the track impact point and cluster 7, to account for Bremstrahlung losses.
If a single seed has multiple tracks, tracks with silicon hits are preferred and the track closest
in AR space is chosen. The final electron cluster is then rebuilt using a 3 x 7 (5 x 5) area in the
barrel (end-cap). The cluster energy is determined by summing four contributions: estimated
energy deposit before the EM calorimeter, EM calorimeter energy deposit, estimated energy
deposited around the cluster (lateral leakage), and the estimated energy deposited beyond
the EM calorimeter (longitudinal leakage). The electron candidate’s energy is taken from the
cluster and direction from the associated track [82]. The electron energy scale is calibrated
via a combination of test beam data, MC derived corrections, and in situ Z — ee data [108]

The 2011 dataset uses the same track fitting for all charged particles. Since electrons
may lose considerable energy, and thus change direction, via Bremstrahlung while traversing
the detector, this leads to losses in efficiency. Data taking in 2012 used a new approach
to re-fit electron tracks called the Gaussian sum filter (GSF) algorithm [109]. The GSF
algorithm is used to account for energy losses due to Bremstrahlung. Electron candidates
with tracks of pr > 400 MeV can be re-fit and put into the cluster matching again, recovering
reconstruction efficiency. This algorithm also improves the electron direction and impact
parameter resolutions.

The efficiency of electron reconstruction, see Fig. 4.4, and identification, see Fig. 4.5,
described below, are measured using the tag-and-probe method making use of the well known

Z — ee and J/1) — ee decays. Strict selection requirements are used to “tag” one of the
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electrons, then the second electron is used as a “probe” for efficiency measurements. Event
selections are used to reject background contamination along with a requirement on the

dielectron invariant mass [107].
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Figure 4.4: Measured electron reconstruction efficiency over (a) Et and (b) n comparing data
to MC for both 7TeV and 8 TeV runs. The dashed lines represent the binning in Er used.
The 7 distribution is for electrons with 15 < Er < 50 GeV [107].

At this stage, electron candidates are dominated by hadrons, photon conversions from 7°

decays, and heavy-flavor decays [110]. The former are referred to as fake electrons and the
latter two non-prompt electrons (for our purposes both are ‘fakes’). Although non-prompt
electrons exist in the final state, they are not what we are looking for. Rather we usually
want prompt electroweak decays of Ws, Zs, or some new particle. To select the desired
electrons, i.e., perform electron identification, various requirements are made based on the
candidate’s calorimeter and track qualities, as well as the matching of cluster to track.
Electron identification is performed in the range || < 2.47, excluding the transition region
(crack) between the barrel and end-cap EM calorimeter at 1.37 < || < 1.52.

Two identification methods are used, a cut-based! selection [82, 110, 111] and multivariate
analysis (MVA) likelihood (LH) selection [107]. Three sets of requirements, optimized in
n and pr, define the loose, medium, and tight cut-based electron identification. The loose
selection uses shower-shape variables, hadronic leakage information, track quality, and track-

cluster matching quality. The medium selection adds on a B-layer? hit requirement to reject

LA cut is a requirement or selection, e.g., pt > 10 GeV.
2The B-layer is the inner most pixel layer.
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photon conversions, a loose |dy| requirement, and makes use of the TRT to identify transition
radiation. The tight selection further adds E/p (calorimeter versus ID measurement), photon
conversion vertex rejection, and stricter selections on previous variables.

Three levels of the LH based identification loose, medium, and very tight make use of
the mostly same set of variables plus dy significance, additional shower shape variables,
and additional track-cluster matching variables. They are designed to have similar electron

efficiencies as the cut-based selection, with better rejection of light-flavor jets and conversions.
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Figure 4.5: Measured electron identification efficiency for various cut-based and likelihood
(LH) selections over (b) Et and (b) n for the 8 TeV run. The efficiency is calculated from
data-to-MC efficiency ratios and the efficiency measured with Z — ee MC. The dashed lines
represent the binning used [107].

Prompt electrons from decays of heavy particles such as the W or Z bosons are expected
to be isolated, that is without other particles producing tracks or depositing energy in the
calorimeter nearby. To further reject background contributions, isolation requirements are
imposed on electrons. A requirement is made on the calorimeter energy and tracks summed in
a AR cone around the electron [107], p$"® and E$™ respectively. In the 2012 data analysis,
the calorimeter energy is computed using the topological cluster algorithm [106], which starts
with cluster seeds and adds neighboring cells if they are above a noise threshold. Calorimeter
cells within 0.125 x 0.175 in n X ¢ around the electron are excluded. Pile-up contributions
are estimated and subtracted event-by-event [112]. For the analyses in this dissertation,
the isolation requirements are optimized in Ep bins based on signal to background ratios.

Table 4.1 contains the total efficiency of the electron reconstruction, identification, and
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isolation requirements for a my = 125GeV H — WW®) — (uvlv signal sample with the
selection in Chapter V. The table also contains the uncertainties on the efficiency. Differences
in measured efficiencies of the reconstruction, identification, and isolation between data and

MC are corrected for with scale factors applied to the MC.

Er Total eff. Iso. unc. (relative) ID+Rec. unc. (relative) Total enc. (relative)
10-15 0.412 0.016 0.016 0.022
15-20 0.619 0.009 0.024 0.025
20-25 0.668 0.008 0.027 0.028
25-30 0.755 0.007 0.014 0.016
30-35 0.770 0.007 0.005 0.009
35-40 0.796 0.006 0.003 0.007
40-45  0.798 0.006 0.002 0.006
45-50 0.813 0.006 0.002 0.006

Table 4.1: Total electron selection efficiencies and uncertainties from isolation (iso.) and
identification plus reconstruction (ID+Rec.) for an my = 125GeV H — WW® — (vl
ggF signal sample. All uncertainties are added in quadrature for the total. Energy scale and
resolution uncertainties are not included.

4.3 Muons

Muons are the other final-state lepton used in the analyses in this dissertation. They are
are reconstructed by an ID track matched to an MS track and less likely to be misidentified
from a jet since they only deposit a relatively small amount of energy in the calorimeters.

The MS is designed to identify particles out to |n| < 2.7. However, muon candidates for
the analyses in this dissertation are built from MS tracks matched to ID tracks, which form
Combined (CB) muons. The use of the ID limits coverage to |n| < 2.5.

There are four categories of identified muons [85]: stand-alone (SA), CB, segment-tagged
(ST), and calorimeter-tagged (CaloTag). SA muons are reconstructed with the MS only and
mainly used to extend coverage out to |n| < 2.7. Tracks are extrapolated back to the IP
taking into account the estimated effects of the calorimeters. CB muons are the main analysis
muons. They are formed by combining tracks formed independently in the ID and MS. ST
muons are ID tracks tagged as a muon if it extrapolates to at least one track-segment in
the MS; these are generally used for low pr muons or in regions of poor MDT acceptance.
Finally, CaloTag muons are ID tracks tagged as a muon if it is associated with a calorimeter
energy deposit compatible with a minimally ionizing particle (MIP). These have the lowest

purity, but can be used to recover acceptance in the |n| < 0.1 region.
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Muons are reconstructed with two independent strategies: Staco (chain 1) [113] and Muid
(chain 2) [114]. A third chain combining the best parts of the first two is planned to be used
for Run II. The Staco method, used by the analyses in this dissertation, performs a statistical
combination (hence ‘Staco’) of the SA and ID track parameters using the corresponding
covariance matrices. Muid re-fits the track using hits from the ID and MS.

Quality cuts are imposed on the muon candidates. The ID track is required to have at
least 1 Pixel hit, at least 5 SCT hits, at most 2 silicon holes, and at least 9 TRT hits if in
0.1 < |n| < 1.9. If the track passes a silicon sensor known to be inefficient, the first two hit
requirements are reduced by one.

The performance of muon reconstruction and identification is also measured using the
tag-and-probe method with samples of Z, J/1, and T decays to pu. The efficiency as a
function of pt and 7 is shown in Fig. 4.6. The drop in CB muon efficiency around n = 0 and
the dips in efficiency in the transition region are due to partial detector coverage, described
in Section 3.2.3. As with electrons, differences between the efficiency in data and MC is
corrected for with scale factors. The correction factors are generally consistent with 1, except
around the transition region where the simulation of the magnetic field is difficult. As seen
in Fig. 4.6, ST muons recover these inefficiencies by requiring only one segment, not the > 2
segments needed for an MS track. Figure 4.7 shows the dimuon invariant mass resolution,
which varies between ~ 1 — 3% depending on the pr and 1 of the muons. The resolution
from J/1¢ and T decays is plotted as a function of the average of the two muon prs, while

the resolution calculated with Z-boson decays is plotted as a function of

sin @, sin 6
p*T:mZ\/—2 = (4.1)

(1 — cosaa)

where 0; 5 are the polar angles of the muons and ;2 is the opening angle of the muon pair.
This definition removes the correlation between the measurement of the dimuon mass and
average pr [85].

Muons are also required to be isolated, using both calorimeter energy and track isolation.
A similar procedure as for electrons is carried out, optimizing the isolation requirements
for the H — WW® — (vl analysis. Table 4.2 contains the total efficiency for the
muon reconstruction, identification, and isolation for a my = 125 GeV signal sample. The
calorimeter isolation energy in a cone of AR < 0.05 is excluded, and the remaining isolation

energy is corrected for the number of PVs (Npy) in the event.
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Figure 4.6: (a), reconstruction efficiency for CB muons as a function of pp. The insert
shows the low pr region. The error bars on the efficiencies are statistical for Z — puu
and statistical plus modeling uncertainties for J/1» — ppu. The green band represents the
statistical uncertainty and the orange additional systematic uncertainty. (b), reconstruction
efficiency for various muon types as a function of n measured with Z — pu events. The error
bars in the ratios combine statistical and systematic uncertainties [85].
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Figure 4.7: Dimuon invariant mass resolution in 8 TeV data for CB muons in two 7 regions as
a function of the average of the two muon pr’s ({pr)) for J/1» and T events and as a function
of p%, defined in Equation 4.1, for Z events [85].
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Er Total eff. Iso. unc. (relative) ID-+Rec. unc. (relative) Total unc. (relative)

10-15 0.574 0.027 < 0.005 0.027
15-20 0.808 0.012 < 0.005 0.013
20-25 0.904 0.007 < 0.005 0.009
25-30 0.924 0.006 < 0.005 0.008
30-35 0.932 0.006 < 0.005 0.008
35-40 0.942 0.005 < 0.005 0.007
40-45 0.943 0.005 < 0.005 0.007
45-50 0.944 0.005 < 0.005 0.007

Table 4.2: Total muon selection efficiencies and uncertainties from isolation (iso.) and
identification plus reconstruction (ID+Rec.) for an my = 125GeV H — WW® — (vlv
goF signal sample. All uncertainties are added in quadrature for the total. The momentum
scale and resolution uncertainties are not included.

4.4 Jets

A jet is a collection of objects in a cone emanating from the IP, defined by an algorithm.
They are usually formed by the hadronization of quarks or gluons and thus in analyses
represent a quark or gluon in the decay process. Jets can be defined with tracks, calorimeter
clusters, or particles. For the analyses in this dissertation, they are measured as splashes of
energy in the calorimeters using topological calorimeter clusters [106].

The topological clusters are used as inputs to a jet finding algorithm. Algorithms for
jet finding are chosen based on several theoretical and experimental considerations [56].
The method should be infrared safe, meaning soft particles should not interfere with the
reconstruction of a jet, e.g., number of jets found. It should also have collinear safety, jet
reconstruction which is independent of how the momentum is distributed among particles.
Experimentally, the resolution of the detector and detector environment play a role in the
selection of the algorithm.

Several very similar methods implement a sequential cluster combination to form jets.
They make use of a measure of separation of objects d;;, defined in Equation 4.2, which is
computed over all pairs ij of input objects, where k;; is the transverse momentum of the
1th object and R is an input distance parameter. Additionally, d;, defined in Equation 4.3,
is computed. If d;; < d; then the four-momenta of objects 7 and j are combined and added
to the list of objects (removing objects i and j). Once d; < d;;, the object i is set aside
(removed from the list) and considered a jet. This continues until all input objects have been

combined into a jet or are considered one itself.
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AR,
R2
di = k% (4.3)

i 2p 1.2p
d;; = min (k:m, kt,j)

(4.2)

The k; algorithm [115, 116] is defined with p = 1 and first merges the soft objects with
low k¢. The Cambridge-Aachen (C/A) algorithm [117, 118] uses p = 0, which means it does
not use the transverse momenta and combines the closest objects first. It can provide a
better resolution of jet substructure. This differs from cone algorithms in that it iteratively
combines objects, rather than combining everything within a fixed cone.

The anti-k; algorithm [119] uses p = —1 and merges objects with nearby hard objects
first. If the hard object has no other hard neighbors within 2R, it will accumulate all of the
soft particles in a cone of R around it. If two hard objects are within R to 2R of each other,
there will be a boundary between the cones of the jets determined by the relative momenta
of the hard objects. In general, for separated hard objects, anti-k; results in conical jets. The
analyses in this dissertation use anti-k; jets with distance parameter R = 0.4.

The topological clusters used for jet finding are initially reconstructed with a local cell
signal weighting (LCW) method [120]. This is meant to better reconstruct jets from hadronic
deposits than using the EM scale which was determined from electron test-beam data [121]—
EM scale jets were used in the 7TeV analyses. Based on the shower shape, the LCW method
classifies topological clusters as either electromagnetic or hadronic, which allows the use of
energy corrections from MC simulation of charged and neutral pions.

Jets are corrected for both in-time and out-of-time pile-up [122], which contribute extra
energy to the calorimeter. The energy contributed from pile-up is calculated with MC
simulation and subtracted off from the reconstructed jet. The average number of interactions
per bunch crossing p,, is used for the out-of-time correction and Npy is used for the in-time
correction. For 2012 data, this correction was further refined [123] to take into account the
jet area, defined by associated tracks, and event pile-up activity, measured with the median
pr density. Jets are also corrected to point to the PV.

Jet pr and n are first calibrated to the jet energy scale (JES) using pr and 1 dependent
corrections from MC simulation comparing reconstructed and truth jets [121]. The correction
is the inverse of the jet response, see Fig. 4.8(a). These jets are referred to as LCW+JES
calibrated jets. Finally, jets are corrected with an in situ derived correction to account for
differences between data and MC, see Fig. 4.8(b).

Systematic uncertainties on the JES [120] are evaluated as a function of pr and 1 and
provided by the JetEtmiss combined performance group. The uncertainties are broken down

into several experimental sources, for a total of thirteen used by the 8 TeV analyses in this
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Figure 4.8: (a), average response (E™ /EI™) of simulated jets in 2011 conditions for the

LCW scale as a function of uncorrected n [120]. (b), jet response data-to-MC ratio for 2012
conditions with the dark line being the in situ correction [124].

dissertation:

e detectorl and modellingl: in situ calibration uncertainties

e modelling and stat+method 7 intercalibration: calibration of forward regions using
central jets

e high pr jets: propagation of single hadron uncertainties to jets
e in- and out-of-time pile-up: uncertainties as a function of Npy and pipy
e pile-up p topology and pr: uncertainties for pile-up effects on jet area and pr

e flavor composition and response: differences in quark-initiated and gluon-initiated jet
response

e b-JES: b-jet versus light-jet energy scale

e AFII3 non-closure: extra uncertainty for using different simulation than was used for
the evaluation of the JES uncertainties

The size of the JES uncertainties as a function of jet pr and n are shown in Fig. 4.9. They
are at most 7 %.

Extra interactions per bunch crossing generally result in more jets. Compared to the 1D,
the slower responding calorimeters are particularly sensitive to out-of-time pile-up. The jet

area pile-up subtraction removes the majority of pile-up jets by reducing their energy to be

3 Atlfast-1I (AFII) simulation is a fast calorimeter simulation, see Section 4.6.
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Figure 4.9: Fractional JES systematic uncertainty for LCW+JES anti-k; jets with R = 0.4
from inclusive dijet samples with average 2012 pile-up conditions, (a), as a function of pr at
n =0, (b), as a function of n at pr = 40 GeV. The uncertainty on the scale of b-jets is not
included [124].

below threshold. However, the increase in pi,, in 2012, lead to the development of a new

technique to suppress pile-up jets. The jet vertex fraction (JVF) [123], defined as

>pr (trackgv)
JVF = £ 4.4
>_ pr (track;) ’ (44)
j

is the fraction of tracks k& pr associated to the jet from the PV relative to all tracks j pr
associated with the jet. It is used to estimate the vertex of a jet, by selecting those with the
most tracks associated to the jet. Therefore, it can be used to remove jets which are not
associated with the PV, and thus likely from pile-up collisions.

Only tracks with pt > 0.5 GeV are used for the computation. The use of tracks limits
the method to |n| < 2.5; though, to reduce signal loss where jets fall partly outside of the ID,
the JVF is only used out to |n| < 2.4. Further, jet multiplicity for pj{ft > 50 GeV is found to
be independent of i, and this pr is set as an upper bound for using JVF.

The JVF distribution for hard-scatter (from the primary vertex) and pile-up jets is shown
in Fig. 4.10. It also shows the efficiency in data and MC for selecting hard-scatter jets as a

function of pp,. Figure 7.3 shows the number of pile-up jets as a function of ip,,.

4.4.1 b-tagging

Events with b-quarks are a signature of ¢£ and single-top processes—the top quark decays

to a W boson and b-quark with a branching ratio near 100 %. Thus, the ability to tag jets
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Figure 4.10: (a), JVF distribution for hard-scatter and pile-up jets in 8 TeV simulation. Jets
with no associated tracks are assigned a value of —1. (b), JVF hard-scatter jet selection
efficiency as a function of average number of inelastic interactions per bunch crossing jip, in

8 TeV data and MC [123].

originating from b-quarks is a powerful tool to preferentially select top-quark processes, which
are backgrounds for the analyses in this dissertation. This is made possible by the relatively
longer lifetime of B-hadrons, resulting in a displaced decay vertex. Algorithms for b-tagging
exploit the topology of b-quark decays. The need for vertexing limits the identification of
b-quarks to the tracking volume (|n| < 2.5).

The MV1 [125] algorithm is used by the analyses in this dissertation to tag b-quarks. It
makes use of a neural network with three algorithms as inputs: IP3D based on the impact
parameter, SV1 secondary vertexing, and JetFitter which exploits the topology of decays with
a Kalman filter [126]. IP3D uses the transverse (dy/og4,) and longitudinal (zy/0,,) impact
parameter significances. SV1 looks for the secondary vertex from the b-quark decay products.
JetFitter exploits the topology of b- and c-quark decays using a Kalman filter to find the
line between the PV and secondary vertex. All three use a likelihood ratio technique. The
output of the MV1 algorithm is a weight which is cut on to determine if a jet is tagged as a
b-quark or not. The value of this cut is selected based on the desired b-tagging efficiency, or
operating point. Figure 4.11(a) shows the b-tagging efficiency versus light-jet rejection for a
simulated ¢ sample with the MV1 algorithm.

The algorithm is calibrated as a function of pr using leptonically decaying tt events with
a likelihood based method [127]. A sample of Njes = 2 and Njets = 3, with all combinations
of Npjets, is fed into the likelihood. The difference between data and MC is corrected for with
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a scale factor (SF), for example in Fig. 4.11. The SFs are computed for jets with pr between
20 and 300 GeV with an uncertainty of about 2% for jets with pr = 100 GeV.

The mistag rate, fraction of light flavored jets tagged as b-jets, shown in Fig. 4.11(b), is
also measured in data [125] using the so-called ‘negative tag’ method. This method reverses
impact parameter and decay length selections. The negative and normal tagging are expected
to be symmetric for light-flavor jets, while not for heavy-flavor jets, because the light-flavor

jets are uncorrelated with the apparent displaced vertex.
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Figure 4.11: (a) MV1 b-tagging algorithm efficiency versus light-jet rejection and (b) light-jet
(u,d, s, or g) mistag rate versus jet pr [125]. (c), b-jet tagging efficiency in data and MC and
(d) the resulting scale factor as a function of jet pr [127].
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4.5 Missing transverse momentum

Missing transverse momentum (MET) is defined as the momentum imbalance in the
transverse plane, making use of momentum conservation as an extra constraint since the
proton beams are along the z-axis. It is a useful quantity in collider physics because it
encapsulates all of the knowledge we have about particles which are not detected by the
detector, e.g., neutrinos, and thus leave an imbalance in observed momenta. Thus, MET
plays an important role in the analysis of H — WW® — {(ulv events.

MET is calculated as the negative vector sum of all of the objects in the detector,
usually divided into the identified hard-objects; photons, leptons, and jets; and the remaining

soft-objects, i.e., everything else:

Ef*=—| > pr+ Y pr|. (4.5)

hard soft
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Figure 4.12: B2 as measured in a sample of (a) Z — ppu events with no jets of pr > 20 GeV
and (b) in a sample of W — ev events [128]. The bottom of each figure shows the ratio of
data over MC. Additionally in (a), the bottom includes the ratio to a scaled and smeared
soft-term, representing a systematic uncertainty.

Three versions of MET are used by the analyses in this dissertation. The first, £ uses
calorimeter deposits for the soft-term, and the other two, p2 and pi™"* use tracks for the
soft-term. The calorimeter based MET assigns energy deposits, in order, to electrons, photons,
hadronically decaying 7-leptons, jets, and muons. Jets and photons with pr > 20 GeV are
considered hard-objects. Remaining topological clusters and tracks are lumped into the soft-

term. The use of the topological clusters reduces the impact of noise in the calorimeter. All of
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the hard-objects are corrected with their respective calibrations. The soft topological-clusters
are also calibrated using the LCW technique and overlaps with tracks are removed [128, 129].

The track-based MET is motivated by the pile-up induced degradation of EM see
Fig. 4.13. An O(20 %) improvement in resolution is obtained by using tracks, with pr >
0.5 GeV originating from the PV, for the soft-term, see Fig. 4.14. Tracks associated with
identified leptons, described in Section 5.3.1, are not included to avoid double counting. In
order to account for neutral particles in events with jets, tracks within a cone of AR < 0.4
are removed and the calorimeter energy of the jet is used instead, resulting in a ‘jet-corrected
track-MET’ [112]. A simpler track-based (pf™"*) without the track-jet substitution is also
used in some categories of the H — WW®) — (ufv analysis.

Since we rely on the measurement of everything else in order to reconstruct the MET,
mismeasurement of objects, as well as detector inefficiencies and resolution lead to fake MET.
Systematic uncertainties on all of the objects which enter the MET calculation are propagated
to it accordingly. The only MET-specific uncertainties are on the soft-term itself, seen in the
left of Fig. 4.12 for the calorimeter-based soft-term. Both a scale and resolution uncertainty
are evaluated, with Z — pp events without jets for the calorimeter-based soft-term [128] and

miss

similarly for pp™*, except also using the balance between the soft-term and jets.
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Figure 4.13: Root mean square (RMS) of the MET for Z — upu events in data and MC for

miss

the calorimeter based B, track-based pi, and non-jet-corrected pi™™ [112] (a) for

Niets = 0 and (b) for Njeis = 1. In the case of Njs = 0, ppss = p?iss’“k by definition.

4.6 Simulation

Predictions of physics processes, such as H — WW® — (ulv, are simulated in several

stages to replicate how the process will appear in the detector to the best of our knowledge.
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Figure 4.14: (a), resolution of calorimeter-based (ER) and track-based (p*) MET. (b),
resolution of mr, see Equation 5.1 for definition, built with calorimeter- or track-based
MET for the ggF signal MC in the Njes = 0 category [112]. The resolution is computed
by subtracted the reconstructed quantity from that derived with the generated leptons and
neutrinos.

The Monte Carlo (MC) method is used to generate events based on calculated differential
distributions for the process from the matrix element (ME). PDFs are used as inputs for
the distribution of energies of the constituents of the protons. The hard-scatter event is
input into a parton shower (PS) simulation to include initial state radiation (ISR) and final
state radiation (FSR), radiation of gluons, not included in the ME. All of these particles are
then run through a hadronization simulation to combine the resulting partons into the final
observable hadrons. Finally, a model of the underlying event (UE) is used to overlay what
happened to the rest of the protons. The PYTHIAS8 [130] event generator is used to simulate
pile-up interactions.

If only the total cross-section is known to higher order, i.e., not the shape, the ratio of
higher to lower-order cross section (k-factor) is used to account for the difference. Many of
the MEs used in event generators are known only to the leading order (LO), but the inclusive
total cross section is generally easier to calculate to higher order.

For event simulation in ATLAS [131], the first step is handled by event generators. These
simulate the initial hard process, including prompt decays, which happen before the need to
consider interaction with the detector. This includes the PS, hadronization, and UE. A cutoff
of er > 10 mm is used to consider the particle ‘stable’ in terms of the event generator. The
resulting particles from the event generation are handed to GEANT4 [132], which propagates
each particle through the full ATLAS detector. Energy deposits in the detector are noted and
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recorded as ‘hits’. Digitization translates these hits into detector signals, including overlays
for pile-up and other non-hard scatter processes. Simulation of the triggers is also performed;
though, no events are rejected, merely the trigger decision is recorded. The simulated detector
output is finally fed into the same reconstruction software as data. Along the way, information
about the generated particles is kept, referred to as ‘truth’ information. The truth record can
be used during analysis to compute signal acceptance and object resolutions, among other
things.

A fast simulation of the calorimeter for photons, electrons, and charged pions, referred to
as Atlfast-IT (AFII) [133], can be used to decrease the time needed for detector simulation.
AFTI uses a parametrized response for the EM and hadronic calorimeters, which can be quite

slow to fully simulate, still using GEANT4 for the remaining simulation.
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CHAPTER V

The H - WW® — fufy Analysis

This chapter covers the strategy, implementation, and results of the H — WW® — (vly
analysis. These results include the statistical significance of the excess in data over the
background only model, measurement of H — WW®) — ¢ufv process rate at the LHC, and
interpretation of this as evidence of VBF production and a measurement of Higgs boson
coupling strengths to fermions and vector bosons. It serves as a reference for the analyses
in VI and Chapters VII. The analysis is described in a recent publication [112]. In brief,
H — WW® — (ulv-like events are selected and we observe an excess over the background

only expectation compatible with the presence of H — WW®) — (vlv decays.

5.1 Introduction

The H - WW® — (ulv decay is one of the three main channels used to discover the
Higgs boson; the others being H — ZZ™) and H — ~v. The decay to two W bosons is the
second largest branching ratio in the SM for mg ~ 125 GeV, behind decays to bb, making up
for the inability to fully reconstruct the Higgs boson mass from the final state due to the
presence of two neutrinos. The final state with two leptons, ¢ = e or p, is the most sensitive
H — WW® decay channel for a light Higgs boson. Another search takes advantage of the
larger W branching ratio into quarks, frqq, but it is only sensitive in the high mpy regime.
Both ggF and VBF production modes are considered in this analysis, with ggF' the dominant
mode. In the SM around myg ~ 125 GeV, VBF production is about 8% of the ggF rate
and VH production is smaller still, about 6 % of the ggF rate, and is included as signal, but
another analysis [134] is optimized for this production mode. Observation of the Higgs boson
coupling to W bosons is an important test of EWSB in the SM.

A well measured mass is important as the Higgs boson branching ratio has a strong
dependence on its mass. Since the (vfv final state has a poor mass resolution, the mass

used for this analysis is based on a combined measurement by ATLAS using the two high
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resolution channels, ZZ and 77, resulting in my = 125.36 + 0.37(stat.) &+ 0.18(syst.) GeV
[135]. A newer measurement combining ATLAS and CMS analyses [30] has since been
released, my = 125.09 £ 0.21(stat.) & 0.11(syst.) GeV, which is consistent with the ATLAS
measurement.

The results of this analysis include evidence for VBF production, measurements of the
production rate! relative to the SM expectation (signal strength p), their interpretation
as ggF and VBF cross section times branching ratios, and their interpretation in terms of
couplings to vector bosons and fermions. A separate analysis [136] is dedicated to measuring
the spin and parity of the Higgs boson using the H — WW® — (vfv channel.

The H — WW® analysis started with the early LHC data, and has improved ever since.
A brief history of the analysis follows. The first public results with data [137] used 35pb~!
7TeV of the 2010 data set; no evidence was seen, and an upper limit on the signal strength
of p =1.2 at myg = 160 GeV was set. This was quickly surpassed by the 2011 data taking.
About half of the dataset, 2.05fb™! at 7 TeV, was used to exclude an SM Higgs boson with
mass 145 < mpg < 206 GeV [138]. The rest of the data, 4.7fb~! in total, was included in a
second publication [139] which excluded a SM Higgs boson with 133 < mpy < 261 GeV. No
significant excess was observed (even with hindsight, there is only a one standard deviation
(s.d.) excess in the low mass region). The ATLAS Higgs boson discovery paper [1] used the
H — WW® ICHEP 2012 results, which claimed, “Observation of an Excess...” [140] based
on 5.8fb~ 1 at 8 TeV plus 4.7fb~" at 7TeV. At this point, the H — WW®™ — (uvlv analysis
alone observed a 2.8 s.d. excess at myg = 125 GeV and the combination of search channels
resulted in a 5.9 s.d. observed significance. The discovery paper was followed by an updated
analysis with more data for HCP 2012 [141] using only the different-flavor (ep) channel with
13fb~! at 8 TeV, resulting in a 2.8 s.d. excess at my = 125 GeV. Finally, the complete data
set, 25fb~1 at 7 and 8 TeV, was presented at the Moriond 2013 conference [142]. A 3.8 s.d.
excess was observed at my = 125 GeV, with a signal strength of © = 1.01 & 0.31. The final
Run I publication [112], described in this dissertation, uses the same dataset with a much

improved analysis.

5.1.1 Analysis strategy

The H — WW® — (vlv analysis was originally designed for sensitivity across a broad
mass range. The final Run I analysis is improved by increasing the signal acceptance and
reducing systematic uncertainties, focusing on the low my region.

The H - WW® — (vfy analysis mainly considers ggF and VBF production and

searches for a final state with two oppositely charged leptons and two neutrinos (plus two

Leross section times branching ratio (o - BR)
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forward jets in the case of VBF). The initial selection is thus fairly simple, requiring exactly
two oppositely charged leptons and MET due to the neutrinos. For this analysis a lepton ¢
refers to electrons (e) or muons (), unless otherwise noted. Only these two are considered in
the final state; leptonic 7 decays are included.

There are many background processes which contribute to this final state, so understanding
and reducing these backgrounds is the motivation for many pieces of the analysis. We divide
the data in order to isolate various backgrounds, separate the production modes, and take
advantage of varying signal to background ratios. Events are binned by the number of jets;
this allows us to define a VBF rich category and consider the W W background separately
from the top-quark background, which dominates at higher jet multiplicities. Since there are
two neutrinos in the final state, it is impossible to fully reconstruct the Higgs boson mass

from the final state. Instead, a transverse mass mr is constructed and used as a discriminant,

2 2
mr = \/(E%’Z +pr)" = [+ (5.1)
where Ef = (pflf)Q + m2,. Here pf is the vector sum of lepton transverse momenta and

py” the same for the neutrinos, measured as MET. In order to further isolate the signal and
separate backgrounds, events are divided by the lepton flavor (different-flavor (ep) and same-
flavor (ee/uu)), the dilepton invariant mass (my), subleading lepton transverse momentum
(p3P), and in bins of transverse mass (mr).

Control regions (CRs), which are additional background-rich regions (ideally defined
similarly to the signal regions), are used to normalize many of the background processes.
These trade theoretical uncertainties on the normalization for the statistical uncertainty from
the CR sample size and modeling of the extrapolation from the CR to signal region (SR).
Nearly all of the backgrounds in the Njes < 1 categories, and the major backgrounds in the
Njets > 2 categories, are normalized to data in this way. Several more complicated background
estimation techniques are used, e.g., for Drell-Yan (DY) in the same-flavor (ee/puu) channel,
with details later.

Results quantifying the agreement of the signal and background models with data are
obtained with a profile likelihood fit, performed with all of the SRs, binned mt histograms
(or binned boosted decision tree (BDT) output in the case of the VBF channel), and CRs,

sub

single bin regions. This is in effect a three dimensional fit in my, p7'°, and mr in the most

sensitive regions.
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5.2 Data and Monte Carlo

5.2.1 Dataset and triggers

The full Run I dataset is used, described in Section 3.3. We enforce data quality, that
the detector sub-systems were operating properly during data acquisition, by referencing
a so-called good run list (GRL) containing the periods of optimal conditions. After this
requirement, a total integrated luminosity of 4.5fb™! at 7 TeV and 20.3fb™! at 8 TeV of data
are used for the analysis.

A three level trigger system is used to select events, see Section 3.3.2. We include dilepton
triggers in addition to single lepton triggers because the acceptance of lower pr leptons is
improved. The requirement of a second lepton lowers the triggered rate so that the required
pr can be lowered for the same bandwidth. This allowed for the leading lepton pt requirement
to be lowered from 25 GeV to 22 GeV, important due to the relatively soft signal leptons.
Table 5.1 lists the hardware and software pr thresholds for the electron and muon triggers

used.

Name Level-1 trigger High-level trigger
Single lepton

e 18 or 30 24i or 60

W 15 24i or 36
Dilepton

e, e 10 and 10 12 and 12

Ly f 15 18 and 8

e, 1 10 and 6 12 and 8

Table 5.1: Lower lepton-trigger pr thresholds, in GeV, during the 8 TeV data taking. For the
single-electron triggers, the hardware and software thresholds are either 18 and 24i or 30 and

(1555

60, respectively. The “i” denotes an isolation requirement that is less restrictive than the
isolation requirement imposed in the offline selection. For the dilepton triggers, the pair of
thresholds corresponds to the leading and subleading lepton, respectively; the dimuon trigger
requires only a single muon at L1 [112].

5.2.2 Monte Carlo samples

The H - WW® — {ufv analysis has many backgrounds and an almost equal number
of MC samples to model them. Dedicated samples are generated for the signal processes
considered (ggF, VBF, and VH) and all of the background processes except W + jets and

multijet production, which use a data-driven method described in Section 5.5.4. Table 5.2
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summarizes the processes considered and the MC generators used.

5.2.2.1 Signal treatment

The POWHEG generator [143] matched to PYTHIAS is used for event simulation of the
ggF and VBF signal processes. The branching fraction as a function of my is calculated
with PROPHECYAF [144], and HDECAY [145] is used to compute the total width. The central
values along with their uncertainties are taken from the LHC Higgs cross section working
group (LHC Higgs XS WG) [32]. The H — WW® branching fraction at my = 125.36 GeV
is 22 % with a relative uncertainty of 4.2 %.

The ggF total cross section is calculated with the infinite top-quark mass approximation
to next-to-next-leading order (NNLO) in QCD corrections [146] and next-to-leading order
(NLO) in electroweak corrections. An NLO correction for the finite top-quark mass of a
few percent is included [147]. Resummation of the soft QCD radiation is carried out to
next-to-next-leading log (NNLL) [148], again in the infinite top-quark mass limit, and to
next-to-leading log (NLL) for finite top- and bottom-quark masses. Electroweak corrections
to NLO [149] are included using the complete factorization approximation [150]. This results
in a total cross section of 19.15pb for my = 125.36 GeV at 8 TeV [151]. The total cross
section has an uncertainty of 10 %, with 7.5 % from QCD scale variations and 7.2 % from
PDF+a; uncertainties [32].

The interference with direct gg — WW production [152] has a negligible impact for the
on-shell analysis in this chapter; however, plays an important role in the off-shell analysis
described in Chapter VI.

For ggF production, POWHEG, which uses a fixed scale, is tuned with the resummation
scale to reproduce the NNLO+NLL Higgs boson pr spectrum from HQT2.0 [153, 154], see
Fig. 5.1. POWHEG includes the effects of finite quark masses. To improve the modeling of the
spectrum, a reweighting is applied to reproduce the NNLO-+NNLL dynamic-scale calculation
from HRES2.1 [155, 156]. Since events with Njes > 2 are relying on the PS, PYTHIAS, they
are reweighted separately to the pr spectrum of Higgs boson production in associated with
two jets from POWHEG+MINLO [157].

Since the analysis is divided into categories by the number of jets, uncertainties are
calculated on the predicted division into jet bins. The jet veto efficiency (JVE) method
[158, 159] is used for the ggF channels and the Stewart-Tackmann method [160] is used for
the VBF channel, because of the central jet veto (CJV), see Section 5.4.4. The JVE method

separates the total cross section calculation (oy..) from the efficiency of the jet vetoes (€)
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Process MC generator PDF Set  Simulation (ZPS
Signal
ggFF H—WW® POWHEG+PYTHIAS  CT10 Fullsim 0.435
VBF H — WW® POWHEG+PYTHIAS  CT10 Fullsim 0.0356
VH H—-Ww® PYTHIAS CTEQ6L1  Fullsim 0.0253
gel' H— 717 POWHEG-+PYTHIA8 CT10 Fullsim 0.151
VBF H — 7171 POWHEG+PYTHIA8 CT10 Fullsim 0.0124
wWWw
qq — WW and qg > WW POWHEG+PYTHIAG6 CT10 Fullsim 5.68
gg — WW GG2VV+HERWIG cTl0 Fullsim 0.196
(qg = W)+ (qqg — W) (DPI) PYTHIAS CTEQ6L1  Fullsim 0.480
VBS WW + 2 jets SHERPA cT10 Fullsim 0.0397
Top quarks
tt POWHEG+PYTHIAG6  CT10 AFII 26.6
Wt POWHEG-+PYTHIAG  CT10 AFII 2.35
tgb (t-channel) ACERMCHPYTHIA6  CTEQ6L1  AFII 28.4
tb (s-channel) POWHEG+PYTHIAG  CT10 AFII 1.82
Other dibosons (VV)
W~ (pr > 8GeV) ALPGEN+HERWIG ~ CTEQ6L1  Fullsim 369
WA* (mg < 7GeV) SHERPA cTl0 Fullsim 12.2
WZ  (mg >T7GeV) POWHEG+PYTHIAS  CT10 Fullsim 12.7
VBS WZ + 2jets (my > 7GeV) SHERPA cTl0 Fullsim 0.0126
Zy  (pt>8GeV) SHERPA cT10 Fullsim/AFII 163
Z~*  (min. my < 4GeV) SHERPA cTl10 Fullsim 7.31
ZZ  (mg >4GeV) POWHEG+PYTHIA8  CT10 Fullsim 0.733
ZZ — lvv (my > 4GeV) POWHEG+PYTHIA8  CT10 Fullsim 0.504
VBS ZZ — vy SHERPA cT10 Fullsim 1.23 x 1073
Drell-Yan (DY)
Z (mge > 10GeV) ALPGEN+HERWIG  CTEQ6L1T  Fullsim 16500
VBF Z + 2jets (my > 7GeV) SHERPA cT10 Fullsim 5.36

Table 5.2: Monte Carlo samples used to model the signal and background processes. The
corresponding cross sections times branching fractions, -8B, are quoted at /s = 8 TeV and
myg = 125 GeV for the signal. Here ¢ refers to e, u, or 7. The branching fractions include
the decays t — Wb, W — (v, Z — U (ZZ — 0lvv includes the ¢¢ and vv branching
fraction), and 7 — ¢ for H — 77. The neutral current Z/~v* — ¢¢ process is denoted Z
or 7v*, depending on the mass of the produced lepton pair. Vector-boson scattering (VBS)
and vector-boson fusion (VBF) background processes include all leading-order diagrams
with zero QCD vertices for the given final state (except for diagrams with Higgs bosons,
which only appear in the signal processes) [112]. Atlfast-II (AFII) refers to fast calorimeter
simulation and Fullsim refers to the full GEANT4 simulation, described in Section 4.6. TThe
DY background is reweighted to the MRSTmcal PDF.
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Figure 5.1: Higgs boson pr spectrum of ggF production for my = 125 GeV at 8 TeV from
HQT2.0 and POWHEG+PYTHIA8 without underlying event (UE), hadronization, or heavy-
quark effects, which are not included in the HQT2.0 calculation. The two agree within
approximately 5 %.

and treats the uncertainties as uncorrelated:

0p = €00tot., O1 = 61(1 — EO)Utot.a O>0 = (1 - 61)(1 - GO)Utot. ) (5.2)

where the o;’s are the cross sections for 7 jets, € is the efficiency of rejecting a jet (defining the
Niets = 0 cross section), and ¢; is the efficiency to to reject an additional jet. This allows us
to use the highest-order calculation available for each component. We include a resummation
calculation for ¢y and the NLO calculation of H + 2jets in €.

The efficiency ¢, is calculated with JETVHETO [161] as ¢ = 0.613 £ 0.072 for a jet
pr > 25 GeV threshold. Given an event has a jet, the efficiency of rejecting a second jet € is
used to define the Njes = 1 and Nies > 2 cross sections. It is calculated the same way as €
to be ¢ = 0.615 £ 0.086.

The Stewart-Tackmann method uses inclusive cross section calculations with progressively
more jets required:

00 = Otot. — 0>1, 01 =0>1 — 0>2, 0>9. (53)

This method does not allow mixing of the order, in order to preserve the total cross section,
and is thus limited to the highest common-order calculation available. The fraction of events
expected per jet bin, as calculated for the Stewart-Tackmann method are 0.614, 0.267, and
0.119 for the Njes = 0, =1, and > 2 categories. The exclusive jet binned uncertainties from
the Stewart-Tackmann (JVE) method are 18 %(15 %), 43 %(27 %), and 70 %(34 %) for the
Njets = 0, = 1, and > 2 categories. The uncertainty on the ggF contribution to the VBF

channel includes the CJV, i.e., a third jet veto. The Stewart-Tackmann method is used to
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evaluate this extra 29 % uncertainty.

Additional sources of acceptance uncertainty on ggF Higgs boson production, beyond
the jet binning, are evaluated. The QCD scale and PDF uncertainties are a few percent.
The PDF uncertainty is taken from the larger of the difference between the nominal PDF
compared to the MSTW [162] PDF set or the eigenvector variations of the ¢T10 set [163].
The generator, and matching of the ME to the PS, uncertainty comes from comparing
POWHEG+HERWIG to aMC@NLO[164]+HERWIG. The UE/PS uncertainties are estimated by
comparing POWHEG+HERWIG to POWHEG+PYTHIAS. The ggF acceptance uncertainties split
by signal region are shown in Table 5.4. The effects of the QCD scale, UE/PS, and generator
uncertainties on the mr shape are applied as a systematic uncertainty, correlated with the
normalization uncertainty, using a linear parametrization between 40 and 140 GeV. This
results in a relative change of roughly 10 % at the bounds.

The VBF total cross section is evaluated with VBF@QNNLO [165] for an approximately
NNLO in QCD computation. NLO electroweak corrections are evaluated with HAWK [166].
QCD scale variations are negligible and the uncertainty from the PDFs is 2.7 %. The same
sources of acceptance uncertainties as for ggF' are evaluated for the VBF process and shown
for the most sensitive BDT output bin, bin 3, in Table 5.3. The other two bins have similar
uncertainties, except for UE/PS, which is 5.2 % in bin 2 and < 1% in bin 1.

5.2.2.2 Backgrounds

In this section, decays to leptons ¢ include leptonically decaying 7s. Most processes
are simulated using POWHEG, which is at NLO in QCD. SHERPA [167] and ALPGEN [168§]
provide merged calculations to include higher parton multiplicities. ALPGEN is used for the
Z/v* — €0 sample, which is calculated with up to five additional partons. For gg — WW and
single-top-quark t-channel production (tgb), the LO generators GG2vV [169] and ACERMC
[170] are used, respectively. Table 5.2 summarizes the generators and cross sections used for
each signal and background process.

The ME from the event generators is matched to a model of the PS, hadronization, and
UE. PYTHIAG [171], PYTHIAS [130], HERWIG[172] (with JiMMY([173] for the UE), or SHERPA
are used for this. The ¢T10 PDF is used for POWHEG, SHERPA, and GG2VV; and CTEQ6L1
[174] is used for ALPGEN and ACERMC. The ALPGEN Z — (¢ sample is reweighted to the
MRsSTmcal [175] PDF set.

The programs used to model and normalize the backgrounds follow. The WW inclusive
cross section is calculated to NLO in QCD with MCFM [176]. The ¢G/qg (later referred to as
qq) initiated production is modeled with POWHEG+PYTHIAG for Njes < 1 and SHERPA for
Njets > 2. Non-resonant ggF WW production is calculated to LO in QCD with GG2vv, which
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Uncertainty source Niew=0" Niew=1 = Njets 22 Niets 2 2

ggF VBF
Gluon-gluon fusion
Total cross section 10 10 10 7.2
Jet binning or veto 11 25 33 29
Acceptance
Scale 48
PDF See Table 5.4 )
Generator -
UE/PS 15
Vector-boson fusion
Total cross section 2.7 2.7 2.7 2.7
Acceptance
Scale - - - 3.0
PDF - - - 3.0
Generator - - - 4.2
UE/PS - - - 14

Table 5.3: Jet binned signal uncertainties (%) for ggF and VBF production. The VBF
uncertainties are shown for bin 3, the most sensitive Ogpr bin [112]. See Table 5.4 for the
ggF acceptance uncertainties.

also includes ZZ to the same final state, and interference between the two. Non-resonant
geF Z7Z — 40 is small and not listed in the summary table, but included for completeness,
simulated with cG2zz [177].

The tt cross section is calculated to NNLO+NNLL with ToP++42.0 [178] and mod-
eled with POWHEG+PYTHIAG. Single top-quark production is calculated to NNLL for
the s-channel [179], ¢-channel [180], and associated W channel [181] and modeled with
POWHEG /ACERMC+PYTHIAG.

The W~* process is defined as the associated production of a W boson with a virtual
photon and separated from the simulation of W Z by my, < 7GeV when there is an opposite-
charge (OC) same-flavor lepton pair. It is modeled with SHERPA with up to one extra
parton. The jet multiplicity is corrected with a SHERPA sample with up to two additional
partons—this sample could not be used outright because the range 2m,. < m.- < 0.5GeV
could not be simulated. The cross section is corrected with an NLO MCFM calculation in the
same mass region. W~* with my, > 7 GeV is simulated with POWHEG-+PYTHIAS, which can’t
model down to the dielectron production threshold. W~(defined as the photon originating
from ISR, FSR, or radiating off of the Whoson) is modeled using ALPGEN+HERWIG with

up to five additional partons and normalized to an NLO MCFM calculation. The sample is
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lead PDF PS/Had./UE NLO-PS

Nt mut pr Seale oW 68% CL  PYTHIA HERWIG Matching
(Gen.)
ee/up channel
0 1255 < 10 14 +1.9 3.2 +1.6 +6.4 -2.5
1 19 +18 28 (L5 421 ()14
et channel
10-15 2.6 +1.8 3.2 -1.7 +5.7 -3.5
10—30{ 1520 1.3 +1.9 3.2 (+)2.4 +4.9 -2.9
. >20 10 +19 32 22 ()16 ()14
1015 15 418 33  (£)20 455 3.8
30-55 { 1520 15 419 33 (25  (1)24 2.5
~>20 35 419 33 1.9 24 (913
1015 3.7 +1.7 2.9 +2.9 +10.8 -3.8
1030{ 1520 90 +1.7 29 ()38 (439  (+)3.6
) 20 35 418 27 (921 (120 ()19
10-15 5.7 +1.7 3.0 (+)3.2 +11.4 -6.8
30—55{ 1520 34 +1.9 3.3 (+)2.6 +13.5 +6.7
20 14 418 28 (919 (L8 (L7
>2  10-55 > 10 18 +2.0 2.2 (-)1.7 (+)1.7 -4.5

Table 5.4: Percent theoretical acceptance uncertainties on the ggF signal process divided into
the ggF signal regions. The sign is included to indicate the correlation; when parenthesized,
the sign is not statistically significant and the statistical error, rather than central value, of
the computation is reported. Mass and momentum units are in GeV.

generated with requirements p, > 8 GeV and AR(v, () > 0.25.

The DY (Z/v*) background is also modeled with ALPGEN+HERWIG with up to five
additional partons, and is normalized to the NNLO DYNNLO [182, 183] calculation. An
additional SHERPA sample, normalized to NLO with MCFM, is used to improve the modeling
of Z~. The photon is required to have p; > 8 GeV and AR(v,¢) > 0.1. Overlapping events
are removed from the ALPGEN sample.

Non-resonant WW /W Z /Z Z from vector boson scattering (VBS) is included at LO with
SHERPA, including the small ZZ — 4( contribution, not included in the summary table.
Double parton interaction (DPI) production of two W bosons (¢ — W) + (¢qg — W) is
included with PYTHIAS. The DPI cross section is computed using the NNLO W cross
section and an effective multiparton cross section, oo = 15 mb, measured by ATLAS using

W37 production [184]. Using an estimate of oo for WW production [185], an uncertainty
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of 60 % is assigned to o.g¢ and the DPI cross section. The contribution of this process is so
small, that even a factor of ten increase in the cross section has a 1% effect on the measured

signal strength.

5.3 Object selection

We consider electrons, muons, MET, and jets in the H — WW® — (uvfy analysis. The
electrons and muons tend to be rather soft, low in pr, and so keeping a low pr threshold is
important for signal acceptance. Requiring them to be isolated rejects fake-lepton producing
backgrounds, such as W + jets. MET is used to select events with neutrinos, mostly rejecting
DY production. Finally, jets are mostly used for counting to separate backgrounds and signal
production modes; however, their topology does play an important role in selecting VBF-like
events.

Leptons and jet candidates may lie close to each other in n — ¢ space and even come
from the same particle passing through the detector. Thus an overlap removal procedure is
implemented in order to remove such cases. If a muon and electron overlap within AR < 0.1,
the muon is kept and electron removed. If two electrons overlap within AR < 0.1, then the
one with the highest pr is kept. If an electron and jet are close, within AR < 0.3, the jet is
removed because electrons are also reconstructed as jets. However, if a muon and jet overlap
within AR < 0.3, the muon is removed, in order to reject more non-prompt muons from

heavy-flavor decays. Electrons with tracks extending to the MS are removed.

5.3.1 Leptons

Leptons are selected with pr > 10 GeV and || < 2.5 for muons and |n| < 2.47, excluding
the barrel-endcap transition region between 1.37 < |n| < 1.52, for electrons.

The very-tight likelihood (LLH) electron identification is used for electrons with pp < 25 GeV
because it rejects fake leptons better for the same signal efficiency compared to its cut-based
equivalent. Above 25GeV, fake leptons are less of a problem, and the looser cut-based
medium identification, with additional requirements to reject electron candidates with tracks
coming from conversion vertices and candidates without a hit in the inner-most pixel lager,
is used to increase the signal acceptance. Both relative calorimeter- and track-based isolation
requirements are used, loosening with increasing pr. Finally, to further reduce fake leptons,
the transverse impact parameter significance is required to satisfy dy/o4, < 3.0, where
04, 1s the estimated uncertainty. The longitudinal impact parameter is required to be

|20 sin 0] < 0.4 mm. The electron selection as a function of pr is summarized in Table 5.5.
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Er Electron ID Calo. Isolation Track Isolation Impact

(GeV) Cone Size AR Cone Size AR Parameters

10-15 AR(0.3)/Er < 020 AR(0.4)/Er < 0.06

1500 Very Tight LH = A p0.3)/Br < 024 AR(0.3)/Er < 008 d0/9a, < 3.0,
PV |20 sin 0] <

20-25 0.4mm

95 Medium with AR(0.3)/Br < 0.28  AR(0.3)/Er < 0.10

C(CBL’?

Table 5.5: Electron selection as a function of Er. “CBL” refers to the photon conversion
flag and B-layer hit, rejecting candidates that have an ID track from a conversion vertex and
without a B-layer hit respectively. The energy in the AR cone listed is used for the relative
isolation calculation as described in Section 4.2.

Muons? are required to have segments in at least two MS layers and meet minimum hit
requirements for the matched ID track. Requirements similar to electrons on the isolation
and impact parameters are imposed, except with a looser longitudinal impact parameter re-

quirement of |z sin @] < 1.0 mm and separately optimized isolation requirements, summarized
in Table 5.6.

pr Calo. Isolation Track Isolation Impact
(GeV) Cone Size AR Cone Size AR Parameters
10-15  AR(0.3 < 0.06 AR(0.4 < 0.06
(03)/p (04)/p ifon < 30

1520  AR(0.3)/pr <0.12  AR(0.3)/pp < 0.08 |20 sin 0] <

. 1.0mm
20-25  AR(0.3)/pr < 0.18 }AR«)'SWT 01
>25  AR(0.3)/pr < 0.30

Table 5.6: Muon selection as a function of pr. The energy in the AR cone listed is used for
the relative isolation calculation as described in Section 4.3.

5.3.2 Jets

Jets are reconstructed using the anti-k; method with a distance parameter of R = 0.4. A
requirement of |[JVF| > 0.5 for jets with pr < 50 GeV and |n| < 2.4 reduces the number of

selected pile-up jets. For determining the jet multiplicity, Njes, jets with pr > 25 GeV for

2In ATLAS terminology, they are staco combined muons.
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In] < 2.4 and pr > 30GeV for 2.4 < |n| < 4.5 are used. For events with Njes > 2, the two
highest pr jets are used as the VBF jets for the calculation of topological variables such as
the dijet invariant mass.

Three other sets of jets are used. First, those with pr > 20 GeV are considered when
rejecting events with jets in the rapidity gap between the two VBF jets (CJV). Second,
jets with pr > 20 GeV and |n| < 2.4 are used for b-tagging. Finally, the jets used for the
soft-hadronic recoil calculation, fiecon, are considered if they have pr > 10 GeV with no
JVF requirement. The jet calibration is applied to jets with pr > 20 GeV; since the DY
estimate using frecon uses data, see Section 5.5.3.2, the MC modeling of jet response below
pr < 20 GeV does not need to be corrected.

Identifying jets from b-quarks is done with the MV1 b-tagger using an 85 % efficient
operating point. The corresponding probability to mistag a light-jet as a b-jet is 10.3 % [112].

5.3.3 Missing transverse momentum

Three definitions of MET are used, described in more detail in Section 4.5. A track-based
MET, piss | is used in the eu channel and for the construction of my. The soft-term is
measured with tracks, except in the case where they are replaced by the energy of a selected
jet. The ee/uu channel uses the simpler (no jet correction) p?iss’trk, which has a better
rejection of DY. Calorimeter-based MET, denoted ER5 is also used by the ee/uu channel.
The MET distributions of eu events, before requirements, are shown in Fig. 5.2 for the three
difference definitions.

A relative MET is defined to help separate cases with fake MET from mismeasured
objects, leading to the MET aligning with the object, and to separate DY, in particular to
77 where the MET tends to align with the final-state leptons. For the calorimeter based

MET, this is defined as

s Efs.gsin A¢  if Ag < /2
ET,rel = . ) (54)
Epvs else

where A¢ is the separation between EX"™ and any selected lepton or jet. Similarly as for

miss

EXiss in Equation 5.4, we define a piss.

5.4 Event selection

The event selection is divided into a general preselection and per-channel optimized

requirements. The preselection picks out the final state. From a technical stand point, its a
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general selection as a starting point, which reduces the selected number of events to a more

manageable level. Table 5.8 lists the complete event selection.

 ATLAS H - \WW*
ATLAS 1 Vs=8TeV, 20.3fb*

8TeV, 20.3fb 3

]+ Obsz+stat EDY
(@)n;=< 1 ee/uu : ~Expxsyst B DY??’W
- O Top
] Bww
E miss 3 O Misid
T, rel 1 . vV
M Higgs
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Events / 5 GeV
|_\
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> 10*
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Figure 5.2: MET distributions after the preselection requirements, but before the cuts on MET
shown with the black arrow [112]. The observed data, black points, include their statistical
uncertainty. The filled histograms (MC) represent the SM signal for my = 125GeV and
background prediction. Included is a hashed band representing the systematic uncertainty on
the prediction, which includes experimental sources and theoretical uncertainties related to
the acceptance of signal and backgrounds—it is only visible in the tails of the distributions.
The band does not include shape uncertainties on individual processes; the uncertainty on
the shape is in any case dominated by the relative normalizations of the backgrounds.

5.4.1 Preselection

Events with two oppositely charged leptons, electrons or muons, with leading picad >
22 GeV and subleading p5® > 10 GeV are selected. Events are required to have a primary
vertex (PV) with at least three tracks with pr > 400 MeV. A requirement of mg > 10(12) GeV

for different(same)-flavor events removes low mass resonances. The Z boson resonance is
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removed by requiring |mg — myz| > 15GeV for ee/up events. Finally, MET requirements are
imposed. Except for the VBF channel, the eu channels require piss > 20 GeV. The Njes = 0
and Njeis = 1 ee/pp categories require E%“;Z? > 40 GeV, and the ee/pup VBF channel requires
Emss > 45GeV. The stronger MET requirements for the ee/up channels are needed to
reduce the large DY background.

The MET distributions are shown in Fig. 5.2 before they are cut on. Good agreement
between data and MC over many orders of magnitude is observed. Table 5.7 shows the
expected and observed yields after each requirement. After the preselection, the events are
binned by Njes, seen in Fig. 5.3, to separate the gglFF and VBF production modes as well as
backgrounds. WW and DY dominate at low jet multiplicities, while top-quark production

quickly dominates with one or more jets.

>/<103 ATLAS H - W\

ATLAS | Vs=8TeV, 20.3fb*

8TeV, 20.3fb™ |
(@) All jets, ee/ pp |

¢+ Obs = stat @ DY

~ Exp + syst [JTop
BEww

7 O Misid

y Bvv

W Higgs

Events / bin

T T T T T T]
(c)bjets,epn 7

301 (b) All jets, e

Events / bin

o
P
N
w
ANy S
o1
o -
SN -

Figure 5.3: Jet multiplicity (n;) distributions for all jets and b-tagged jets (n;). The plots
are made after the preselection requirements and divided by final state lepton flavor [112].
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Objective

ggF-enriched

VBF-enriched

]Vjets =0

Nijets = 1 Njets > 2 ggF

Njets > 2 VBF

Preselection

plf‘ad > 22 for the leading lepton ¢
pﬁllb > 10 for the subleading lepton ¢2
All Niegs Opposite-charge leptons

myge > 10 for the ey sample
mygg > 12 for the ee/pp sample

|mge — mz| > 15 for the ee/pup sample

pRiss 520 for ep

E%Ijises]>40 for ee/pp

p‘{iiss >20 for ep p%iss >20 for ep
E' e >40 for ee/up -

E{‘niss > 45 for
ee/pp

Reject backgrounds -

Top -
Misid. -
Ap(p, p'™) > 7/2
P> 30
DY
?jrs:]’trk > 40 for ee/pup

Srecoil < 0.1 for ee/pp

Nb-jets =0 Nb—jets =0

mfr>50 for ep -

mrr < myz — 25 for ep

miss,trk

Torel > 35 for ee/pp -
fcon < 0.1 for ee/pp -

Nb—jets =0
pe*  BDT input
¥my; BDT input

Mrr < Mz—25
for ep

pRIss > 40
for ee/pup

VBF topology

See Section 5.4.5 for
rejection of VBF &
VH (W, Z — j3),

mj; BDT input
Ay;; BDT input
¥ Cy BDT input
Cprn<1&Cpp<1

Cj3 > 1 for js

here H — WW () ,
where with pl¢ > 20

OppT > —0.48
H — WW® 5 mgy <55 myee < 55 mee < 55 mee  BDT input
47247
decay topology Ao < 1.8 A¢py BDT input

Agyp < 1.8

Agpp < 1.8
- mr BDT input

Table 5.8: Summary of event selection divided by Njes. Selections are noted with ey and
ee/up is they are specific to the lepton-flavors in the final state. A dash (-) indicates no
selection. The requirements listed are those for the 8 TeV analysis for my = 125 GeV.
Differences with the 7 TeV analysis are given in Section 5.4.6. Momentum, mass, and MET
quantities are in GeV [112].

5.4.2 0-Jet category

The MET is expected to balance the dilepton system in events without a jet. We reject
events where the MET significantly deviates from this expectation by requiring the MET to
be in the other hemisphere with Ag(p%, p2ss) > 1.57. Without a jet to boost the system,
DY is expected to have low p, thus a requirement of p& > 30 GeV is imposed. DY in the
ee/pp channel is further suppressed by requiring p?}rsesl’trk > 40 GeV.

The next set of requirements are based on the topology of the spin-0 Higgs boson decay
and vector—axial (VV—A) nature of the W boson decay. The spin correlation of the final state
leptons leads to a smaller opening angle. This is particularly useful for separating the Higgs

boson signal from the WW continuum background. To take advantage of this, the dilepton
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invariant mass is required to be low, my < 55GeV, and the opening angle between the
charged leptons is required to be small, A¢p, < 1.8.

The ee/up channel makes use of an additional discriminant, fiecon, against DY. The
variable is based on soft-hadronic recoil against the p§ system. The DY passing the selection
up to this point, generally has a mismeasurement of the pt balance. The variable is built by

looking for jets with 10 < pr < 20 GeV within a 7/2 wedge in ¢, centered on —p¥:

> IVE; -ph

jets g

frecoil = (55)

P
The jet momenta are weighted by the jet JVF value to reduce contamination from pile-up
jets. A requirement of frecon < 0.1 is used to further suppress the DY background.

Figure 5.4 shows A¢(p, pT), p%¥, muw, A¢u, and frecon in the Nis = 0 category
before they are cut on. Table 5.9 shows the expected and observed event yields after each
requirement. Generally good agreement between data and MC is observed, with an excess

over the background where we expect the signal to appear.

5.4.3 1-Jet category

The Njets = 1 category has a significant background from processes producing top-quarks,
which lead to b-jets in the final state. In order to reduce these backgrounds, we require
Npjets = 0, with b-jets defined as in Section 5.3.2. The ep channel requires the maximum of

the transverse mass defined with either lepton,

mh = \/prr - pHiss (1 — cos Ag) (5.6)

to be larger than 50 GeV. This reduces DY and multijet contributions, which tend to have
lower values of the single-lepton transverse mass mf%. DY in the ee/uu channel is suppressed

J
re

by requiring p?if:{trk > 35GeV and f7 . < 0.1, where the definition of fiecon in the presence

of a jet is extended to include the jet in the denominator: pi’ = p¥ + pl.

The Z/+* — 77 process produces events with a final state similar to that of the signal,
including ey events. The power to reject Z/v* — 77 events with my, is reduced because of
the neutrinos in the final state. The addition of a jet boosting the dilepton system allows for
a better reconstruction of the ditau invariant mass using the approximation that the 7 decay
products are collinear with the 7 in the laboratory frame and that they are the only source

of MET [56, 186, 187]. The approximation of the ditau invariant mass is calculated ignoring

70



5 A s o o B e > T T T T
[ 107 @ Data %% SM (sys [ stat) 8 @ Data % SM(sys O stat)
™ ; [ ww [ Other W ; [ ww [l other v

g 10° Vs=8TeV,[Ldt=203fb" Of [ SigeTop 0 Vs=8TeV, [Ldt=20.3 b Ot [ SigeTop

= Ho WW* . viv + 0 jets B Zy -1l 2y -u 2 HoWW* vl + 0 jets W2y I 2y

2 10 [ w+jet [] Qcp S [ W+et [] Qcp

S ] H[125Gev] o [ H[125Gev]

>

w

: = =
= = 14 3
2 5 1o i¢ =
g 8 JE-‘:"...'“e' LI '+‘”' -
s g o4 CHRAL K 3 ST S5 T o
i P ledleld
LS A P A A AR} I A P Y5
0 20 40 60 80 100 120 140 160
L}
Aq]u.MET [rad] P37 [GeV]
> 4000 e e e
8 @ Data ZZ SM (sys O stat) s @ Data % SM(sys O stat)
[ ww [ Other W ™ [ ww [ Other W
= 3500 Vs=8TeV,[Ldt=2031" ¢ ) -Sm;rem,, g! Vs=8TeV, [Ldt=2031" ¢ o Sm;;mp
& H-oWW*- viv + 0 jets W zy - 2ly* - ~ H-WW*-Iviv +0 jets W zy I 2y* -
= [ W+jet [] QCD §u) [ W+et [] QCD
[ W H (125 Gev] S W H(125Gev]
& >
]

EroorT T T T T T E T ) S ==
7 it - B N
S 1E%eeeteteq, ¢ 4y 2 R T BRSPS sttt ¢ +*
8 o8 B Y ) H+++@ 8 os- 0 oty L=
05:‘ L PR S R B 06:\ PR e T O i A Ao | =

50 100 150 200 250 0
m, [GeV] Ag, [rad]

0 I I O e LR I B S S S
g -¢ Data #£ SM (sys [ stat)
= L Eww [H other v
P Vs=8TeV,[Ldt=203f" ¢ [ SingleTop
S H-WW*_ evev/pvpy + 0 jets [l 2y -1l [l Zy* -1t
> [ w+et []Qcp
w [J H[125 GeV]
s Q4
9 12544 ' ' ' 1
5 et bt
& oon o HTHILET
BETg T " .
0-6*”‘mH\H‘mumt]ﬁ!mm}\H\ o
0 02 04 06 08 1 12 14 16 18 2

frecai

Figure 5.4: Distributions of variables before they are cut on in the 8 TeV Njes = 0 category.
The figures with the solid signal histogram have the signal stacked and included in the
data to MC ratio; the rest have the signal superimposed to illustrate the shape. The error
band, hashed and in the ratio, includes statistical uncertainties from the MC, experimental
uncertainties, and theoretical uncertainties on the background and signal acceptance. The
last bin contains the overflow.
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the 7 rest mass as:

Myr = for x5 >0 (5.7)

A/ L1X2
. PaDl — Dypa
papy + EFSpy — pypl — Eppy
_ PrD — Pyp2
pepy — EXpy — pypd + EJp,

(5.8)

To (5.9)
where 1 5 are the fractions of the 7 momentum carried by the charged leptons, p'?. The
fractions are required to be greater than zero; events failing this approximation, approximately
13% of Z/v* — 77 events, are rejected. This approximation is not used in the Njes = 0
category because roughly 36 % of events fail. A requirement in the ey channel of m,, <
my — 25 GeV removes a large part of the Z/y* — 77 background.

The Higgs topological cuts my and Agy are the same as in the Njys = 0 category.

J

Figure 5.5 shows max mf, m,r, me, Agg, and f 4

before they are cut on in the Njes = 1
category. Table 5.10 shows the expected and observed event yields after each requirement
Again, generally good agreement between data and MC is observed, with an excess in data

where we expect to see the signal.

5.4.4 Njets > 2 VBF channel

The Njes = 2 category is divided into VBF and ggF oriented channels. This section
covers the VBF selection, primarily driven by a BDT categorization [188, 189]. The BDT is
trained with VBF production as signal and the remaining processes, including ggF Higgs
boson production, as background. A cut-based cross-check is also performed using some of
the BDT inputs, relevant here mostly for distributions of variables and example yields. The
VBF topology is characterized by the two forward ‘tag’ jets (ji,72) with a large rapidity gap
between them.

The same ditau mass approximation (m,,) as the Njes = 1 category is used in the epu
channel to reject Z/v* — 77 events with m,, < myz — 25 GeV. The top-quark background is
reduced by requiring Npjets = 0; though, a significant amount of top-quark events remain,
particularly due to b-tagging being limited to the ID acceptance.

Further separation of signal and backgrounds is obtained by using a BDT. The magnitude
of the vector sum of transverse momenta, pit = |p4 + piiss + 5 i p7T|, is used as an input to
the BDT. Additionally, an input to the BDT is the sum of four combinations of lepton—jet
invariant masses, Xmy; = My j1 + M2 1 + Me1 j2 + My j2, shown in Fig. 5.6(d), because it

has some discrimination against backgrounds, which have different lepton—jet topologies than
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Figure 5.5: Distributions of variables before they are cut on in the 8 TeV Njes = 1 category.
The figures with the solid signal histogram have the signal stacked and included in the
data to MC ratio; the rest have the signal superimposed to illustrate the shape. The error
band, hashed and in the radio, includes statistical uncertainties from the MC, experimental
uncertainties, and theoretical uncertainties on the background and signal acceptance. The
last bin contains the overflow.
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the signal. DY in the ee/uu channel is further suppressed by requiring piiss > 40 GeV.

Several inputs to the BDT are designed to take advantage of the forward jet topology of
VBF events, including the lack of jets expected in the rapidity gap because the exchanged
vector bosons are colorless. Both the dijet invariant mass m;; and rapidity difference Ay;;
characterize the forward jet topology and are included in the BDT. Figures 5.6(a) and 5.6(b)
show the m;; and Ay;; distributions in the cut-based analysis. The lack of hadronic activity
in the central region, rapidity gap, motivates rejecting events with a jet between the forward
jets, referred to as a central jet veto (CJV) [190]. The CJV uses jets with pr > 20 GeV and
a centrality (Cj3) of the third jet is defined:

M1 + Nj2
2

|77j1 - 77]‘2’

2

73 —

ng - (510)

Cjs is zero when j3 is centered between the two tag jets, one when aligned in n with one of
the jets, and greater than one when outside of the rapidity gap. Events are required to have
Cjs > 1 in the case of a third jet.

The Higgs boson decay products tend to be central. Using a similarly defined centrality
as in Equation 5.10, except with a lepton replacing j3, both leptons are required to have
Cy < 1 as an outside lepton veto (OLV). The leading lepton centrality from the cut-based
analysis is shown in Fig. 5.6(c). The sum of the lepton centralities > C; = Cyy + Cys is used
as an input to the BDT.

Finally, the same Higgs topological variables my;, A¢yr, and mt are including in the BDT
to take advantage of the decay kinematics. In total, eight distributions are input into the
BDT.

The BDT is trained on MC after the preselection, see Section 5.4.1, and additional
myr, Cy, and Cj3 requirements. The output discriminant (Ogpr) lies from —1 to 1, with 1
being signal like. It is binned for the likelihood fit, with the boundaries chosen to maximize
expected significance while keeping the bins populated. The binning used has boundaries at
(—1,-0.48,0.3,0.78,1), and are labeled 0-3, with bin 0 being mostly background; it is not
included in the fit for the VBF channel, but is used for the Njes > 2 ggF channel, described
in Section 5.4.5.

Tables 5.11 and 5.12 show the expected and observed yields in the 8 TeV VBF analysis.
Along with the distributions in Fig. 5.6, generally good agreement between data and MC is

observed with an excess in data over the background only expectation.
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Figure 5.6: Distributions of (a) m;;, (b) Ay;;, (¢) Co, and (d) Xmy; before they are used in
the cut-based analysis (except for 3my; which has no prior selection) [112].

5.4.5 Njets > 2 ggF channel

The Njets > 2 ggF channel is designed to include more signal in the analysis, which would
otherwise be excluded as background by the BDT selection. Only the ey final state with the
8 TeV dataset is used, as the rest has negligible signal sensitivity. The selection follows the
other ggl' categories with the preselection, m,, < mz —25GeV, and Ny jets = 0 requirements.
The channel is forced to be orthogonal to the VBF channel by requiring events to fail at
least one of the CJV, OLV, or Ogpr > —0.48 requirements. The events are also required to
be orthogonal to the cut-based VBF cross-check by failing at least one of Ay;; > 3.6 and
mj; > 600 GeV. The final state overlaps with VH production where one of the bosons decays
hadronically. The Njes > 2 ggF events are made orthogonal to the VH analysis [134] by
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requiring events to fail at least one of Ay;; < 1.2 and |m;; — 85| < 15GeV, where 85 is the
average of the Z and W boson masses. The same my and A¢y Higgs boson topological
variable requirements are used. Figure 5.7 shows the my, distribution before it is cut on, and
Table 5.13 lists the expected and observed yields. Generally good agreement between data

and MC is observed with an excess in data over the background only expectation.

‘ T T ]
7 ATLAS n;=2ggFep
Vs=8TeV

4001 . 20.3fb

¢ Obs+stat
=~ Exp+£syst |

Events / 5 GeV

B DY
O Top T
B ww .
0 Misid
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MW Higgs

200 #

100 200
m, [GeV]

Figure 5.7: Distribution of my, in the Njes > 2 ggF channel after all selections except my,
and Agy [112].

5.4.6 Modifications for 7 TeV dataset

The 7TeV analysis is kept in line with the 8 TeV analysis where possible, but differs in a
few places due to the lower sample size and lower average pile-up.

Only single lepton triggers are used with a pr threshold of 18 GeV for muons and period
dependent threshold of 20 or 22 GeV for electrons. Electrons do not use the GSF fit and are
identified with only the cut-based Tight++ identification. A tighter isolation requirement
on electrons is used to suppress W + jets and multijet production. EM jets are used with a
tighter [JVF| > 0.75 cut.

The same generators and parton showering are used for the 7 TeV MC, except for WZ
and ZZ where POWHEG+PYTHIAG is used. Pile-up is simulated using PYTHIAG.

The lower pile-up allows for looser requirements. In the ee/uu channel, the MET
requirement is loosened to EM > 35GeV, down from 40 GeV, with no p cut. p#
partially compensates this, raised to pf > 40GeV in Njets = 0 and pZTZj > 35GeV (pr of
dilepton plus jet system) in Njes = 1. The fiecon cut is loosened to 0.2 and 0.5 in Njes = 0
and = 1 respectively. For Njes > 2, only the VBF channel is used, with the same BDT,
but with bin 2 and 3 merged in the eu decay channel, and bins 1-3 merged in the ee/ppu
decay channel due to low event yields. Tables 5.14, 5.15, 5.16, and 5.17 show the event yields
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per requirement in the 7TeV analysis. The excess in data over background in the 7TeV is
smaller than expected given a Higgs boson; however, the uncertainties are larger, covering
this deficit.

5.5 Background estimation

This section describes the methods used to estimate the background processes. The
normalization of WW | top-quark processes, Z/~* — 77, and other dibosons (VV) are taken
from data; for these, the shape and extrapolation of the normalization, is taken from MC.
The normalizations of these processes are taken from control regions (CRs), additional
background-rich, regions. Only ey events are used to normalize backgrounds, except for
estimating backgrounds originating from misidentified leptons and DY in the ee/pupu channels.
This increases the purity of the CRs used by reducing the DY contamination. In general,
the CRs are defined as close to the signal regions (SRs) as possible in order to reduce the
theoretical uncertainties on the extrapolation from the CR to the SR. The numbers quoted
in this section all pertain to the 8 TeV dataset.

Two quantities discussed in this section are relevant when using CRs. First, normalization
factors (NFs) are defined as the scaling needed to match the MC yield to data in the region i:

Ndata . NMC,OtheI‘
. 7

NFi = it (5.11)

7

where ]\fiMC’Other is the MC prediction for all of the other processes, including the Higgs boson
signal, except the background in question NIMC’bkg‘. This represents how far off our predicted
yield is, whether from the cross section or from detector effects and poor modeling. The
NFs are simultaneously evaluated in the fit, but those listed in Table 5.28 are evaluated
sequentially: V'V, Z/~* — 77, Top, and then WW.

MC is used to model the extrapolation factor «; of the yields from the CR ¢ to the SR:

MC,bkg.
NC,bg

SR

)

Theoretical uncertainties are evaluated on these extrapolation factors. These uncertainties
are usually smaller than those on the total normalization in the SR by itself. Thus, with a
large enough sample in the CR, this method results in a smaller total uncertainty on the
predicted background yield.

Table 5.18 summarizes how each background is predicted. The remaining backgrounds

not discussed in the following sections, e.g., double parton interaction (DPI) and Z~, are
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estimated completely from MC.

Category WWw  Top Misid VV ziiLYir;
S e N -
Niets = 0 ee/ N N N/S/E N/E N
o ep N
Niegs = 1 e/ N N N/S/E N/E N
Njets > 2 ggF eu - N N/S/E _ _ N
e _
> ) ]
Mo 22 VB8 o up N ON/S/E NE N

Table 5.18: Summary of which background estimations are taken from data, broken into the
normalization (N), extrapolation from from CR-to-SR (E), and shape of the distribution (S).
An entry indicates data usage, and a dash (-) indicates everything is taken from MC.

5.5.1 Standard Model WW

Quark initiated WW production is the dominant background in the Njes = 0 category
(64 % of e SR) and in the Njes = 1 category (72 % of ep SR). Continuum WW production
is an irreducible background, producing the same final state as the signal. An ey CR is used
in each of these categories to normalize the predicted gluon and quark initiated continuum

WW vyield in the signal regions.

5.5.1.1 Njets < 1 categories

The Nies = 0 WW CR is constructed by starting with events after the P > 30GeV
requirement, see Table 5.8, leaving out the DY reduction and Higgs boson topological cuts,
which are not needed. Then we require pS*® > 15 GeV for the sub-leading lepton in order to
reduce W + jets contamination and A¢y < 2.6 to reduce Z/v* — 77 contamination. The
region sits next to the SR in my,, using the range 55 < my, < 110 GeV. The upper bound
in my is chosen based on the expected signal significance; raising the bound increases the
theoretical uncertainty on the extrapolation to the SR, but increases the sample size in the
CR. Figure 5.8(a) shows the mr distribution in the Njess = 0 WW CR and Table 5.19 lists
the expected and observed yields. The CR is 73 % pure in WIWW and we observe an NF of
1.22 +0.03 (stat.).

The Nis = 1 WW CR is constructed by starting with events after the mff requirement.
Again, W + jets contamination is reduced by requiring p5** > 15GeV and a Z/v* — 77 veto
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Figure 5.8: WW CR distribution of mr in (a) the Njs = 0 and (b) Njets = 1 categories
[112].

is applied with |m,, — myz| > 15 GeV, which allows for the high m., region as compared to
the SR. The region uses a lower bound my, > 80 GeV, which further reduces Z/vy* — 77
contamination at low invariant mass. Figure 5.8(b) shows the my distribution in the Njes = 1
WW CR and Table 5.19 shows the expected and observed yields. The CR is 43 % pure in
WW and we observe an NF of 1.05 £ 0.05 (stat.). The leading contamination comes from
top-quark processes, making up 42 % of the region.

Several uncertainties on the extrapolation factor are evaluated. The QCD scale is varied
by adjusting the renormalization and factorization scales independently by one-half and two,
keeping the ratio of scales between one-half and two [32]. Uncertainties on EW corrections are
evaluated by reweighting the MC to the NLO EW calculation [191] and taking the difference
with the nominal sample as the uncertainty. PDF uncertainties are evaluated by taking
the larger of the difference between the ¢T10 set and either MSTW2008 or NNPDF2.3 [33]
added in quadrature with the cT10 eigenvector errors. The UE/PS uncertainty is evaluated
by comparing POWHEG+HERWIG to POWHEG+PYTHIAG. Finally, an uncertainty on the
generator used is evaluated by comparing POWHEG+HERWIG to aMC@QNLO-+HERWIG. The
effects of the QCD scale, UE/PS, and generator uncertainties on the WW mr shape are
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applied as a systematic uncertainty, correlated with the normalization uncertainty, using a
linear parametrization between 90 and 170 GeV, which corresponds to a relative change of
roughly 20 % at the bounds, depending on the SR. The estimation method and all of the
uncertainties are applied to both quark- and gluon-initiated WW. Table 5.21 summarizes
the uncertainties on the extrapolation of the WW normalization to the SRs.

Gluon initiated WW makes up 6 %(7 %) of the total WW in the Njs = 0(1) SRs and
5%(4 %) in the respective WW CRs. The uncertainty on the total gg — WW cross section
is included to account for possible differences in the fraction of g¢g — WW compared to
qq — WW. Varying the QCD renormalization and factorization scales yields an uncertainty
of 26 (33) % in the Njets = 0(1) categories [192], which has a very small impact on the result.

SR category Njets =0 Njets = 1
Scale PDF Gen. EW UE/PS Total Scale PDF Gen. EW UE/PS Total
SR ep, 10 < myp < 30
10 < pSTUb <15 0.7 1.0 0.4 1.2 2.2 2.8 3.1 06 =34 -09 —2.4 5.3
15 < pSTUb <20 1.2 0.8 0.9 0.7 1.7 2.5 1.6 0.5 0.7 —1.5 —-3.0 3.8
pfﬁ’b > 20 0.7 0.6 3.1 =03 —-1.9 3.8 1.0 0.6 53 —2.8 —3.6 7.1
SR ep, 30 < myp < 55
10 < ps:fub <15 0.7 0.8 0.5 0.8 1.5 2.1 3.2 0.5 1.9 -0.9 —-2.0 4.3
15 < p§fub <20 0.8 0.7 1.0 0.5 1.0 1.8 1.5 0.4 24 —-16 —-3.0 4.4
p?ﬁlb > 20 0.8 0.7 39 —-04 —24 4.7 1.3 0.6 56 —2.7 —3.1 7.1
SR SF, 12 < myp < 55
pSTUb > 10 0.8 1.1 2.4 0.1 —1.2 3.0 0.8 09 -38 =21 —2.3 5.1

Table 5.21: Uncertainties on the WIWW background extrapolation to the Njegs = 0 and =1
SRs from their respective CRs. Relative signs between regions for a given source denote the
correlation. Units are in GeV and the uncertainties are relative.

5.5.1.2 VBF and ggF Njcs > 2 channels

The g — WW background is estimated purely from MC using SHERPA, separated into
diagrams with two QCD vertices and those without QCD vertices, i.e., non-resonant vector
boson scattering (VBS) with EW vertices. Uncertainties from the QCD renormalization and
factorization scales are evaluated using MADGRAPH [193] and found to be 27 % in the VBF
channel and 19 % in the ggF channel. Differences between SHERPA and MADGRAPH are used
as a shape uncertainty on the Ogpr (8-14 %) and my (1-7 %) distributions.

5.5.2 Top-quark processes

The processes included in the top-quark background estimate are t¢ (ditop) and W,

s-channel, and ¢-channel production of a top-quark in association with another quark (single
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top). The final state mimics the one we are after when the W bosons decay leptonically,
producing good leptons and MET (one misidentified lepton in the case of s-channel and
t-channel production), with an additional two b-jets for ¢t, or one for single top. The cross
section for the production of top-quarks is large at the LHC, roughly a factor of five larger
than qg — WW, including the leptonic branching fraction. The use of b-tagging, as opposed

to b-vetoes in the SRs, allows us to define CRs rich in top-quark processes.

5.5.2.1 Jet veto survival probability for Njcs = 0

Most of the top-quark background in the Njes = 0 channel is rejected by the jet veto.
Since there are no jets, instead of reversing a b-veto, the ‘top-quark veto’ is reversed by
allowing any number of jets. A CR, shown in Fig. 5.9(a), is defined after the preselection, i.e.,
before Njes binning, with an additional requirement of A¢y < 2.8 to reduce the Z/v* — 77
background. The region does include the SR, but the SR makes up only 3% of the CR. This
region is populated by 74 % top-quark processes. The fraction of of top-quark events passing
the jet veto, using the jet veto survival probability (JVSP) data-driven estimate, is applied
to the CR yield to obtain the estimate in the Njes = 0 category. The ratio of the data-driven
estimate to the MC expectation is used as an NF' to correct the yield in the SR:

data data
NCR ) P2

NFtop,Oj = Ng/[}g ] PQMC ’

(5.13)
where Ncg is the number of top-quark events (non-top backgrounds subtracted off) and P
is the fraction of top-quark events passing the jet veto.

The quantity P§** is estimated by applying a correction to the MC fraction:

Pbtag,data 2
pgata — pMC ( Plbtag,MC> 7 (5.14)
1

where P is the single-jet veto survival fraction, and the fraction is squared to account for the
two expected jets from tf. Evaluating PP "€ in a b-tagged region, shown in Fig, 5.9(c), provides
a pure top-quark sample, and it is simply the fraction of events without an additional jet.
This results in NFg;p = 1.08 £ 0.02(stat.), where the correction (Ppesdata /phasic)? — 1 ()06,
Theoretical and experimental and systematic uncertainties are propagated to £"°/ (13}’“%1‘“3)2
and the extrapolation to the SR (ayop0;), resulting in a total systematic uncertainty of 7.6 %
on the NF. The systematic uncertainties are summarized in Table 5.22(a).

Unlike other background estimates, the CR described here is not included in the fit. Rather,
the NF is applied to the input MC distributions along with the propagated uncertainties.
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Figure 5.9: Regions used in the Njs = 0 top-quark background estimate. (a), number of
jets in region used to set normalization. (b) , number of b-tagged jets in the previous region.
(c), number of additional jets, ‘probing’ jets, to the b-jet in the b-tagged sample. The NFs,
except for WW, in Table 5.28 are applied.
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5.5.2.2 Jet b-tagging efficiency extrapolation for Njes =1

Top-quark events make up a large portion of the expected background in the Njes = 1
category, 36 % in the SR and 42 % in the WW CR, roughly equal to WW itself. Thus, an
extrapolation to each from the Njes = 1 top CR is evaluated.

_I T T 17T I T T 17T I T T 17T I T T 17T I T T3 _l T I T TT I T TT I T 1T I T TT I T TTT
> [ATLAS tObststat) g u (b)) ATLAS Simulation |
3 L s=8TeV ~ Exptsyst{ N 0.04 P (5=8Tev _ ]
o 400 -20.3fb* OTop | & * 2] probe |
— .
= 0 mDY | & O
n c
> ) - -

0 0 -I 1 I 1111 I 1111 I 1 L ]

50 100 150 200 250 50 100 150 200 250
m [GeV] P, [GeV]

(a) (b)

Figure 5.10: (a), Njets = 1 top-quark CR distribution of my and (b) jet pr comparison
between top-quark (t¢ and Wt) MC with one b-tag for Njes = 2 (27 probe) and Njes = 1 (15)
events. For the Nj.s = 2 events, one jet is randomly chosen to enter the distribution, given
the other is b-tagged [112].

The CR is defined after the max m4 veto requirement, see Table 5.8, by reversing the
b-veto, except in the 20 < p’;t < 25 GeV range, which is still b-vetoed in order to avoid
complications with jet counting. The region is quite pure in top-quark events and well
modeled by MC; the mr distribution is shown in Fig. 5.10(a).

Using just the CR, the estimated top-quark background in the SR would be given by:

CR,data
SR,est. __ SR,MC * "top,17
Nt0p71j _NtOP,lj NCR,MC ) (5-15)
top,17

where the latter fraction is the NF calculated in the b-tagged CR. Thus, the extrapolation to
the SR is also from b-tagged to b-vetoed events. Equation 5.15 can also be written in terms

of the efficiency to b-tag the jet (eﬁﬁg ), which is roughly 73% due to mistags and other
flavor jets being selected:

CR,data

N, . .
SR,est. __ ~'top,lj MC,1j
Ntop,lj = T,l] (1 — Gtag . (516)
6tag
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If we propagate the error on the b-tagging efficiency,

SR, est. MC,1j
NSRest. — T MCI | ] MC,1; | :
top,1j tag — Ctag

we find that a 5% error on the efficiency turns into a 25 % error on the top-quark background
in the SR. A data-driven method is used to estimate this efficiency, the jet b-tagging efficiency
extrapolation (JBEE) method, using Njes = 2 events with Ny jes = 1 and = 2, in order to
reduce the impact of its uncertainty.
The efficiency to tag an individual jet (egg) is estimated, using the tag-and-probe method,
2j
)

from the efficiency to tag a jet in a Njes = 2 sample (¢;7,) along with a correction:

GMC,lj

est.,, 15 _ data,2j tag

€tag = Ctag " TMC,25 0 (518)
Etag

MC,lj/ MC,2j
where egg " /e

= 1.079 with a 1.6 % uncertainty is evaluated in MC and is used to
extrapolate the estimated efficiency to tag a jet from the Njs = 2 to Njes = 1 region;

Fig. 5.10(b) shows a comparison of the jet pr from MC between the two regions. The

. . . . . ta.27 . .
efficiency to tag a jet, as derived in a Njes = 2 region, e?;ga’ 7 is derived from data:
2j
data,2j N2—tag 519
etag - O 5 NQJ' sz ) ( . )
-9 " 4V tag + 2-tag

where N are the number of events with at least one b-tag (1-tag), and number of events with
two b-tags (2-tag), in an Njes = 2 sample with similar selections as the top CR. The factor
of one-half accounts for the chance that either jet is b-tagged.

Using this method, the derived NF is 1.06 £ 0.03(stat.) with a systematic uncertainty
of 9%. For the estimation used in the statistical fit, described in Section 5.6.4, the JBEE
method is used to estimate the b-tagging efficiency, which is then use to correct the b-vetoed
MC estimate in the SR and WW CR by applying the anti-efficiency to the Ny jes = 1 tagged
regions respectively—this can be thought of as deriving the eégg efficiency using the SR
or CR selection. Table 5.22(b) summarizes the theoretical systematic uncertainties on the
extrapolation of this estimate to the WW CR and SR.

5.5.2.3 Njets > 2 VBF channel

The CR used in the VBF channel requires exactly one b-tagged jet in order to be closer
to the SR flavor composition than simply reversing the b-veto. This CR also includes ee/ i

89



Uncertainty source ppresdat [pbtas MOy o Total

Experimental 4.4 1.2 4.6
Non-top-quark subtraction 2.7 - 2.7
Theoretical 3.9 4.5 4.9
Statistical 2.2 0.7 2.3
Total 6.8 4.7 7.6
(a) Njets = 0
Regions Scale PDF Gen UE/PS Tot.

Signal region
ep (10 < myg <55) —1.1 —0.12 —24 24 3.6
ee/up (12 <my <55) —1.0 —0.12 —-2.0 3.0 3.7

WW control region
e (mge > 80) 0.6 0.08 20 1.8 2.8

(b) Niets = 1

Table 5.22: (a), uncertainties on the top-quark background extrapolation for N = 0. (b),
uncertainties evaluate on the Njes = 1 top-quark background estimation for the WW CR
and SR. Relative signs within a column indicate the correlation between regions [112]. Units
are in GeV and the uncertainties are relative.

events since the DY contamination is greatly reduced by the jet requirements. The Ogpr
distribution of the top-quark backgrounds strongly depends on the MC generator used due
to the input jet kinematic variables; thus, each BDT bin is normalized separately to reduce
the impact of the modeling uncertainty on the shape. Except, the most sensitive bins, 2 and
3, are merged due to the low expected yield. The m;; and Oppr distributions for the top
CR are shown in Fig. 5.11. Uncertainties on the extrapolation to the SR bins are evaluated
in the same manner as WW, see Section 5.5.1.1. The modeling uncertainty is the largest
source of uncertainty, evaluated by comparing POWHEG+HERWIG, ALPGEN+HERWIG, and
MC@NLO[194]+HERWIG. The resulting uncertainty is correlated between bins. Table 5.23

summarizes the NFs and the uncertainties on the extrapolation factors.

5.5.2.4 Njets > 2 ggF channel

The ggF Njes > 2 channel does not use a b-tagged region to normalize the top-quark
background. Rather, the high my, > 80GeV region is sufficiently pure (72%) in top-
quark events, see in Fig. 5.7, and avoids extrapolation in b-tagging. The resulting NF is

1.05 £+ 0.03 (stat.). Uncertainties on the extrapolation factor are evaluated similarly to
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Figure 5.11: Distributions in the VBF top-quark CR for (a) m;; and (b) Ogpr [112].

OBDT bins AOJ/O( NF ANF ANF
Statistical ~Systematic

Bin 0 (unused) 0.04 1.09 0.02 0.05

Bin 1 0.10 1.58 0.15 0.55

Bin 2 0.12 0.95 { 0.31 0.36

Bin 3 0.21 ' 0.31 0.36

Table 5.23: VBF channel top-quark NFs and extrapolation uncertainties per Ogpr bin. The
only uncertainty which enters the fit is for the extrapolation [112].

the other channels: the QCD scale uncertainty is 1%, PDF uncertainty 0.3 %, UE/PS
uncertainty 1.2% from comparing POWHEG+PYTHIAG with POWHEG+HERWIG, and the
generator uncertainty 3.2 % from comparing MC@QNLO+HERWIG, ALPGEN+HERWIG, and
POWHEG+PYTHIAG.

5.5.3 Z/~* + jets

The background estimation for Drell-Yan (DY) is divided by the final state between
ee/up and 77, because 77 can contribute to the ey channel, in which case it is an irreducible
background. The Z/v* — 77 background is estimated using a simple CR, while more complex
methods are used to estimate the DY background in the ee/pup channels.

The DY background makes up a large portion of ee/uu events, and enters the signal
selection with fake MET. Soft hadronic activity in the events plays a role generating MET
and boosting the dilepton system; it is often poorly modeled by the MC. Data-driven methods

are used to overcome this.

91



5.5.31 Z/v* > 7T

T T T T ]
L v i
2 - % ¢+ Obststat -
g 1500 |- , ~ Exp+syst
— L i
~ - -
2 - i
c — _
§ 1000F -
L B ]

B 7 100 T T T T T T T T T T T T

500 B ] E ‘ ‘ - I;ata %4 SIIA (sys O stat) 3

- — 90 L Eww [ otherwv

- B S Vs=8TeV,[Ldt=2031" ¢ O Single Top |

C 7 = 80 HoWW*evpv/pvey +22j B zy -1 E2zy-w 3

B 7 € 70 [ W+et [ Multijet =

g (C) B H[125GeV] E

> weoeo E

@) (b)n;=Lep 50 3

O s ] E

S 400 . o 3

> - ATLAS 30 =

S - Vs=8TeV 1 20 E

& 20.3fb* 101 =

200 | T T ; : "_;7‘ ‘:

s 14 ; 1 tt N

2 12 E

g 174 1 ¢ ! ; =

o 08 ' —=

0 06 |y e

50 100 150 50 100 150 200 250 300

m T [GeV] erk'CU [GeV]

Figure 5.12: Z/v* — 77 CR distribution of mr in the ggF (a) Njeis = 0, (b) Nijeys = 1[112],
and (c) Nets > 2 categories.

In all of the Njes categories, a CR is used to normalize the Z/* — 77 background. We
make use of the dilepton invariant mass and reconstructed ditau mass m.,, using the co-linear
approximation, to select Z/v* — 77 events. Z/v* — 77 events fall into the signal region
because they create dilepton plus MET final states and play a role in the ep channel; they
are generally negligible compared to Z — ee or Z — ppu events in the SF channel. The NF's
derived in the following Z/v* — 77 CRs are consistent within statistical uncertainties with
unity, see Table 5.28. The systematic uncertainties on the extrapolation factors for the ggF
channels are summarized in Table 5.24.

The Z/y* — 77 CR in the Njus = 0 category is defined after the jet veto, requiring
A¢y > 2.8 and my < 80 GeV to select Z/v* — 77 events which fall below my due to the
neutrinos. This region is quite pure in Z/~v* — 77 at 90 %; the m distribution is shown in
Fig. 5.12(a).

The p% shape is modeled poorly by the MC (ALPGEN+HERWIG) when no jets are present,
i.e, when there is soft hadronic recoil, pZ is poorly modeled. To correct this, a reweighting is

derived from a comparison of MC and data in the Z peak using uu events and applied to
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the truth p% spectrum for all Z — ¢/ events with zero reconstructed jets. The full weight
is used as an uncertainty on the shape on the Z to ee or puu MC. An uncertainty on the
extrapolation from the reweighting is also derived for the Z/v* — 77 events, 19 % for the SR
and 16 % for the WW CR. These are derived by comparing the nominal weights with those
derived from the same Z peak region, but with a pss > 20 GeV requirement, the same used
in the ey channels.

Events in the Njis = 1 category are boosted enough to make the co-linear mass ap-
proximation more efficient. The CR is defined after the m% requirement, again requiring
mee < 80 GeV, but now m,, > my — 25GeV, to select Z/v* — 77 events. It has slightly
more contamination, being 80 % pure, and the mr distribution is shown in Fig. 5.12(b).

The uncertainty from the modeling of Z/y* — 77 in the Njs = 0 and = 1 categories
is evaluated by comparing ALPGEN+HERWIG and ALPGEN+PYTHIA. QCD scale and PDF
uncertainties are also evaluated and summarized in Table 5.24. The QCD scale is evaluated
by varying the dynamic scale used in ALPGEN+HERWIG samples with zero, one, and two
additional partons. The CTEQ6L1 PDF used in the Z/+* — £¢ samples is reweighted to the
variations needed to evaluated the PDF uncertainties in the same manor as done for the
WW background, see Section 5.5.1.1.

Region Scale PDF  Gen. Gen. Stat. pZ
Signal regions

Niers = 0 -1.6 1.4 5.7 15 19

Niets = 1 47 1.8 -2.0 7.7 -

Niets > 2 ggF -10.3 1.1 10.4 - -

WW control regions

Niers = 0 -5.5 1.0 -8.0 3.2 16

Niets = 1 -72 21 3.2 3.6 -

Table 5.24: Extrapolation uncertainties on the Z/v* — 77 estimate in the ggF channels.
The last two uncertainties are from the p reweighting (p%) and from the large statistical
uncertainty (Gen. Stat.) on the MC used to evaluate the modeling uncertainty (Gen.).

Normalization of Z/y* — 77 in the VBF Njes > 2 VBF channel is done using a CR
combining ep and ee/pup events to reduce the statistical uncertainty. Contamination from
Z to electrons or muons in the ee/uu events is small. The CR is defined with my <
80(75) GeV in eu (ee/pup) and |m,, — myz| < 25GeV. Combining all three Ogpr bins, the
NF is 0.90 + 0.30(stat.). QCD, PS, and PDF uncertainties are evaluated, but found to be
negligible compared to the large statistical uncertainty, and thus not included.

The CR for the Njes > 2 ggF channel is constructed after the b-veto, with the additional
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requirements of my < 70GeV and Ag¢y > 2.8 to select Z/4* — 77 events, shown in
Fig. 5.12(c). The VBF region is rejected by requiring the events to fail either the OLV or
CJV. The region is 74 % pure.

5.5.3.2 ‘Pacman’ method for Njs < 1 ee/pp

The estimate of ee and pp DY final states uses the fiecon variable to quantify soft hadronic
recoil and estimates the efficiency of requirements on this variable with data. The difference
in soft hadronic recoil, shown in Fig. 5.13, between processes with real MET, e.g., the signal
and processes with neutrinos (non-DY), and those with fake MET (DY), makes fiecoi &
useful discriminant. The same p% reweighting described in the previous section is applied to

Niets = 0 events.
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Figure 5.13: fiecon distribution in Njes = 0 signal-like events, from the Moriond CONF note
[142], showing the difference between events with real and fake MET.

The efficiency (fraction events passing the fiecon requirement) of DY and non-DY processes
are measured in data and used to estimate the amount of DY entering the SR. Events are
separated into those which pass and those which fail the fiecon requirement.

The non-DY efficiency (€yon.py) is derived in an ey sample with ee/up channel SR
requirements, and is used for signal and non-DY processes. These events are almost all
non-DY—the region does overlap with the ey SR. The DY efficiency (epy) is derived on the
Z-peak, selected with |mg — myz| < 15GeV in SF events. Since there are non-DY processes

/

in the Z-peak, a third efficiency e v 1s used, evaluated in the Z-peak, but with ep events.

non-D

Thus, epy is measured by subtracting off the non-DY contributions, estimated with MC:

Z-peak / NZ—peak
data,pass €nhon-DY * {VMC,non-DY
€Epy — Zoak Zoak . (520)
NZP _ NZpea
data MC,non-DY
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The DY efficiency is then used to estimate the yield in the SR:

SR SR
Ndata,pass — €non-DY * Ndata ‘ (521)

SR
Npy = épy -
€DY — €non-DY
where in both equations N is a yield, and pass means the region passing the fiecoi requirement.

This can be derived from solving for N3 in:

NSR, 1 1 NpR
pass+fail 1/6DY 1/GHOH-DY Nnon—DY

’

Uncertainties on eggn_DY for the ep to ee/up extrapolation are evaluated using MC, with
the full difference in efficiencies of ey and ee/up events in the Z-peak and SR taken as
the uncertainties. The difference in f...on efficiency between signal and non-DY processes
is taken as a further uncertainty on the signal. It is 9% and 7% in the Njys = 0 and =1
categories respectively. These uncertainties are validated with data and alternate MC samples.
The uncertainty on epy covers the extrapolation from the Z-peak to the SR and is again
evaluated using MC. This uncertainty is also validated in data. The efficiencies (¢) and their

uncertainties are summarized in Table 5.25.

5.5.3.3 Z/~* — pp/ee in VBF

DY in the VBF channel is estimated using an data-driven ABCD method in the my, and
E®ss dimensions, see Fig. 5.14 for an illustration of the regions used. The DY shape is
taken from a low my region (B) with the same my, requirement as the SR (A), but lower
MET requirement. This results in a high purity sample. The normalization is then corrected
using the E* requirement efficiency (C/D) in the Z-peak (|my — myz| < 15GeV), where
region C has the same MET requirement as the SR of E > 45 GeV and region D the same
requirement as B, 25 < B < 45 GeV. Resulting in a predicted yield in BDT bin i:

. . N¢
NSR,I . NB,I DY
DY — -'D

" Arp  Jnon-closure 5.23
YN Jron-ci (5.23)

where N are the yields with the expected contamination subtracted and fyon-closure COTTECtS

for different £ efficiencies at low and high myy, evaluated with MC:

non-closure N]Sy/NBY . .

Due to low yield in region B for the last BDT bin, the last two bins are combined.
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Efficiency  Nigts =0 Nigs = 1

J J

€non-DY 69 +1 64 £+ 2
€ oDy 68 + 2 66 + 3
€Dy 14+5 13+4

(a) frecoil requirement efficiencies, in %.

Source Niets =0 Njets = 1
Total uncertainty on €,0n.py 1.9 3.2
Statistical 1.8 3.0
ep to ee/pp extrapolation 0.8 1.2
Total uncertainty on €,y 3.1 4.5
Statistical 1.9 3.9
ep to ee/pp extrapolation 2.5 24
Total uncertainty on epy 38 32
Statistical 9.4 16
Z-peak to low my (SR) extrapolation 32 16
Total uncertainty on SR SR yield estimate 49 45

(b) Systematic uncertainties on frecon efficiencies, in %.

Table 5.25: Summary tables of (a) the efficiencies extracted for the DY estimate and (b) their
respective uncertainties [112].

The (¢/D) ratio is 0.43 + 0.03 and the non-closure factor is 0.83 & 0.22. Resulting NFs
are 1.01 £ 0.15(stat.) for bin 1 and 0.89 4 0.28(stat.) for combined bins 2 and 3.

The difference between unity and the non-closure, 17 %, is taken as a correlated un-
certainty across BDT bins. Uncertainties on the extrapolation of the BDT shape through
the MET requirement is evaluated by comparing the deviations of ALPGEN+HERWIG and
ALPGEN+PYTHIAG6 in each BDT bin in the SR and region B. No EM* dependence on
the BDT is observed, and uncertainties of 4, 10, and 60 % are applied in bins 1, 2, and 3

respectively, based on this.

5.5.4 W + jets and multijets

The W + jets and multijets backgrounds, collectively referred to as misid, are estimated
in all channels using a data-driven ‘fake-factor’ applied to a control region of anti-identified
leptons, extrapolating the yield to the SR,. Both the shape and normalization are taken from
data. These backgrounds enter the signal region when one or two jets are misidentified as

good leptons, referred to as fake leptons.
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Figure 5.14: The background composition of the ABCD regions used for the DY estimate in the
VBEF channel. DY is shown in green, top-quark processes in yellow, and other backgrounds
in grey. Extra divisions in my and B2 are shown (numbered), which are not used for the
estimate.

A sample rich in W + jets is constructed by requiring one good lepton and another which
fails the SR identification, but satisfies a looser selection (referred to as an anti-identified
lepton) including looser impact parameter and isolation requirements. Anti-identified electrons
differ from the nominal selection by requiring: calorimeter isolation AR(0.3)/Er < 0.30, track
isolation AR(0.3)/Er < 0.16, no conversion vertex and B-layer requirements, and failure of the
medium and identified electron requirements. Anti-identified muons differ from the nominal
selection by requiring: no dy requirement; calorimeter isolation of AR(0.3) < (0.15,0.25,0.30)
for pr between 10-15, 15-20, and >20 GeV; no track isolation, and failure of the identified
muon requirements. CRs for the Njes = 0 regions with an anti identified electron and muon
are shown in Fig. 5.15.

The fake-factor, or extrapolation factor from anti-identified to identified lepton, is defined
as the ratio of all identified leptons over all anti-identified leptons, see Fig. 5.16. It is
calculated from jets in events with a Z boson candidate, and includes a correction for
expected Z-+jets and W + jets differences in MC (ALPGEN+PYTHIAG). The correction
for anti-identified electrons is 0.99 £ 0.20 and 1.00 £ 0.22 for anti-identified muons. The
uncertainty is evaluated by comparing the correction factor between ALPGEN+PYTHIAG,
ALPGEN+HERWIG, and ALPGEN+PYTHIAS. Non-Z-+jets contamination, which produce
additional leptons, is estimated with MC, with a 10 % systematic uncertainty. The fake-factor

is defined separately for electrons and muons, and is binned in fake-lepton pr and 7.
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Figure 5.15: Distribution of mr in the Njys = 0 ep channel with SR selection for (a) an
anti-identified muon and (b) an anti-identified electron. The EW contamination is estimated
with MC [112].

A difference in the fake-factor is seen for opposite-charge (OC) and same-charge (SC)
lepton pairs, at least in part from We production, where the semi-leptonic c-quark decay
produces predominantly a lepton of opposite charge to the W-boson. Therefore, the fake-
factor is evaluated separately for the two cases, which is important for the W + jets estimate
used in the V'V CR, described in Section 5.5.5. The correction for using Z+jets events
to evaluate the fake-factor is quite different for same-charge (SC) events, 1.25 4+ 0.31 for
anti-identified electrons and 1.40 + 0.49 for anti-identified muons—the same uncertainty
method as for OC events is used. Figure 5.17 shows the fake-factors, OC and SC, and their
uncertainties before the correction for using Z+jets events.

Besides the uncertainty on the correction factor, the limited number of events in the
Z+jets sample and subtraction of contaminating backgrounds in the sample contribute to
the total uncertainty on the fake-factor, summarized in Table 5.26. Since the processes
contributing to OC and SC events are not the same, the uncertainty on the correction factor
is split into a correlated (across charge) and uncorrelated component. The splitting is based
on the estimated fraction of processes overlapping between the regions, namely assuming
those contributing to SC events contribute to both, while some contribute predominately to
OC events.

The QCD multijet background is similarly estimated by applying, twice, a fake-factor to
a CR, now with two anti-identified leptons. The CR with one factor of the extrapolation
factor represents the estimate for one identified and one anti-identified lepton, and is used to
subtract this small contribution from the W + jets estimate, in Equation 5.26. The fake-factor

for the multijet background is calculated in a dijet sample constructed by inverting the lepton
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Figure 5.16: Identified and anti-identified (a and ¢) muon and (b and d) electron pr in
the Z+jets sample with non-Z+jets contamination (Bkg.) estimated from MC with a 10 %
uncertainty [112].

identification, as before. It is corrected for biases introduced by requiring one of the objects to
be identified (f”) or anti-identified (f”). The dominant uncertainty on the multijet estimate
arises from uncertainties on these corrections, resulting in a total uncertainty between 30-50 %
depending on the lepton flavors. The total includes the other uncertainties summarized in
Table 5.27, except for the sample dependence, which would account for differences between
the dijet and W + jets fake-factors, i.e., if the dijet fake-factor was used for a W + jets
estimate.

Finally, the multijet estimate in the SR is calculated by applying the corrected dijet
fake-factors, after subtracting off W + jets and other backgrounds, estimated with MC, to
the two anti-identified lepton CR:

Natd™ = f. dijet " fijet * (Nanti—id+anti—id — N i — Novtisa oo > (5.25)
The W + jets estimate in the SR is similarly estimated by applying the corrected Z+jets fake-
factor to the one anti-identified CR, after subtracting off the multijet and other background
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Figure 5.17: Fake-factors (extrapolation-factors) for (a) mouns and (b) electrons as a function
of pr before the correction accounting for use of Z+jets (‘Z+jets MC’ to ‘OC W + jets MC”)
[112].

contamination:

W+jets ) - » multijet Other Bkg.,MC
Nid+id - fW—l—Jets ’ <N1d+ant1—1d - Nid+anti-id - Nid+anti-id ) (5-26)

where fyy4jets is the corrected fake-factor and Nfﬁgg&fid =2 fdier - ;ﬁ_ﬁg‘iam_id is taken from
Equation 5.25, with a factor of two to account for two objects with the possibility to become

the ‘identified’ one.

5.5.5 Other dibosons: W~/ W~*/WZ/ZZ

The Wry, W~*, WZ, and ZZ processes are referred to as the other dibosons (VV') or
non-WW dibosons. They tend to have large theoretical uncertainties and fall into the signal
selection through missing, e.g. W Z and ZZ, or misidentified objects, e.g. photon conversions
for W~. They make up 14 % (12 %) of the ey Njets = 0(1) category signal region; though
relatively small, the V'V processes tend to sit under the signal in my. In order to reduce the
impact of normalization uncertainties in these categories, we take advantage of the fact that
these processes, except for ZZ, are charge symmetric and construct a CR with the same
selection as the SR except requiring the leptons to have the same charge. The ZZ process is
negligible, 1% of the CRs, so the charge asymmetry can be ignored. Unlike the other CRs,
this is only used for the eu channels; V'V in the ee/pu channels is estimated purely from
MC. This SC CR is rich in the V'V processes, at 62 % (61 %) in the Njs = 0(1) SC CRs.
Figure 5.18 shows the mr and p%ub in the Njis = 0 and = 1 SC CRs. W + jets and multijet
backgrounds are estimated using the data-driven method described in Section 5.5.4. The
resulting NFs are 0.92 £ 0.07(stat.) for the Njes = 0 and 0.96 £ 0.12(stat.) for the Njes = 1
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Total Corr. factor
SR pr range OC SC OC SC Stat. Other bkg.

Stat. Corr. Uncorr. Stat. Corr.

Electrons
10-15GeV 29 32 5 11 15 8 30 18 11
15-20GeV 44 46 5 11 15 8 30 34 19
20-25GeV 61 63 5 11 15 8 30 52 25
> 25 GeV 43 45 5 11 15 8 30 30 23
Muons
10-15GeV 25 37 8 13 17 14 47 10 3
15-20GeV 37 46 8 13 17 14 47 18 5
20-25GeV 37 46 8 13 17 14 47 29 9
> 25 GeV 46 53 8 13 17 14 47 34 21

Table 5.26: Uncertainties (%) on the fake-factor split by anti-identified lepton flavor and
pr. The total is broken down into components from the Z4jets correction factor, yield in
the sample, and other background contamination [112]. The uncertainty from the correction
factor is further split into a statistical term, a systematic uncertainty correlated across charge
(opposite-charge (OC) versus same-charge (SC) pairs), and an uncorrelated component.

categories.

QCD scale uncertainties dominate for W~ and W~*. The uncertainty for W+ is divided
into the total cross section (6 %), and uncertainties uncorrelated across jet bins: 9%, 53 %,
and 100 % uncorrelated in the Njs = 0, = 1, and > 2 categories respectively. W~* has a
7.5 % total cross section uncertainty, and 6.5 %, 30 %, and 26 % uncertainty uncorrelated
across the the Njes = 0, = 1, and > 2 categories respectively. Further, for W+* an my shape
uncertainty from scale variations is evaluated from comparing the nominal MC with MCFM
and a SHERPA sample with with < 2 partons. For both W+~ and W~*, the PDF uncertainty
on the acceptance is 3 %. We use a 4 % PDF uncertainty and 5% QCD scale uncertainty on
the total cross section for the WZ and ZZ processes. No uncertainty on the extrapolation
from the SC to OC regions is applied because the processes are charge symmetric—verified
in the MC used.

Validation regions (VRs) are constructed to check the modeling of W~ and W~*. W~
events are selected from when the W boson decays leptonically and the photon converts into
an eTe™ pair in the detector, but one of the electrons is lost. These are mitigated by rejecting
events with photon conversion vertices. The validation region is constructed by reversing the
mitigation, i.e., requiring the electron track to come from a conversion vertex and not have a

hit in the B-layer. The rest of the selection is the same as the signal selection, but only events
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SR pr range Total Sample dependence Stat. EW bkg.

Electrons
10-15GeV 60 60 2.9 1.9
15-20GeV 60 60 5.0 1.9
20-25GeV 60 60 3.9 1.9
> 25 GeV 60 60 3.6 4.2
Muons
10-15GeV 40 40 1.1 1.8
15-20GeV 40 40 0.5 1.8
20-25GeV 40 40 0.9 1.8
> 25 GeV 40 40 1.6 4.2

Table 5.27: Uncertainties (%), other than the correction factor, on the dijet fake-factor
split by anti-identified lepton flavor and pr. The difference between the dijet and W + jets
fake-factors (sample dependence) is not applicable to the multijet estimate. The EW bkg.
uncertainty represents contamination from prompt leptons from W /Zs in the event.

selected by the muon trigger are used to avoid the electron trigger selection. This results in a
VR which is 83 (87) % W in the Njes = 0 (1) regions. Figures 5.19 (a) and (b), show the mr
and electron Er in this region. A further check of photon conversion modeling is performed
using Z — ppy events, selecting ppe events with the invariant mass withing 15 GeV of my.
This sample is 99 % Z — uuy events. We observe a mismodeling of the non-prompt electron
rejection and apply an electron pr dependent uncertainty of 25, 18, and 5% to W~ and Z~
events in the 10 < pr < 15, 15 < pr < 20, and pr > 20 GeV bins respectively.

W~* events enter the signal region when the W boson decays leptonically and one of
the leptons is lost from the v* decay into ete™ or u*u~. A VR is constructed by selecting
ep events with piiss > 20 GeV, the muon pair satisfies m,, < 7GeV, and both muons are
required to pass A¢(e, ) < 2.8. Muon pairs consistent with a .J/v¢ decay are rejected. The
leading electron and muon are required to pass the signal selection, and the third muon is
allowed to go down pp > 3GeV. The mr from the leading electron and muon and m,,, are
shown in Figs. 5.19 (c) and (d).

5.5.6 Modifications for 7 TeV

Background estimation for the 7TeV dataset is very similar to those described above.
The WW, Z/v* — 77, and top-quark control regions are defined the same, and the same
extrapolation uncertainties are used. DY estimation in the SF channel also uses the method

described in Section 5.5.3.2. The method used for W + jets is the same, but a multijet sample
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Figure 5.18: Same-charge (SC) CR distributions of (a and c¢) mt and (b and d) p5*® in the
Niets = 0 and = 1 channels [112].

is used to calculate the fake-factor (the dijet fake-factor described in Section 5.5.4). The
dominant uncertainty on the fake-factor comes from sample composition uncertainties, 29 %
for muons and 36 % for electrons. There are not enough events to make a useful SC CR, so
V'V is estimated entirely from MC. The VBF channel uses the same methods as the 8 TeV
analysis. All of the NFs are summarized in Table 5.28.

5.6 Statistical treatment

A statistical analysis is used to quantify the comparison of the signal and background
model with data. A likelihood describing the analysis, including background estimates and
uncertainties, is constructed and maximized in order to fit the model to the data and extract
results such as the observed signal strength fiops, 1.€., the observed Higgs boson production
rate. This likelihood is used in a profile likelihood method to test the signal hypothesis—
comparing the expected with the observed. Nuisance parameters (NPs) are profiled, meaning
the likelihood is effectively parametrized only by the parameters of interest (POIs). Inputs to
the fit are binned histograms of data and estimated backgrounds, as described in Section 5.5,

as well as systematic variations of these histograms (some histograms have a single bin). At
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its simplest, the likelihood would be a Poisson probability of the signal plus background
model (p-S + B), where the signal strength is parametrized with p, given the observed data
yield (N),

L(p|N)=P(N|u-S+ B). (5.27)

This can be extended to include the information of a CR designed to normalize the background

B, by adding an additional Poisson term and parametrizing the background yield with N5,
L(u, N°|N,Ncg) = P (N|p- S+ NPB) x P(Ner| NP Ber) . (5.28)

Thus, the normalization of the background is constrained by the additional information of the
yield in the CR. The signal strength pu is our POI; it modifies the signal yield, where u =1 is
the nominal prediction, which in our case will be the SM rate. The symbol N is a NP—a
parameter in the model whose value we are not particularly interested in. We can account for

further effects, e.g., the jet energy scale (JES) systematic uncertainty, by introducing another
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Category WWw Top VvV Z/v* =TT

8 TeV
Niets = 0 1.2240.03 1.0840.02 0.9240.07 1.00+0.02
Niets = 1 1.054+0.05 1.06+0.03 0.96+0.12 1.05+0.04
Njets > 2 ggF N/A 1.05 4 0.03 N/A 1.00 +0.09
Niets > 2 VBF Bin 1 N/A 1.58 £0.15 N/A 0.90 -+ 0.30
Niets > 2 VBF Bin 2-3 N/A 0.95 4 0.31 N/A ' '

7 TeV
Niets = 0 1.09 +£0.08 1.1240.06 N/A 0.89 4 0.04
Niegs = 1 0.984+0.12 0.99 £ 0.04 N/A 1.10 £ 0.09
Niets > 2 VBF N/A 0.82 +0.29 N/A 1.524+0.91

Table 5.28: Normalization factors for the various categories in the analysis computed in their
respective regions with statistical errors. These are evaluated sequentially: V'V Z/~v* — 77,
Top, and then WW, and do not come from the combined fit.

NP, 0;gs, which has some effect on the background normalization such that the background
yield is a function B(f;gs), and introducing a constraint term /\/1(6’~ jEs|0yEs) representing an
auxiliary measurement, where 0 jEs 18 the nominal value of 0ygs. Adding this to the likelihood

we obtain

,C(,UJ,./V’B, 03E5|N, NCR) =P (N|,u - S +NBB(0JES)) X P(NCR|NBBCR<03E5)) (529)
x M (Oyps|0ms) -

The probability density function used for the constraint term varies depending on the NP.
Gaussian constraints are frequently used for systematic uncertainties on parameters that can

be positive or negative:

o2mo 202

MGaussian(é|9> _ 1 exp (_ (9 _ 5)2) . (530)

In practice, a normalized Gaussian is used, § = 0 and o = 1, such that an observable B can
be represented as B(#) = B - (14 050), where o is the uncertainty on B from 6. The latter
is the response function v(f) = (1 + op#) such that the central value B is separate from the
uncertainty parametrized with the ¢ NP.

Large uncertainties can cause problems if they would shift an expected yield to less than
zero (ignoring interference effects). In some cases, a truncated Gaussian is used, restricted to

v(0) > 0; however, the log-normal distribution, that of a random variable whose logarithm is
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normally distributed, is used in most cases because it is naturally restricted to the positive

domain for all #. The log-normal distribution,

log-normal [ ) o 1 ex _1n2(Q/¢§)
M (0]0) = NeTNE) p( —QIHQ(H)> , (5.31)

comes from the Gaussian distribution with # — In(#), and for convenience § — In(#) and
o — In(k), where k parametrizes the width of the distribution. The response function
for a normally distributed 6 is v(f) = k’. For small uncertainties e, this is approximately
v(0) =~ (1+0¢), for k =1+e.

As mentioned before, Poisson distributions are used as the constraint for statistical
uncertainties, whether from finite MC events or data yields:

R 6,0
MPoisson(ew/\) — %

(5.32)
Here, \ is the expected number of events, typically equal to é; therefore, § = 1, not 0, as
with Gaussian uncertainties, is the nominal case.

The likelihood above in Equation 5.29 represents the measurement in a single SR; it is
extended to include multiple bins and regions by including a product over bins i. We also
extend the NP constraints to a product over all NPs. The full likelihood, Equation 5.33,
contains observed data vields N; expected signal S (5) and background B (5) yields, which

— ~ NG
depend on the NPs as S(6) = S [] vs(6;); normalization factors A/, which are unconstrained

(2
strength terms modifying the background yields and generally exist per jet bin j; and a
Poisson term for MC statistical uncertainties, where M; is the number of generated events in
bin ¢ summed over all processes, v; is the nuisance parameter nominally equal to one, and

m; is the expected number of events—see \ in Equation 5.32. The v NP for MC statistical
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uncertainty are contained in S(#) and B(#) with a linear response v(7) = 7.

Sum over all bins in all SRs shortened to 7
7 N

flavors jet bins P b bins myge bins mr bins

1, G1N) = H H H H H (N\MS Z JB”) (5.33)

b

CRs NBkes_j

x [T P(NeluS.(8) + N™ BXE) + 3 N BY(6))
c b'#b

Gaussian ionstraints MC stats

~ -0 ~ Ve -

x [ G(0:16:) x P(M;|yims)
=1

The fit includes many SRs, detailed in Table 5.29, which are input as binned mr and Ogpr
histograms. For the Njes < 1 categories, the binning (shown in Table 5.31) is optimized in
each region by setting the boundaries such that each bin has an equal signal yield expectation.
Ten my bins are used for Njes = 0 and six bins for Njes = 1. The mr bin boundaries in
GeV for the Njes > 2 ggF channel is (0, 50, 80, 130, co) for a total of four my bins. For the
VBF channel, the Ogpr binning is (—0.48,0.3,0.78, 1) for a total of three bins. This makes
for a total of 262 SR bins, after accounting for the division by lepton flavor, jet multiplicity,
subleading lepton pr, and my,. CRs are included as single bin regions; the regions and flavors
used are listed in Table 5.30. A total of 62 CRs are used in the fit. This includes 8 regions for
the ee/pup DY estimate per jet bin: two flavors, high and low my, and pass plus fail, as well
as 36 additional b-tagged regions for the top-quark Njes = 1 estimate, which do not include a
Poisson term for the expected yields. The regions for the Njes = 0 top-quark background
estimate, misid estimate, and VBF DY estimate are not included in the likelihood, but as

expectations with systematic uncertainties.

5.6.1 ‘Pacman’ method implementation

The ‘Pacman’ method to estimate ey in the ee/pu channel, described in Section 5.5.3.2; is
included in the likelihood with the regions mentioned above and additional constraint terms.

Two Poisson terms incorporate the fiecon pass and fail regions on the Z-peak,

pass

P (NZR NG et BEP™S(0) + oo o BED ) (534

—

P (NEP MNP = oy ) B 0) + (1= ehonon) BLERE(0))
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SR category 4 Fit var. @ Nbins

Njets, flavor & Mgy ® p%lb ® 9 Flav.
]\Gets =0
ef ® [10,30,55] ®[10,15,20,00) ® [e, ] mr ® 10
ee/ 1 ® [12, 55] ® [10, 00) mr ® 6
]\[jets =1
ef ® [10,30,55] ®[10,15,20,00) ® [e, ] mr ® 10
ee/up ® [12, 55] ® [10, 00) mr ® 6
]Vjets Z 2 ggF
ef ® [10, 55] ® [10, 00) mr ® 4
Nijets > VBF
eu X [10, 50] & [10, OO) OBDT ® 3
ee/ g ® [12,50] ® [10, 00) Oppr ® 3

Table 5.29: Signal region categories used in the fit that enter the Poisson term on the first
line of Equation 5.33. The binning in my and p§*® are denoted by the bin boundaries in GeV
[112]. In the fourth column, the number of additional bins in my and Ogpr is indicated, with

the mr binning shown in Table 5.31 and BDT bin boundaries being [0.3, 0.78, 1].

where B on.py is the sum of backgrounds other than DY and signal. The B yields include

the response functions v(f) and signal strength 1 where appropriate. The €, efficiency
is constrained in a region with the Z-peak selection but eu flavor events,
P (NZE0 e i BERTN(0) ) % (5.35)
P (NS (1 = ) BRI ()
Region WWw 174% Top DY ,ee/pup DY,rr
Njers = 0 e —Both ey — eu - Both— ee/up  eu —Both
Njes = 1 e —Both ey — ep ep —Both  Both— ee/up ey —Both
Njets > 2 VBF - - Both—Both - -
Niets > 2 ggF - - el — e - el — e

Table 5.30: CRs included in the fit, along with what flavor sample is used in the CR (left
side of arrow) and what flavor the normalization is attached to (right side of arrow).
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Signal Region Bin Boundaries

My Flav. p3® Njets = 0

( ep 10-15 745 804 8.4 8.9 944 989 103.9 109.7 118.2
pe 10-15 76.7  82.5 87.0 91.2 95.2 99.7 1044 110.1 118.0
e 1520 81.6 87.9 92.5 96.6 100.6 104.7 109.2 114.5 122.1

<3 pe 15-20 80.8 86.7 915 959 99.8 1039 108.5 113.8 1214
ep > 25 93.7 100.0 104.6 108.4 1123 116.1 1204 1256 133.7

( pe > 25 93.1 99.8 104.7 108.7 112.5 116.3 120.5 1255 133.6

( ep 10-15 84.1 90.5 95.1 995 103.5 107.9 1123 1175 124.7

pe 10-15 849 909 9.6 999 103.8 107.9 1123 117.7 125.7

< 30 ep 15-20 86.3 923 970 1014 1054 1094 113.6 118.7 125.8

pe 15-20 8.0 91.6 964 100.5 1044 108.3 112.5 117.7 125.2
ep > 25 93.2 100.2 105.0 109.2 113.0 1169 121.1 1264 1354
( pe > 25 93.5 100.3 105.2 109.4 113.2 117.0 121.3 126.8 135.8
12-55 ee/pp > 10 95.1 100.0 104.0 107.5 110.8 114.2 117.8 122.1 128.8

Flav. p%“b Niets = 1

( ep 10-15 79.0 89.5 98.0 106.8 118.7
pe 10-15 79.6 88.7 979 106.2 116.0
ep 15-20 81.6 92.2 101.8 110.2 119.7

<3 pe 15-20 819 922 101.4 110.0 120.2
ep > 25 86.7 979 107.0 116.3 1274

( pe > 25 874 985 1072 116.5 1279

( ep 10-15 88.1 98.0 1059 113.2 123.3

pe 10-15 87.0 959 105.0 112.0 121.7

< 30 ep 15-20 88.2 979 105.8 113.6 123.9

pe 15-20 8§7.4 97.0 105.1 113.7 123.2
ep > 25 92.0 101.5 109.7 118.6 130.2
( pe > 25 91.2 101.3 109.6 117.7 129.0
12-55 ee/pp >10 96.9 1052 111.7 118.0 126.7

Table 5.31: mt bin boundaries used in the 8 TeV analysis. Units are in GeV. The first bin
extends from 0 GeV and the last extends to 500 GeV, where there are no longer any expected
events—no events in data are observed above 500 GeV.
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Two more Poisson terms handle the fi..on pass and fail regions at low myy, i.e., the SR,

mT bins

I (V52 NBReny BEY () + cuonpy By () ) (5.36)

P (NER I = eov) B (0) + (1 = xon ) Bty 1(9))

Again, the non-DY efficiency is constrained in regions with ep flavor events, but the same

selection as the ee/uu SR,

pass

P (N1 = caono) Bt ()

P (NSEH oy By (6)) (5.37)

Separate DY normalization parameters are used on the Z-peak (N7F¥) and in the SR

(NBY)-
5.6.2 JBEE method implementation

The b-tagging efficiency correction for the Njs = 1 top-quark background estimate is
implemented in the likelihood by including an additional parameter correcting the b-tagging
efficiency, which can be thought of as Ny tae = cn®® /€2, The two jet regions, two b-tag
and one b-tag, for the estimate are included in the likelihood with additional Poisson terms
with normalization parameters for each jet, b-tagged or b-vetoed,

P (N g NN Bicy™ ™ + BILEGS) % (5.38)

top non-top

2 1- 27,2~ 27,1-
( 1- tag|Mopr-tag[ tgp e + 2(1 - M-tag)Btgp tag] + Bn(])n—ttj}%) )

where is the common normalization in the Nj.s = 2 region only and Ny tag 15 squared.

top
The second Poisson can be derived from plugging in the b-veto normalization parameter

(1- A/’b-tagegg 2])

No-veto = 5.39
veto (1 _ ei\gg 2]) ( )
into the the top-quark yield estimate for the Njes = 2, one b-tag region
'1 - ) s 1= 7I\/IC
ngpl et = topM tagM veto thpl te s (540)

and making use of the equivalent Equation 5.19 for MC.
The estimated top-quark yield in the top CR, SR, and WW CR are modified in Equa-
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tion 5.33 to include the b-tagging normalizations. Poisson terms for the regions are the
following:
for the N5 = 1 top CR

NBkgs_l
P(Ntop cr1j11Step cr.15(0) + NPV Noiag Broh o (0) + Y Nb/’lij,(9)> , (541

b’ #top

for the Njeis =1 WIW CR
P(Nuww crasliSww crai (@) + N IBIY og 1,(0) (5.42)
NBkg572
+ Z NV By, cr,1;(0)
b'#WW ||top

F NP BIR o (0) + (1= Noag) By crsass @] )

and for the Njes = 1 SRs

NBkgs

P(NSR,1j|NSSR,1j(§> + Z Nb/’lng/R,1j(3 (5.43)
b'#top

A B+ (1 - N ] )

The SR-tag and CR-tag regions are defined with the same selection, except b-tagged instead
of b-vetoed. In this way, the top-quark estimate in the regions is corrected by their respective
b-tagged regions and the b-tagging efficiency normalization. If the MC models the efficiency

well, i.e., Mpiag = 1, the unadjusted MC expectations are recovered.

5.6.3 Method and test statistic

A test statistic ¢, based on a profile likelihood [195] is used to test the null and alternative
hypotheses. The profile likelihood is constructed as

L 9@) >0
A= £ (5.4
E(u;?(u)) 4 <0
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The double hats indicate the conditional maximum likelihood estimators (MLESs) given a
signal strength of u, or 0 as noted. The single hats indicate the parameters which maximize
the likelihood. Thus E(ﬂ,é) is the global maximum of the likelihood and £(p, 5@)) the
value of the likelihood for a signal strength p, where the nuisance parameters are allowed to
float, i.e., the maximum likelihood for p. This is the ‘profiling’ of the nuisance parameters.

The test statistic g, is built from the negative-log likelihood ratio (later written as —21n A),

( N
_21n£(u,€(u)) <0
. £(0,6(0
T e (75( ) (5.45)
w— — .
0 T —zlnﬁ(“’e(ff)) 0<i<u
L(j1,9)
\0 > p

In the case where no signal is observed, we wish to place upper limits on the signal
strength p. This quantifies the probability that the signal plus background model fluctuated
down to the observed quantity. Sometimes, we are dealing with an analysis which is not
extremely sensitive to the signal model; a modified method is used to avoid excluding the
signal hypothesis when we do not expect to have sensitivity. The modified frequentest method
known as C'Lg [196] is used to compute 95 % confidence level (CL) exclusions, instead of p,,.
For this case, the test statistic is one-sided with the constraint 0 < ji < pu. Two p-values are
needed: the p-value py, probability of observing larger g, than observed given the background
only hypothesis (larger means less sensitivity to distinguish the signal hypothesis with p from
background only), and p-value p,, probability to observe larger ¢, than observed given the
signal plus background hypothesis (larger p, means data is more compatible with the signal
plus background hypothesis). These are computed by integrating probability distributions of
the test statistic,

Chj,u,,obs
= [ f@lo.das, (5.46)
Pu = / £ (Gulps. 0,)dd (5.47)
‘jﬂ,obs

The distributions can be constructed from toy MC pseudo-data, but computationally quicker

asymptotic approximations [195] are used for the evaluation of the probability distributions f.
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Upper limits on p are computed by constructing the C'Lg ratio of p-values,

CLg = 21 (5.48)

and finding the p such that CLg = 0.05.
In the case of an excess, we quantify the statistical significance by considering the
probability that the background fluctuated up to the observed quantity. The significance of

an excess is computed by evaluating the background only pg, with the constraint i > 0,

q~0,0bs

Po = / f(§0|0a§0)dqu- (5.49)

— 00

The significance Zj, in terms of standard deviations, is obtained by inverting the error
function
Zo =01 (1 —pp). (5.50)

5.6.4 Systematic uncertainties

Systematic uncertainties are divided into theoretical sources, described in Sections 5.2.2.1
and 5.5, and experimental sources, most of which are related to the physics objects, described
in Chapter IV.

Flat systematic uncertainties, or those which only affect the normalization of a processes,
use a log-normal response function v(#) = k%, where & is evaluated at 1 standard deviation
(s.d.), @ = £1. Systematic uncertainties which also affect the mr shape, are split into a flat
component and a shape which is parametrized with a response function of v(0) = 1 + €6 for
each bin. Shape templates are taken at 1 s.d., # = £1. In both cases, a Gaussian constraint
term is used in the likelihood.

Systematic uncertainties are ignored if they are negligible in order to reduce computational
time; this is done per region per process. If normalization uncertainties are less than 0.1 %
in a region for a given process, or if shape uncertainties are not more than 1% in a bin,
then the uncertainty is ignored in that region for that process. Further, to remove spurious
systematic uncertainties, particularly from low sample size or large weighted events migrating
in MC, systematic uncertainties in regions which have variations larger than —80 % and
150 % are ignored. Most experimental uncertainties on the shape are ignored as the impact
is negligible; changes in the shape are dominated by normalization uncertainties on the
individual backgrounds.

Systematic uncertainties can also be full correlated or fully anti-correlated by using the
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same NP 6 or —6 respectively. This is used, for example, in correlating the mr shape
uncertainty and normalization uncertainty on the signal described in Section 5.2.2.1.
Experimental uncertainties mainly arise from the reconstruction and identification of
objects, as well as the measurement of their energy and momentum. The uncertainty on the
luminosity measurement, 2.8 % for 8 TeV and 1.8 % for 7TeV [90], and uncertainties on the
data-driven misid background estimation are also included in the experimental uncertainties.
Electron and muon uncertainties from reconstruction and identification are described
in Sections 4.2 and 4.3 respectively. They are generally well measured, with uncertainties
around 2% or less, see Table 5.32, the largest coming from the isolation requirement, see
Tables 4.1 and 4.2. The impact of these uncertainties on the H — WW®) — (vl analysis
is very small. An additional uncertainty is applied to electrons reconstructed from converted
photons, derived from a Z+ — pue validation region. A single NP is used with assigned
uncertainties of 25, 18, and 5% in the 10 < Et < 15, 15 < Er < 20, and Et > 20 GeV bins.

Uncertainties on the lepton trigger efficiencies are less than 1 %.

Source of Uncertainty Size of the uncertainty

Electron Efficiency Reconstruction: 0.1-1.0 % depending on Er and 7
Identification: 0.2-2.7 % depending on Er and 7

Electron Energy Scale ~ 0.4 % depending on Er and n (except for crack region)

Electron Energy Resolution ~ 1% depending on Er and n

Muon Efficiency < 0.46 % depending on pr and 7

Muon Energy Scale < 0.50 % depending on pr and 7

Muon Energy Resolution < 1% depending on pr and 7

Table 5.32: Electron and muon systematic uncertainties.

Uncertainties on the JES are described in Section 4.4 and are a large portion of the
experimental uncertainty. They are divided into several independent categories. Also
important is the jet energy resolution (JER), which varies from 5-20 % depending on jet
pr and 7. The JES relative uncertainty ranges from 1-7 % and the uncertainty on the JER
varies from 2-40 %, both depending on the jet pr and 7. Figure 4.9 shows the uncertainties
as a function of pp and n for a subset of the phase-space.

The uncertainty on b-jet identification, described in Section 4.4.1, is split into six com-
ponents using an eigenvector decomposition, equaling the number of pt bins used in the
calibration. JES, JER, and top-quark modeling uncertainties all contribute to the b-tagging
uncertainties, more details in Ref. [127]. The uncertainty on b-tagging efficiency in pr bins

ranges from 0.01-0.6 % at the smallest to 1.1-7.8 % for the largest variation. Light- or c-jets
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mistagged as b-jets each have one NP. The uncertainty on light-jet mistagging depends on
both pr and 7, and ranges from 9-15% in the central region (|n| < 1.1), and 9-19% in the
forward region. The uncertainty on c-jets mistagged as b-jets is inclusive in 7 and ranges
from 6-14 % depending on jet pr.

Aside from JES variations, uncertainty on the pile-up modeling is handled by scaling the
average interactions per bunch crossing, pi,,, in the MC up and down by 11 %. The impact
of the resulting uncertainty is small, around 2 % at most.

The computation of MET makes use of many objects, thus all of the uncertainties on the
components, above, are propagated to the MET. That still leaves MET specific uncertainties
on the soft term used in the calculation. In order to assess the uncertainties on the soft terms,
the longitudinal and perpendicular components, with respect to the hard component of the
MET, are smeared and rescaled. The uncertainty is binned by the vector sum of high pr
objects and average number of interactions per bunch crossing. For calorimeter-based E5s,
the mean of the longitudinal component varies by 0.2-0.3 GeV, and the longitudinal and
perpendicular resolutions vary by 1-4 %. The left of Fig. 4.12 shows the effect of the soft
term scale variation. Similarly for the track-based pi'™ uncertainties on jets and leptons
are propagated to the MET. The balance of tracks in the soft term and the total pr of the
hard objects in the event is used to to evaluate the uncertainty. Uncertainties are computed
comparing data and MC using Z — ee and Z — puu events, as a function of the vector
sum of the pr of hard objects in the events. From this, the variation on the mean of the
longitudinal component is in the range 0.3-1.4 GeV, and the variation of the longitudinal
and perpendicular resolution is in the range of 1.6-3.3 GeV, the ranges corresponding to the
vector sum pr of hard objects below 5 GeV and above 50 GeV respectively.

Table 5.33 summarizes the impacts of the theoretical and experimental uncertainties on
the total signal and background yields in the four jet-binned categories. Table 5.34 details the
uncertainties per background process, divided into the statistical, experimental systematic,
and theoretical systematic uncertainties. Both tables contain post-fit values, see Section 5.7

for the definition of post-fit values.

5.6.5 Combination of channels

All of the channels are combined for the final results: 7 and 8 TeV ey and ee/pp Niers < 1; 7
and 8 TeV ey and ee/ it Niets > 2 VBF; and 8 TeV ey Niers > 2 ggF. This involves combining
the likelihoods together, and most importantly, implementing a correlation scheme for the
NPs and signal strengths. There are 210 NPs and 32 NF's in the combined model. In general,
NPs for systematics derived on a particular dataset are correlated within years, i.e., between

sub-channels, and uncorrelated between years. For example, b-tagging, electron identification,
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]Vjets =0 ]Vjets =1 ]Vjets > 2 ]Vjets > 2

ggF VBF
Uncertainties on Signal
ggl' H, jet veto for Njes = 0, € 8.1 14 12 -
ggl H, jet veto for Njes = 1, €1 - 12 15 -
ggl H, Njes > 2 cross section - - - 6.9
ggl H, Njes > 3 cross section - - - 3.1
gegl' H, total cross section 10 9.1 7.9 2.0
gegF' H acceptance model 4.8 4.5 4.2 4.0
VBF H, total cross section - 0.4 0.8 2.9
VBF H acceptance model - 0.3 0.6 5.5
H — WW® branch. fraction 4.3 4.3 4.3 4.3
Integrated luminosity 2.8 2.8 2.8 2.8
Jet energy scale & reso. 5.1 2.3 7.1 5.4
PRI scale & resolution 0.6 1.4 0.1 1.2
frecoil efficiency 2.5 2.1 - -
Trigger efficiency 0.8 0.7 - 0.4
Electron id., iso., reco. eff. 1.4 1.6 1.2 1.0
Muon id., isolation, reco. eff. 1.1 1.6 0.8 0.9
Pile-up model 1.2 0.8 0.8 1.7
Uncertainties on Backgrounds

WW theoretical model 1.4 1.6 0.7 3.0
Top theoretical model - 1.2 1.7 3.0
V'V theoretical model - 0.4 1.1 0.5
Z/y* — TT estimate 0.6 0.3 1.6 1.6
Z/y* — 0l est. in VBF - - - 4.8
W + jets estimate 1.0 0.8 1.6 1.3
J7 estimate 0.1 0.1 1.8 0.9
Integrated luminosity - - 0.1 0.4
Jet energy scale & reso. 0.4 0.7 0.9 2.7
PR scale & resolution 0.1 0.3 0.5 1.6
b-tagging efficiency - 0.2 0.4 2.0
Light- and c-jet mistag - 0.2 0.4 2.0
frecon efficiency 0.5 0.5 - -
Trigger efficiency 0.3 0.3 0.1 -
Electron id., iso., reco. eff. 0.3 0.3 0.2 0.3
Muon id., isolation, reco. eff. 0.2 0.2 0.3 0.2
Pile-up model 0.4 0.5 0.2 0.8

Table 5.33: Sources of systematic uncertainty on the signal and total background yields
in percent for the 8 TeV analysis. Values are post-fit. Dashes indicate the uncertainty is
negligible, < 0.1 %, or not applicable [112].
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Sample Total  Stat. Expt. Theo.
error  error  syst.err.  syst.err.

]Vjets - 0
Ng 16 - 6.7 15
Np 2.5 1.5 1.2 1.7
Nyww 4.2 2.4 2.3 2.6
Niop 7.4 2.3 4.2 5.6
Niisid 17 - 9.9 14
Nyv 9.9 4.8 4.6 7.4
N, (DY) 34 1.7 33 7.2
Nee/uu (DY) 30 14 26 5.5
]Vjets - 1
Ng 22 - 5.3 22
Np 3 1.7 1.4 2.1
Nyw 7.7 5.5 2.7 4.6
Niop 5 3.4 2.9 2.3
Niisid 18 - 11 14
Nyv 14 8.9 6.1 8.5
N, (DY) 27 3.3 26 6.3
Nee/uu (DY) 39 27 26 7.4
Njets > 2 ggF-enriched
Ng 23 - 8.6 22
Np 4.2 1.5 2.2 3.2
Nyww 20 - 8.7 18
Niop 7.9 2.6 3.4 6.7
Niisid 29 - 16 24
Nyv 32 - 9.6 31
N, (DY) 18 8 13 10
Nee/uu (DY) 15 - 14 4
Njets > 2 VBF-enriched
Ng 13 - 6.8 12
Np 9.2 4.7 6.4 4.5
Nyww 32 - 14 28
Niop 15 9.6 7.6 8.5
Niisid 22 - 12 19
Nyv 20 - 12 15
N, (DY) 40 25 31 2.9
Nee/uu (DY) 19 11 15 -

Table 5.34: Total post-fit uncertainties on the signal (Ng) and background (Np) yields for
the 8 TeV analysis split by background process and type of uncertainty. Dashes indicate
uncertainties which are less than 1% or not applicable [112].
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and some JES systematics are uncorrelated between the 7TeV and 8 TeV analyses. They are
either derived with different methods or sensitive to changes in pile-up. Sources of uncertainty
which are statistical in nature are also uncorrelated between sub-channels. For the most
part, theoretical uncertainties are correlated everywhere. One example of an exception is
the uncertainties on quark initiated WW, between the ggF channels, which use POWHEG,
and the VBF channels, using SHERPA. NF's are not correlated outside of their particular
sub-channel and dataset. The complete correlation scheme is listed in Appendix C.

The fit model is designed to avoid over-constraining NPs, i.e., avoid a post-fit uncertainty
which is smaller than the pre-fit uncertainty on a given #, which can be measured by scanning
the likelihood around 6 to find 6 + Ay such that —2AIn £ = 1. Pre- and post-fit refer to
before maximizing the likelihood, i.e., all parameters at their nominal input values, and
after maximizing the likelihood. By avoiding these constraints, the model relies less on the
assumptions of correlations between different regions of phase space. A primary check of the
fit results is to compare the pre- and post-fit impacts of NPs on the measured signal strength,
checking for constraints and pulls. A pull is a non-zero value of 0. The impact of an NP on
fi (A) is calculated by taking the difference between the best-fit ji(d) and at one standard
deviation (pre-fit, Ay = %1), other NPs are allowed to float in the fit while the 6 in question
is fixed,

Aps = (0 £ Ng) — (6). (5.51)

Figure 5.20 shows the top thirty NPs, as ranked by their post-fit impact on . Most pulls
are within 0.5 s.d. and only the WW generator modeling uncertainty is constrained by more
than 20 %. This results from the extra WW resolving power in the fit from the high-m+
region in the SR. The highest ranked NP is the uncertainty on the total ggF cross section
from QCD scale variations.

Another check of the results, is if the central value of the extrapolation from the CRs to
the SRs is changing post-fit. Comparing the ratio of post-fit to pre-fit extrapolation factors
from the 8 TeV WW CR to the SR, we see no large deviations from the input values. Most

extrapolation factors agree to better than 1%, the largest deviation from unity.

5.7 Results

A summary of the results for the H — WW®) — (vlv analysis, described in the previous
sections, is presented here. This includes event yields, distributions, and statistical results,
such as the observed significance and signal strength. Results are generally presented as
‘post-fit’, this means that event yields are obtained from the likelihood with NPs at their best
fit values; thus, the post-fit results include pulls and constraints on the NPs. For post-fit
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Figure 5.20: Impact of top thirty NPs on fi from a combined fit of the channels, ranked by
their post-fit impact, as defined in Equation 5.51. The solid band shows the pre-fit impact
on ji and the hashed band the post-fit impact, both use the top axis. A yellow band denotes
positive correlation between i and @, while a green band denotes an anti-correlation. The
black point denotes 6 and black bar the post-fit Ay, using the bottom axis; the red bar is £1.
The degree to which the black bar is smaller than the red bar is how constrained the NP is.
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Figure 5.21: Above, post-fit distribution of mry for the combined Njes < 1 signal regions
including both 7 and 8 TeV datasets. Below, the background subtracted distribution overlayed
with the signal scaled to the observed signal strength of ;1 = 1.09 [112]. The uncertainty band
is partially correlated between bins. It is not taken from the fit (it is a sum of all of the input
systematic variations), but is a good representation as there are no large over-constraints in
the model.
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Figure 5.23: Post-fit mr distribution in the Njes > 2 ggF channel [112].
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distributions, processes are normalized to their respective post-fit yield. Thus the shape of
an individual background does not vary for changing NPs—changes in the shape are in any
case dominated by changing normalizations of individual processes.

Table 5.35 shows the post-fit event yields in the SRs for the 7 and 8 TeV analyses. Yields
are split by process and sub-channel, and the uncertainty includes both statistical and
systematic components. Appendix B contains distributions of m+ for all of the 8 TeV signal
region categories, split by my, lepton flavor, and sub-leading lepton pr. Figures 5.21, 5.22,
and 5.23 show the mt and Oppr distributions summed over sub-channels for the four main
jet categories. A clear excess in data over the expected background is observed. This is also
evident in the yields, with a consistent excess across sub-channels; though, we see a smaller
excess in the 7TeV data relative to the SM Higgs boson signal expectation.

This excess is quantified in terms of a pg, described in Section 5.6.4. Combining all of
the channels, the observed local significance Zy for my = 125.36 GeV is 6.1 s.d. with an
expected significance of 5.8 s.d. This qualifies as observation of the H — WW® decay mode.
The minimum py is found at my = 130 GeV, with the same observed significance of 6.1 s.d.
Figure 5.24(a) shows a scan of the combined local significance over the Higgs boson mass
hypothesis ranging from my = 110-200 GeV. Table 5.36 shows the expected and observed
significances split into several categories for my = 125 GeV. The most sensitive category is
the 8 TeV Njes = 0 e region.

The excess can also be measured in terms of its size relative to the SM expectation for a
Higgs boson, the signal strength p. The signal strength for my = 125.36 GeV as measured

with the combined channels with the uncertainty shown in three ways is

p=1.09701%(stat.) I
p=1.09701%(stat.) T

3 (expt.) To15(theo.) 4 0.03(lumi. )
i
p=1.097033.

(syst.) (5.52)

The result is compatible with the SM expectation within the uncertainties. Table 5.37
shows the expected and observed best fit signal strengths and uncertainties split into several
categories for my = 125GeV. Notably, there is a small observed deficit in the 7TeV
dataset and small excess in the 8 TeV dataset, relative to the SM Higgs boson expectation.
Figure 5.24(b) shows a scan of the expected and observed best-fit signal strength (/1) as a
function of mpy. The observed signal strength crosses unity near 125 GeV, and approaches
zero with increasing mass. Its large increase with lower my arises mostly from the changing
WW* branching fraction, and is expected as seen in Fig. 5.24(b). Figure 5.24(c) shows

contours of the two-dimensional likelihood in the (myg, 1) plane of the best-fit signal strength
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for a given mass hypothesis. The point (125.36, 1) is within the 68 % CL contour, showing
compatibility with the SM and the mass measurement from other channels [135]. We also
divide the measured signal strength into ggF' and VBF production modes by splitting the

signal strength parameters in the likelihood,

fggr = 1.027013 (stat.) 52 (syst.) = 1.0270-22 (5.53)

pver = 1.277090(stat.) 1539 (syst.) = 1.2775:32 .

Gluon fusion involves a quark loop, while VBF directly couples vector bosons to the Higgs
boson; thus, the two signal strengths are sensitive to different components of the Higgs boson—
this is interpreted more explicitly later. Figure 5.24(d) shows two-dimensional likelihood
contours in the pigr versus puypr plane. The SM expectation is well within one standard
deviation of the best-fit point. The H — WW®) — (vlv analysis provides the most precise
measurement of the signal strengths from a single decay channel. A comparison with other
Higgs boson decay channels, which are used as inputs to the ATLAS combined couplings
measurement [197], is shown in Fig. 5.25.

Using these split signal strengths, we can test for the presence of VBF production while
removing dependence on the branching ratio by using the ratio jiypr/jtger as the parameter
of interest (POI). The difference between the —21In A at the best fit,

FVBE _ 1.96+06 (stat.) 1020 (syst.) = 1.267079 (5.54)
HgeF
and at fvpr/peer = 0, absence of VBF production, is converted to a significance of VBF
production, which is observed to be 3.2 s.d., while the expected significance is 2.7 s.d.. This
is evidence for VBF production in H — WW® — fvfv. Figure 5.26 shows the —21n A
distribution as a function of jivpr/legF-

We can also interpret the split signal strengths in terms of coupling strengths to fermions
and vector bosons relative to their SM expectation, denoted by kr and ky respectively. This
r-framework is based on the LO diagrams and described in Section 10.2 of Ref. [32]. For
example, ggF production is proportional to /{3 and the H — WIW®) decay is proportional to
K%, thus we have,

K2 K2
(0-BR)(99 — H — WW®™) = gq:(9g — H) - BRgu(H — WIWH) . ZQW ,
H

(5.55)
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Figure 5.24: Expected and observed statistical results for the combined H — WW®) — (viv
analysis as a function of my. Green, yellow, and cyan colors represent the 1, 2, and 3 s.d.
intervals. In (a) and (b), the solid black curve represents the observed and the purple curve
the expected for a Higgs boson with my = 125.36 GeV. (a), significance of data excess over
background, with a maximum of 6.1 s.d. observed. (b), best-fit signal strength relative to the
SM (f1). (c), two-dimensional likelihood contours as a function of signal strength p and my.
(d), two-dimensional likelihood contour of g versus pypr [112] .
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Figure 5.25: Likelhood contours of ggF versus VBF signal strengths for the input decay
channels (f) in the ATLAS combined couplings measurement for mpy = 125.36 GeV [197].

Year Category i ee/ eptee/up
Exp. Obs. Exp. Obs. Exp. Obs.

Niets = 0 1.37 041 0.67 0.54 1.46  0.56

— Ns=1 0.94 1.59 0.46 —0.03  1.01 141
S Nes<1 1.61  1.03 0.81  0.42 1.72  1.04
Nis > 2 VBF 040 —0.63  1.11 —0.77  1.17 —0.93
Comb. 1.96  0.63 0.91  0.08 2.09 0.1

Niets = 0 3.48  4.38 1.71  0.57 3.56  4.18

Njos = 1 243 2.68 094 0.26 246  2.37

o Nes <1 411 4.90 1.66  0.67 430  4.68
§ Niets > 2 ggF 1.21  1.44 — — 1.21  1.44
Comb. ggF 427  5.00 1.61 0.83 4.44 478

Nis > 2 VBF 286  3.23 155 3.14 3.24 411
Comb. 514 5.92 2.28  2.67 551 6.30

Niets = 0 3.62  4.24 143 0.70 3.70  4.08

a N =1 2.56  2.83 1.02  0.20 2.59 249
S Nes<1 429 484 181 0.75 447 460
+ Niew>2geF 121 144 - — 1.21  1.44
= Comb. ggF 445  4.94 1.77 093 461 4.69

Nijets > 2 VBF  3.01  3.02 1.59  2.96 3.38 3.84
Comb. 2.38  5.76 242 258 5.75  6.06

Table 5.36: Expected and observed local significances (Zy’s) in standard deviations for the split
categories and several combinations of categories for a Higgs boson mass of my = 125.36 GeV.

126



e ee eu+ee
Year Category . 1 pee/

Exp. Obs. Exp. Obs. Exp. Obs.

Niets = 0 1706 029705 150l 081%3) 1705 0.38%0%,

= N =1 16 191553 1555 003755 15gs  1.52505,
S New<1 1706 0.657061 153 051535 1505 0.61705
Niets > 2 VBF 17339 —0.621 11387 —1.48733  1hpsr —0.617
Comb. 17088 0387062 108 0.097118 17058 0.2810:36
Njets =0 505 13855 1of 041507 15550 125755
Nee=1  URE LBBRE U 025 108 00673

o N <1 1705 127705 1905 03775 1005 113705
S N >2geF 17085 1.20559 - - 1705 1.20%0%3
Comb. ggF 15035 124705 1556, 048705 15037 1127058
Nies > 2 VBF 17080 1114980 19990 2.29%1%9 11047 1.3679:50
Comb. 17025 1.207520 108l 1127040 11023 1191026
Niegs = 0 17035 1250550 13550 0467085 10550 1154530

o N =1 157035 1165535 1fg 019555 1503 096705
= N <1 1705 1187032 1505 0397033 190355 1.05703;
I Newz2egF 1505 12055 - - 1705 1.20%0%3
S Comb. ggF 17035 1157095 1706, 0.50%35 17037 1.04753)
Nies > 2 VBF 175050 0.98%047 14091 1.98+097 17047 1201045
Comb. 17025 1107035 17595 0.997040 11023 1,090

Table 5.37: Expected uncertainty on and observed signal strengths, p, for the split sub-
categories and several combinations of categories for a Higgs boson mass of my = 125.36 GeV.
TUncertainties are unavailable for these 2011 VBF categories due to improperly converging
fits when scanning the likelihood.

127



-2InA
Q

Significance

120

ATLAS E
H - WW* S vy
(s=7TeV,45fh™ 3
[s=8TeV,203fb*], -

0: \\\\\\\\\ et L L b
0 1 2 3 4 5

p'VBF / lJ'ggF

Figure 5.26: Scan of the negative log-likelihood as a function of the ratio of VBF to ggF signal
strengths. The value at zero corresponds to the significance of VBF production, observed at
3.2 s.d. [112].

where
couplings

’%?—I FSM_ Z BRH—)M' i (556)
i#£H

represents the modification to the total width of the Higgs boson. This parametrization
assumes no non-SM decays. If we simplify to common coupling modifiers for fermions and

vector bosons, we can parametrize ggF' and VBF production as,

2,2

ggF: ogu(gg — H) - BRey(H — WW®) . —"EV__ 454 (5.57)
Ky (KF, Kv)
4
VBF: osu(qq — H) - BRom(H — WW®) . 2'%—‘/7
K (KF, Kv)

where k% (Kkp, ky) = BRH_”If ke +BRETYY K kg = Ky = Ky = Ky = Kg, and Ky = Ky = Kz.
The best fit values are:

rp =0.9375 7 (stat.) 5
ry =1.047554(stat.) 5

2 (syst.) = 0.937032 (5.58)
08 (syst.) = LOATGY,
with a correlation between the parameters of p = 0.47. Figure 5.27(a) shows two-dimensional
likelihood contours in the ky versus kg plane. The relatively large uncertainty on kg, even
though the gglF' channels are the most sensitive, can be understood because piz,r becomes
independent of rp for limy, oo #557 /(k2. + k2) = K.

An SM Higgs boson is considered excluded if the p = 1 hypothesis is excluded at 95 % CL.
Figure 5.27(b) shows the observed and expected exclusion using the C'Lg method for Higgs
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boson masses between 110 < mpy < 200 GeV. The expected lower bound is 114 GeV, but since

there is a clear excess, the observed exclusion for an SM Higgs boson is 132 < my < 200 GeV.

« T T T T T 10 e AREm e A mmma e R 3
< 4 E ATLAS ATLAS —~ Observed E
H - WW* . [vlv H - WW , Iviv — Exp (125.36 GeV) i
(s=7TeV,45f" (s=7TeV, 4.5fb™ @ Expz 10(n0 signal)]
s =8TeV, 203 b {5=8TeV, 20.3fbL - Exp 20" 10 S9N,

+ Obs (k,=1.04,
Kk-=0.93)

-

T T T TTTIT

xp SM (1, 1)

95% C.L. limit on signal strength p

<P oluobeoboodon b bbb dd

E -1
10 —
ExpSM+1230 0: B
0 [ R R EPA B R SRR B ot T E T B
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Figure 5.27: (a), two-dimensional likelihood contour of coupling modifiers xy versus kp. The
best-fit points are denoted with a plus and the SM expectation with a circle. (b), the 95% CL
exclusion limit, with the lower bound observed at 132 GeV. The solid black curve represents
the observed and the purple curve the expected for a Higgs boson with my = 125.36 GeV
[112).

The signal strength can be used to evaluate the cross section times branching ratio,
o-BRy_wwe for mg = 125.36 GeV. This is done by dividing out the detector acceptance

from the number of signal-like events:

(Vg

-BR ) = . 5.59

Here, A is the kinematic (e.g., pr) and geometric (e.g., n) acceptance of the detector and C is
the ratio of measured to produced events in the fiducial volume, correcting for the efficiency
of the detector. In practice, the central value is simply the predicted cross section multiplied
by ji. Inclusive cross sections are evaluated in three cases, with the signal strengths evaluated
simultaneously,
Y = 05T stat) 7
Hagr© = 109755 (stat.) 15
0

pver = 145703 (stat.) *

1(syst.) T g0a(sig.)

7(syst.) To000(sig.) (5.60)
8

4

3
3
1
1
24(syst.) T (sig.) .

where (sig.) denotes systematic uncertainties on the total signal yield, i.e., excluding accep-
tance uncertainties, (QCD scale, PDF, and branching fraction uncertainties), which do not

enter the cross section measurement. VH production makes up 0.9 %, which is neglected, and
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added linearly to the systematic uncertainties. The resulting measured cross sections are

U;gTP?V -BRy_ywe = 2.0 (stat.) 12 (syst.) = 2.0"2pb
agg"f;V ‘BRy_wwe = 4.6755(stat.) T08(syst.) = 4.6"72pb (5.61)

ovir - BRy_wwe = 0.5170 1 (stat.) 703 (syst.) = 0.5170: 7 pb,

and the predicted values are 3.3 + 0.4 pb, 4.2 + 0.5 pb, and 0.35 £ 0.02 pb respectively.

It is also useful to define a fiducial volume and remove the uncertainties associated with
the acceptance A. This allows direct comparison in the selected phase-space of measured
values with theoretical predictions. The selection used for the fiducial volume is close to the
ggF SR selection, and defined with truth level quantities. In particular, the MET is replaced
by the dineutrino momentum p4", lepton pr is taken from the generated value summed
with all photons in AR = 0.1 to account for QED FSR, and jets are defined after PS and
hadronization, i.e., as hadrons. The same overlap removal as the detector level results is
used on the truth objects. Table 5.38 lists the fiducial selection. Only ex 8 TeV data and
the Njes < 1 category is used for the fiducial measurement. The fiducial cross section ogq is

defined similarly to Equation 5.59, except without the acceptance A and BRy_, e,

Ofid = la ’ (U ’ BRH%WW(*)%ez/,uu%Xp. AL (562)

]Vjets =0 ]Vjets =1

plad > 22, piib > 10
Opposite charge
myee > 10
p > 20
Ap(ll,vv) > /2 -
P > 30 -
- ms > 50
- M, < 66
mye < D5
Ay < 1.8

Table 5.38: Fiducial volume selection, defined with truth level quantities. Mass and momentum
units are in GeV.

Correction factors for each jet bin are computed using the signal MC. For simplicity, the
fiducial region ignores leptons from 7 decays; though, they are present in the reconstructed

events. Based on simulation, the fraction of measured signal events in the Njs = 0(1)
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category is 85 (63) %. The computed correction factors are

CE" = 0.507 £+ 0.027 (5.63)
CEF = 0.506 & 0.022.

Experimental uncertainties are approximately 5% and the uncertainty from comparing
POWHEG-+HERWIG, POWHEG+PYTHIAS, and POWHEG-+PYTHIAG is found to about 2%,

which is ignored. The computed acceptances are

A" = 0.206 = 0.030 (5.64)
A =0.075 £ 0.017.

where the uncertainties are theoretical, with the largest from the effect of the QCD scale on
jet multiplicity. The signal strengths used for the fiducial cross section use the Njes = 0 and
= 1 categories, with the VBF contribution treated as background at the SM expected rate,

Hegen = 1397537 (stat.) o35 (syst.) 107 (sie.) (5.65)
Hi5en = L1451 (stat.) 105 (syst.) 03 (sie.)

Here, (sig.) again refers to uncertainties on the signal yield which do not enter the fiducial
cross section measurement; additionally, for the fiducial calculation, it includes uncertainties
on the jet binning and acceptance uncertainties from event selections. Shape uncertainties
on the mr distribution remain in the fit. The resulting 8 TeV fiducial cross sections for
myg = 125.36 GeV are

o8, =27.6724(stat.) T4 j(syst.) = 27.6155 b (5.66)

O'%iFl] =8.3"3 5 (stat.) 15 (syst.) =8.3%3Ifbh.

The predicted values are 19.9 +3.3fb and 7.3 + 1.8 fb.
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CHAPTER VI

Probing the Higgs Boson Width with
H—WW— evuv

This chapter describes using the H— WW — evuv channel to probe off-shell Higgs boson
production, that is the virtual Higgs boson is propagating with m # my. The analysis, and
its combination with the ZZ — 4¢ and ZZ — 2/2v channels, is described in more detail in
Ref. [198]. Only the 20.3fb~! of data collected at 8 TeV is used. The individual analyses
are based on their respective on-shell analyses, see Refs. [199, 200] for the ZZ channels
and Chapter V for the WW channel, but optimized for the high-mass region. A similar
measurement has also been performed by the CMS collaboration [201]. In brief, a limit on
the off-shell signal strength is set using the high mass region, and this is used to set a limit

on the Higgs boson decay width.

6.1 Introduction

After the discovery of the Higgs boson, efforts have been focused on measuring the
particle’s properties. For example, couplings to other particles and its spin and charge parity
(CP) properties provide tests for beyond the Standard Model (BSM) physics. Recently,
studies [152, 202-204] have shown that the high-mass regions above 2my in the H — WW
and H — ZZ channels are sensitive to off-shell Higgs boson production and interference
effects. Probing this region provides sensitivity to new physics processes that alter the
interactions of the Higgs boson in the high-mass region [205-211]. The measurement of the
off-shell Higgs boson signal strength piogshen can be interpreted as an indirect measurement
of the Higgs boson total decay width Iy, which is complementary to those from couplings
measurements [197, 212] and searches for invisible decays [200, 213]. This is a novel method to
probe the Higgs boson total decay width with sensitivity approaching the SM expected width
(~ 4 MeV), which is well below the roughly 2 GeV limits from direct measurements [214-216].
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6.2 Theory and simulation

The cross section ¢997H =VV 1 for goF Higgs production with decays into vector bosons
has the form ,
doggH-vv - Yegr9H—VV (6.1)
dmyy, (M3, —my)? + my Ly

where ¢’s are the couplings for ggF production and the decay into vector bosons. In the
case of on-shell production m#,, ~ m3? and in the case of high-mass off-shell production
mi, > m3,. This results in two regimes, which can be expressed in terms of the x formulation
(described in Section 5.7):

gg—H*—=VV /A~
(5,) — O oft-shell (S>
Hoff-shell = T gg—H*—=VV /4
O 6ft-shell, SM (5

= ’f?;,off-shen(é’) ’ K%/,oﬂ-shell(g) X gggpgimvv ) (6.2)

gg—H—-VV 2 L2 2 2
— O on-shell - ﬁg,on-shell KV,on-shell gggFgH—>VV (6 3)
Hon-shell = gg—H—-VV — I /FSM X I‘? ) ’
O on-shell, SM H/ Y H H

where § is the energy scale; however, in this analysis fiogshen and Kogshen are assumed to be
independent of s in the high-mass region due to the statistically limited sensitivity. The
off-shell signal strength is independent of the total Higgs boson decay width. Assuming
identical on- and off-shell coupling scale factors, the ratio fioff.shell/ lon-shenl 1S @ measurement
of the total Higgs boson decay width. This assumption is important, as new physics often
affects the loop in ggF production, which the high-mass region will be more sensitive to.
Refs. [205-209] have more details. Since this analysis is currently only sensitive enough to

set an upper limit on ['y, the requirement that

2 2 2 2
"ig,on—shell ’ K;V,on—shell S ’{g,off—shell : ’%V,off—shell (64)

is sufficient. We further assume that any new physics which modifies piogsnen and the off-shell
couplings does not change the predicted backgrounds, and that any new physics does not
sizably change the kinematics of the off-shell signal, nor introduce sizable unrelated new
signals into the SRs [211, 217].

A large negative interference occurs between ggF Higgs boson production, shown in
Fig. 6.1(a), and the gg — V'V continuum background, shown in Fig. 6.1(b). The size of
the interference is proportional to \/fiofi-shell = Kg,off-shell * KV,oft-shell- 1 Nis makes it impossible

to treat the two processes separately. Figure 6.2 shows the differential cross sections as a

!The notation gg — (H* —)VV denotes the full signal (S) plus background (B) process including
interference (I), g9 — H* — V'V the Higgs boson signal, and gg — V'V the continuum background. Similar
notation is used for VBF production.
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function of my, for the signal and background processes for the gg — (H* —)ZZ processes
using generator level quantities with the ZZ — 4/ event selection, see [198], along with the
size of the interference, which is similar in size to the off-shell signal. The distribution for

WTW processes is very similar to that of ZZ.
q V

q V
(c)

Figure 6.1: Leading order Feynman diagrams for the (a) ggF signal, (b) continuum gg — V'V
background, and (c¢) ¢g — V'V background.
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Figure 6.2: (a) differential cross section of the four-lepton invariant mass my, for the signal
(S), background (B), and complete process including interference. The blue dashed line
shows the expectation for pogsnen = 10. (b) differential cross section of the signal and its
interference with the continuum background [198].

All of the background processes, except for gg — WW are simulated the same as in
Section 5.2.2. A Higgs boson mass of my = 125.5 GeV is assumed for the analysis, the effect
due to the small difference with the measured mass of 125.36 GeV [135] is negligible.
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6.21 q7— VV

An NNLO in QCD k-factor [218] is applied to the ¢qg — WW NLO sample (an NNLO
calculation also exists for ¢q¢ — ZZ [219]). It is provided excluding the gg — V'V contribution,
which is part of the NNLO pp — V'V calculation, and using a QCD renormalization factor
poep to match the gg — (H* —)VV simulation:

Ty (myv, igop = myv [2) — oy v (myy, peep = myy /2)
qu(mv‘/) - NLO — . (65)
Uqga\/v(mvvy pQep = myvy)

The qq — V'V samples are also reweighted with NLO EW corrections for on-shell vector
bosons from Refs. [220, 221]. Corrections are applied based on the kinematics of the V'V
system and initial state quarks, using a method similar to that described in Ref. [222].
Figure 6.3 shows the impact of the reweighting on the q¢g — WW mr and my. The

correction decreases the expected cross section in the high-mass region.
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Figure 6.3: Impact of EW correction on the gg — WW samples for (a) mr and (b) my,.

6.2.2 gg — (H* —»)VV

The LO generators GG2VV[169, 202]4+-PYTHIA8 and MCFM[152, 204]+PYTHIAS, as well
as SHERPA+OPENLOOPs [167, 223, 224], are used to generate the gg — H* — VV and
gg — V'V processes including interference effects. The c¢T10 NNLO PDF set [225] is used,
since gg — V'V is part of the NNLO pp — V'V calculation. The QCD renormalization and

factorization scales are set to myy /2 [204].
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Higher-order QCD and EW corrections are known for the off-shell signal process [226];
however, no higher-order corrections are available for the background process, which are
known only to LO. Since it is believed that the background k-factor will be of similar size,
the results are presented as a function of the the unknown background k-factor, via its ratio

to the signal k-factor,

k(gg — VV) _ k" (myv)
k(g9 — H* = VV) Kl (myy)’

Rp. = (6.6)
where kP (myy) is the unknown background k-factor and k!l" (myv ) is the k-factor for the
gluon initiated signal. No mass dependence is assumed for R2. as k:g*(mvv) changes by
less than 10% in the relevant phase space. The ratio is scanned from 0.5-2—the signal
k-factor itself is close to two. The QCD corrections for the off-shell signal are calculated
inclusively in jet multiplicity; therefore, the analysis is performed inclusively in jets, unlike
the analysis in Chapter V, and is designed to minimize the impact of the event selection on

the jet multiplicity.

g
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Figure 6.4: (a) k-factor as a function of myy for Higgs boson signal production at my =
125.5 GeV using the ¢T10 NNLO PDF. The dotted line represents varying the QCD scales
to myw /4 and myw. (b) NNLO/NLO k-factor for g — WW as a function of myy .

The NNLO/LO k-factor k" (myy) for the g¢g — H* — V'V (gg includes qg and ¢q)
signal, including NLO EW corrections, is calculated in Ref. [226] as a function of Higgs boson
virtuality myy using the MSTW2008 PDF set. k" (myy) and k%" (myy) differ by about 2%,
but k" (myy) has much larger uncertainties. Thus, k" (myy) is used, ignoring the shift in
central value, but taking the difference in uncertainties into account. Corrections are applied
to reweight the k-factor to the cT10 PDF used. The total k-factor is shown in Fig. 6.4(a).
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The higher-order corrections are studied in the soft-collinear approximation, which is
considered suitable for high-mass Higgs boson production [227]. With this approximation,
the signal k-factor is found to be reasonable for the gg — V'V background and its interference
with signal.

Using the k-factors described, the total gg — (H* —)V'V process can be parametrized for
an arbitrary pog.snen by using a pure signal, pure background, and full signal plus background

plus interference sample:

O gges(t1* =)V (Hhoftshenr) = k™ (Myv) + foftshenl * Tog s e vy (6.7)

H* B SM
+ \/kgg (mVV> k (mvv) * Hoff-shell * O gg V'V, Interference
ka
+ k2 (myv) - 0gg5vv, Cont

SM __ _SM SM
04g—VV, Interference — Ugg—)(H*—))VV — OggH*-VV — Ogg—VV,Cont - (68)

Since it is not possible to simulate a standalone interference sample, Equation 6.8 and RE.

are used to obtain:

O gg—(H*=)VV (Hofi-shell) = (kﬁH*(mvv) Poftshell — Ky (myv) - /R - ,uoff_shen) (6.9)
X0 S;VI—>H*—>VV

H* B SM
+ kgg (mVV) ' \/ 1:{H* * Hoff-shell * Uggﬁ(H*_))VV
H* B B
+ kgg (mVV) : (RH* - \/ 1%H* ' Noff—shell) * Ogg—VV,Cont -

In addition to the k-factor, the pr and rapidity (y) of the V'V system are checked against
higher-order QCD corrections with SHERPA+OPENLOOPS, which includes the first jet in the
matrix element (ME). There is a substantial difference in the pr of the V'V system, but small
difference in rapidity. To account for this, the LO samples are reweighted to the pr spectrum
from SHERPA+OPENLOOPS. Separate functions are derived for the signal, background, and
the total calculation because the jet emissions are different. The reweighting affects only the
acceptance in the WW — evpur channel, the impact is below 1% for the signal and roughly
5% for the background.

EW pp — V'V + 25 processes contain both VBF and VH-like events and are simulated
using MADGRAPH5[164]+PYTHIAG [164]. The samples are cross checked with PHANTOM [228].
The QCD factorization and renormalization scales are set to my, [158]. The VBF-like events
include off-shell VBF H — V'V events and t-channel events with a Higgs boson exchanged.

VH processes contain an on-shell Higgs boson, and thus are treated separately since the
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process scales with the on-shell coupling factors. These events are selected by using the
generated Higgs boson mass [m%;" — 125.5| < 1 GeV. Similar to the gluon initiated V'V, the
EW pp — (H* + 25 —)VV + 2j is parametrized with an arbitrary pofshen:

_ SM
Opp—s(H*+2j—)VV+25 (Hoftshell) = Hoff-shell * Tpps (H* 42j—)VV 42 (6.10)
+ V/Hoft-shell * Opp—VV+2j, Interference

+ O pp—V V424, Cont ;

where the samples are defined with the SM sample:

SM __sM
O pps (H* +2j)VV42) = Opps H42jVV42j T OppsV'V+2j, Tnterference + Opp—svv42j,Cont (6.11)

and a fogshen = 10 MC sample:
kE=10

_ SM /10
O pp—s (H*+2j—)VV+25 — 10 Opp—s H*+2j V'V +25 +v10- Opp—VV+2j, Interference (6-12)

+ O pp—VV 424, Cont -

The parametrization in terms of generated samples is thus

Hoff-shell — vV Hoff-shell k=10
Opp—(H*+2j—)VV+2j (Moftshen) = 10 — \/m Uppv—>(H*+2j—>)vv+2j (6.13)
+ 10\/ Hoff-shell — V1 ,Uloff shell SM
10 — \/_O pp—>(H*+2j—>)VV+2j
(\/ Hoff-shell — ) (\/,uoff shell — V1 )
+ \/1—0 Opp—VV+24, Cont -

6.3 H— WW— evuv channel

The analysis of the WW — evuv channel closely follows the analysis in Chapter V, but
using only eu events. This selection ensures orthogonality with the ZZ — 2/2v final state.
The same object identification and selection as in Section 5.3 is used. Additionally, the
same preselection, see Section 5.4.1, as the ggF initial states is used up to and including
a requirement on missing transverse momentum: leading lepton pr > 22 GeV, subleading
lepton pr > 10 GeV, my > 10 GeV, and p

miss,track

> 20 GeV, the magnitude of the missing
transverse momentum, with a track-based soft term. The SR and background estimations
are revised for the high-mass region used in this analysis. Contrary to the baseline analysis,
described in Chapter V, events are not binned by the number of jets. Top-quark events and

SM WW production remain the largest expected backgrounds.
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6.3.1 Event selection

The neutrinos in the final state do not allow for a kinematic reconstruction of my .
Thus a transverse mass mr, see Section 5.1, is used as a discriminant. In order to isolate the
off-shell Higgs boson production while minimizing the impact of higher-order QCD effects on

gg — WW kinematics, a new variable, Rg, is introduced:

Rg = \/mge + (0.8 - myp)”. (6.14)

This variable is found to have a smaller impact on the WW system pr and Njes distributions
compared to other discriminants tested, e.g., the lepton pr, to select the off-shell region.
One can see in Fig. 6.5(a), that removing the on-shell signal requires mt 2 400 GeV, which
would also remove a significant fraction of the off-shell events. Though m, and mt are
fairly correlated, as seen in Fig. 6.5(b), using an ellipse in this plane recovers some of the
off-shell events otherwise lost. Both the coefficient 0.8 and the requirement Rg > 450 GeV
are optimized for off-shell signal sensitivity while also rejecting on-shell Higgs boson events,
which have relatively low values of my and my. Figure 6.5(c) shows the Rg distribution
for on- and off-shell signals compared to the backgrounds. The predicted on-shell signal
contamination is 0.04 £ 0.03(stat.) events.

The MV1 algorithm [125], at 85 % efficiency, is used to reject b-jets with pp > 20 GeV
and |n| < 2.4 in order to reject backgrounds containing top quarks. A requirement on the
separation between leptons, An, < 1.2, suppresses quark-initiated WW production relative
to gluon-initiated production. The b-jet veto and Any requirement are found to have a
minimal impact on the W/ -system kinematics and jet multiplicity in the gg — (H* —)WW
processes. Table 6.4 contains the predicted and observed event yields in the signal region,
90 + 4 and 82 respectively, showing a small deficit in data. The distribution of the Rg variable
in the signal region is shown in Fig. 6.6(c) for the SM expectation and for a Higgs boson with
Lottshell = 10. Figure 6.7 shows the generated mass range for ggF and VBF signal events that
are selected; they fall above 400 GeV.

6.3.2 Background estimation

The dominant backgrounds arise from processes with real W bosons in the final state.
The two backgrounds with the largest expected event yield are top-quark and qg — WW
production. Dedicated CRs are constructed to normalize these two backgrounds in the signal
region with a simultaneous fit. Uncertainties on the extrapolation from the CRs to the SR

are described in Sections 6.3.3.2 and 6.3.3.3.
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Figure 6.5: (a), mr versus the generated W system mass for the gg — H* — WW process.
(b), mg versus mry for the gg — H* — WW process. (c), Rg distribution showing overlays
of the on-shell signal only outlined in lighter red and both on- and off-shell signal plus
interference with pog.shen = 25 outlined in darker red—the on-shell region of the signal plus
interference overlay should be ignored as it is also scaled by 25 in this figure.

The top-quark background predictions in the signal and WIW SR are both normalized
from the same top-quark CR. A sample of top-quark events is obtained by starting from
the SR and reversing the b-jet veto by requiring exactly one b-tagged jet. This is closer in
phase space to the b-jet-vetoed SR than requiring at least one b-tag and results in a smaller
uncertainty. The statistical error on the top-quark background normalization is reduced by
expanding the top-quark CR down to Rg > 160 GeV and dropping the Any requirement.
The impact of these changes is discussed in Section 6.3.3.3. An event yield of 13498 events
is observed in the top-quark CR, see Fig. 6.6(a), resulting in a fit normalization factor of
1.03 £ 0.04, where the uncertainty includes all systematic sources, including extrapolation
uncertainties described in Section 6.3.3.3. The top-quark CR is approximately 96 % pure in

top-quark events.
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Figure 6.6: Observed distributions of Rg, constructed from the dilepton invariant mass and
transverse mass, see Equation 6.14, in the WW — evur channel for (a) the top control
region, (b) WW control region (the CRs start at 160 GeV), and (c) the signal region for Rg
above 450 GeV, compared to the expected contributions from the SM including the Higgs
boson (solid fill). The dashed line corresponds to the total expected event yield, including all
backgrounds and the Higgs boson with pioshen = 10. The last bin in (a) and (c) includes the
overflow. A relative gg — WW background k-factor of RZ. = 1 is assumed. The top-quark
and WW backgrounds are normalized to data as described in Section 6.3.1. The stacking
order follows the legend in each plot.
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Figure 6.7: Normalized distributions of the selected generated myy for the ggF and VBF signal
processes, weighted by the expected signal-to-background per bin of the final discriminant

in each channel —WW — evpuv uses a single bin, and is thus not affected by the weighting
[198].

The qg — WW background is also normalized to data using an additional CR. The
region 160 < Rg < 450 GeV without the Any requirement is used because it has a large WW
contribution with negligible on-shell Higgs boson contamination and is adjacent to the signal
region. A b-jet veto is applied to reject part of the substantial top-quark contamination.
An event yield of 8007 events is observed in the WW CR, see Fig. 6.6(b), resulting in a fit
normalization factor of 1.03 £ 0.11, including all of the uncertainties as above. This CR is
approximately 46 % pure in ¢qqg — WW, while the leading background of top-quark events
contributes 39 %. The gluon-initiated W background is estimated from MC simulation, as
discussed in Section 6.2.2.

The remaining background predictions, except for W + jets and multijet production, are
taken from MC simulation, as described in Section 5.2.2. The predicted fraction of the total
background in the signal region arising from gg — WW , W + jets, and W~ /W~* /W Z/Z Z
events is approximately 4% each, while for Z-+jets it is 2%. The W + jets and multijet

backgrounds are estimated with the same data-driven method described in Section 5.5.4.

6.3.3 Systematic uncertainties

All of the experimental uncertainties discussed in Chapter V are also applied in this
analysis. The uncertainty on the electron energy scale, followed by the uncertainty on the rate
for mistagging light jets as b-jets, and the uncertainty on the JES and JER, are the dominant
experimental sources of uncertainty. The remaining experimental sources are significantly

smaller than the theoretical uncertainties.
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6.3.3.1 gg — (H* ->)WW

The uncertainty from missing higher order corrections is estimated in Ref. [226]. Tt
amounts to an uncertainty of about 20 % in the high-mass region, which is correlated between
processes. The difference in quadrature between uncertainties on k" for the signal and
k:g;, which is about 10 %, is applied to the background and interference, with a nuisance
parameter uncorrelated with signal.

Reference [227] calculates the cross section of a heavy Higgs boson, including interference
with the background, using a soft-collinear approximation. The uncertainty on this is
estimated to be 10 %, which amounts to an uncertainty of 30 % on the interference alone. In
terms of Rfl*, this is covered by a roughly 60 % variation, and thus the variation of 0.5-2.0
should cover this uncertainty. However, around the expected upper limit on piogspen, there is
a large cancellation between the background and interference, leading to a reduced impact
of the uncertainties on each. To account for uncertainties on the interference that are not
covered by the soft-collinear approximation, the 30 % uncertainty is applied as an extra
uncorrelated uncertainty on the interference term.

The PDF uncertainty on the gg — (H* —)WW processes is evaluated using the
parametrization 14 0.0066 x /myw /GeV — 10 [158]. The uncertainty varies from 10 % in

the low-mass region to 20 % in the high-mass region. The PDF acceptance uncertainty on

the processes is evaluated in the same way as Section 5.2.2.1, resulting in an uncertainty of
2.3, 3.0, and 3.2% on the signal, background, and full calculation respectively.

Systematic uncertainties from the pr reweighting are assessed by varying the QCD
renormalization and factorization scales in SHERPA. The larger between these scale variations
and 50 % of the difference with GG2vV+PYTHIAS is taken as the systematic uncertainty.

PDF uncertainties are found to be negligible.

6.3.3.2 qq7 > WW

Extrapolation uncertainties on the qg — W W process are evaluated using the method
described in Section 5.5.1.1. Uncertainties due to missing higher-order corrections are
estimated by varying the renormalization and factorization scales independently by factors
of one-half and two, keeping the ratio of the scales between one-half and two. Parton
shower and matrix-element uncertainties are estimated by comparing POWHEG+PYTHIAS
with POWHEG+HERWIG6 and POWHEG+HERWIG6 with aMC@QNLO-+HERWIGG, respectively.
PDF uncertainties are estimated by taking the largest difference between the nominal PDF
cT10 and either the MSTW2008 or the NNPDF2.1 PDF set and adding this in quadrature with
the ¢T10 error eigenvectors. The extrapolation uncertainties from the WW CR to the SR
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are summarized in Table 6.1.

Region ~ UE/PS Gen. Scale PDF

Top CR 6.4 2.4 2.4 2.4
WW CR 2.5 2.8 2.3 1.5

Table 6.1: Uncertainties, in percent, on the extrapolation of top-quark processes and gqq —
WW from their respective CRs to the SR, and from the top-quark CR to the WW CR, from
the parton shower and underlying event (UE/PS), from matching the matrix element to the
UE/PS model (Gen.), from the QCD renormalization and factorization scale (Scale), and
from the PDFs [198].

The EW corrections described in Section 6.2.1 are valid for the LO QCD gq — V'V process

with on-shell bosons, which is the case in the high-mass region. For events with high QCD

activity, an extra uncertainty is assigned. The QCD activity is assessed using the variable

/ (Z ‘I%,T‘ + }E%ﬁss ) ; (6.15)

from Ref. [222]. No additional uncertainty is applied in the region p < 0.3, where the NLO

leptons

Z Pt E%ﬁss

p:

simulation used matches LO event kinematics needed for the correction to be applicable.
Events with p > 0.3 are assigned an uncertainty equal to 100 % of the correction, to account
for missing mixed QCD-EW corrections. Since the WW — evpuv channel uses a WW CR,
this uncertainty on the EW correction only affects the extrapolation from the CR to the SR.

6.3.3.3 Top-quark processes

Theory uncertainties on extrapolating top-quark processes from the CR to the SR are also
evaluated using the same methods as in Section 5.5.2. For the evaluation of the extrapolation
uncertainties, the signal region requirements are relaxed in order to increase the sample
size; the region is extended down to Rg > 160 GeV and the Any requirement is dropped.
The extra uncertainty from this extension is checked in a separate sample with at least one
b-tagged jet, again defined so as to reduce the statistical uncertainties, which is simultaneously
reweighted in Any and Rg to match the b-vetoed region. With this b-tagged sample, the
extra uncertainty from the removal of the Any requirement, and from extending the range in
Rg, is found to be 3.5 %.

Since the extended SR covers the WW CR, the same systematic uncertainties are valid for
the extrapolation from the top-quark CR to the W W CR. These uncertainties, summarized in
Table 6.1, are applied to both t¢ and single-top processes, which make up approximately 22 %
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of the top background in the signal region. A 20 % uncertainty is assigned to the single-top
processes in order to take into account the uncertainty on the relative fraction of top-quark

events from the single-top process; the impact on the result is negligible.

6.4 Results

A similar statistical treatment as described in Section 5.6.4 is used to fit the data, using
one bin for each region. Table 6.2 shows the expected and observed yields in the SR and two
CRs. Additionally, the expected yields with pogsnen = 20, which is close to the expected limit
from the WW — evpuv channel, are shown. A small deficit in data is observed, leading to
stronger limits than expected. Figure 6.6 shows the Rg distribution in the SR and two CRs.
The WW — evuv channel is also combined with the ZZ — 4¢ and ZZ — 2(2v channels,
and additionally with the on-shell H — ZZ — 4¢ [199] and H — WW® — (viv [112]

analyses.

Process SR WW CR Top CR
gg — H* - WW 1.5 +£04 17+ 4 3.4+09
g9 — WW 3.6+ 1.1 260 £ 60 33+9
g9 — (H* =)WW 24+ 1.2 240 = 100 28 + 12
99 — (H* =)WW (ptoftshen = 20) 22 + 10 410 £+ 170 64 £+ 26
VBF H* - WW 0.42 £0.05 1.8 £0.12 0.192 £ 0.019
VBF WW 1.63 +0.17 377+ 2.5 103 £ 1.1
VBF (H* —)WW 1.07 £ 0.13 347+ 2.3 103 £ 1
VBF (H* =)WW (fofshen = 20) 5.7 £ 0.6  52.5 + 3.5 131+ 1.2
qq — WW 40 £ 5 3700 + 400 320 £+ 60
Top-quark events 35 £4 3070 4+ 330 12940 + 150
Other backgrounds 122+ 1.4 970 £ 140 194 £+ 30
Total Expected (SM) 90 + 4 8000 + 110 13500 + 120
Observed 82 8007 13498

Table 6.2: The expected and observed event yields, with statistical and systematic uncer-
tainties combined, in the WW — ervpuv channel corresponding to an integrated luminosity of
20.3fb~! at a collision energy of /s = 8 TeV. The VBF and gg — (H* —)W W processes are
reported for both the SM expectation and pogsnen = 20. A relative gg — WW K-factor of
RE. = 1is assumed. Uncertainties on the expected total are less than the sum of components
due to correlations [198].

Figure 6.8 shows the upper limits on pog.ghen from the WW — evuv channel, both a

scan of the negative log-likelihood and scan of the 95% CL upper limit on fig.gnen as a
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function of Rfl* using the C'L; method with alternate hypothesis pogsnen = 1. The observed
95 % CL upper limit on fiogghen for Rfl* = 11is 17.2, while the expected is 21.3. The WW
channel’s sensitivity is about twice worse than the ZZ channel’s, see Table 6.5. Table 6.3 lists
the top uncertainties, ranked by the limit including just that uncertainty. The theoretical
uncertainties on the gg — (H* —)V'V* processes and the statistical uncertainty from the low

SR event yield dominate the sensitivity.
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Figure 6.8: For the WIW — evur channel, (a), scan of the negative log-likelihood as a
function of piogsnen. The red lines represent the the value without systematics, and black
with. (b), observed and expected 95% CL limit on pogsnen as a function of RE. [198].

6.4.1 Combination with ZZ channels

Details on the off-shell analyses using the ZZ channels can be found in Ref. [198].
Figure 6.9 shows the discriminants used in the signal regions of the ZZ — 4¢ and ZZ — 202v
channels. Table 6.4 shows the expected and observed yields in the three off-shell channels;
also shown, is the expectation for pogsnen = 10, which is close to the expected upper limit
from the ZZ channels. A small deficit is observed in each of the channels, leading to stricter
than expected upper limits on ftogsnen, Shown in Table 6.5.

In order to improve the sensitivity of the analysis, the WW — evuv, ZZ — 4, and
Z 7 — 202v channels are combined. Two tests are made. An upper limit is placed on fogsnen
and instead of using a single parameter of interest (POI) for the ggF and VBF modes, we also
fix the VBF rate to the expectation of the SM, with the ggF signal strength as the POI. This

signal strength, ugg;fjﬁw, can be interpreted as a limit on the off-shell coupling strength
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Figure 6.9: (a), the my, in the range 220 < my, < 1000 GeV and (b) ME discriminant in
the ME-based SR for the ZZ — 4¢ channel. (c), m%4Z in the SR of the ZZ — 202v channel.
The blue dashed lines show the total expected yield for pogsnen = 10. A relative gg — V'V
K-factor of RE, =1 is assumed [198].

147



Systematic uncertainty 95 % CL limit C'L;

QCD scale for gg — WW 19.6
QCD scale for gg — WW interference 18.9
PDF for g9 — (H* —)WW 18.8
Signal region statistics 18.6
Difference between K" and K gfg* 18.6
Electron Energy scale 18.6
EW for qq — WW 18.6
B-tagging mis-ID for light jets 18.5
Gen. for q¢g - WW 18.5
PS/UE for q¢ — WW 18.5
Jet energy resolution 18.5
All systematic uncertainties 21.3
No systematic uncertainties 18.4

Table 6.3: The expected 95% CL upper limit on fiogehen in the WW — evur channel. Each
row shows limit with just that uncertainty, except the last two, which show the limit with
all and no systematic uncertainties. The upper limits are evaluated using the C'Lg method,
assuming RE. = 1 [198].

Kgoftshell- Lable 6.6 shows the observed and expected limits for the two treatments of pYEr .
The impact of systematic uncertainties is shown in Table 6.7; the theory uncertainties on the
g9 — (H* —)V'V processes have the largest impact.

Combining with the on-shell measurements allows us to probe the Higgs width using
the ratio of signal strengths: fiogshen/fonshen = L5/ FJSLIM. Two scenarios are also tested with
this combination. The first uses two signal strengths, one for ggF and one for VBF, and
the POI is the ratio I'y /T %M We require that Ky on-shell = Kgon-shenl and the equivalent for
VBF.? Both r, and ky coupling factors are profiled for this scenario. The second profiles

ggﬁH*HVV/ gg—H*—=VV
7

KVon-shell = KV ofi-shell, and the POLis Ryy = pog Jon omeshell , which can be interpreted

as the ratio of couplings /igvoﬁ_sheu / “g,on-sheu- This also assumes 'y /T3M = 1. Table 6.8 shows
the upper limits on the Higgs boson width and ratio of on- and off-shell ggF' couplings; the
negative log-likelihood and scan over R%. are shown in Fig. 6.10. The limit on I'z;/T'$M at
RZ. =1 translates to an observed (expected) 95 % CL upper limit on the Higgs boson total

width of 22.7 (33.0) MeV.

2For the purposes of setting an upper limit, the on-shell coupling factors being less than the off-shell
coupling factors is a sufficient requirement.
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Process 77 — 4l 27 —=202v WW — evuv

g9 — H* = VV (S) 1.1 £0.3 32+1.0 1.5 +£04
g9 — VV (B) 2.8 £0.8 53+ 1.6 3.6 £1.1
gg — (H* »)VV 2.4 4+ 0.7 3.9+ 1.2 24+ 1.2
99 — (H* =)VV (lofrshen = 10) 9.2+ 25 24.0 £ 7.3 10 £ 4
VBF H* — VV (S) 0.12£0.01 048 £0.04 042 £ 0.05
VBF VV (B) 0.71 £ 0.04 1.2 £0.2 1.6 £0.2
VBF (H* —»)VV 0.59 + 0.03 0.7 £ 0.1 1.1 £ 0.1
VBF (H* =)VV (fofrshen = 10)  1.17 £ 0.06 29 +0.2 28 +£0.3
qq — 47 21.3 £ 2.1 31.5 £ 3.5

qq > WZ - 10.6 £ 1.4 } 20£0.2
qq — WW - 40 £5
tt, Wt, and tb/tqb - } 0.4+ 0.2 35 + 4
Z =TT - 1.4 +£0.2
Z — ee, i - 3.5 £3.0 -
Other backgrounds - 0.8 +0.2 8.7+ 1.3
Total Expected (SM) 244 £ 22 51 £6 90 £+ 4
Observed 18 48 82

Table 6.4: Expected and observed numbers of events in the signal region for all final states in
the cut-based approaches. For the ZZ — 4/ analysis, a mass range of 400 < my, < 1000 GeV
is used. The other backgrounds in the ZZ — 4/ final state include contributions from Z+jets
and top-quark processes. For the ZZ — 2(2v analysis, the range 380 < m%Z < 1000 GeV is
considered. For the WW — evpuv analysis, the region Rg > 450 GeV is used and background
event yields are quoted after the likelihood fit was performed. The expected events for the
g9 — (H* —)VV and VBF (H* —)VV processes (ZZ or WW), including the Higgs boson
signal, background and interference, are reported for both the SM predictions (in bold)
and pogshen = 10. A relative gg — V'V background K-factor of Rg*zl is assumed. The
uncertainties in the number of expected events include the statistical uncertainties from MC

samples and systematic uncertainties. The entries with a — are for processes with event
yields < 0.1 [198].
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Observed Median expected

RE.= 05 1.0 20 05 1.0 2.0
Z7 — 40 channel 6.1 7.3 10.0 91 10.6 14.8
77 —s 202v channel 99 11.0 12.8 91 10.6 13.6

WW — evuv channel 15.6 17.2 20.3 19.6 21.3 24.7

Table 6.5: The observed and expected 95 % CL upper limits on piogspen for three values of
RZ. for the three analysis channels. The bold numbers correspond to the limit assuming
Rg* = 1. The upper limits are evaluated using the C'L, method, with the alternative
hypothesis fofsnen = 1 [198].

Observed Median expected
RE.= 05 1.0 2.0 0.5 1.0 2.0 Assumption

Lloff-shell 51 6.2 8.6 6.7 81  11.0 p% 1 /uVBr =1

pdg oYY 53 6.7 9.8 73 9.1 130 p¥PRHoVV—]

Table 6.6: Expected and observed upper limits on pogsnen using the combined off-shell
channels with 3%, = (55 g and upper limit on pfg 35 ~"Y with uyPle = 1. The bold
numbers correspond to the limit assuming RZ. = 1. The upper limits are evaluated using

the C'Ls method, with the alternative hypothesis fiofsnen = 1 [198].

Systematic uncertainty 95% CL lim. C'Lg on fiof-shenl
Interference gg — (H* —)VV 7.2
QCD scale k%" (myy) (correlated component) 7.1
PDF ¢ — VV and g9 — (H* —)VV 6.7
QCD scale gqg — VV 6.7
Luminosity 6.6
Drell-Yan background 6.6
QCD scale k!!"(myy) (uncorrelated component) 6.5
Remaining systematic uncertainties 6.5
All systematic uncertainties 8.1
No systematic uncertainties 6.5

Table 6.7: The expected 95% CL upper limit on pogsnen in the combined WW and ZZ
off-shell analyses. Each row shows the limit with just that uncertainty, except the last two,
which show the limit with all and no systematic uncertainties. The upper limits are evaluated
using the C'L; method, assuming Rg*:l. The ratio of the gg — H* and VBF processes is
assumed to be as expected in the SM [198].
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Figure 6.10: From the combined WW and ZZ on- and off-shell analyses, (a) and (b), negative
log-likelihood scan and 95 % CL upper limit on T'g/T3M respectively. (c) and (d), negative
log-likelihood scan and 95 % CL upper limit on Ry, respectively [198].
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Observed Median expected

RE. 0.5 1.0 2.0 0.5 1.0 2.0 Assumption

[y /TEM 45 5.5 75 6.5 8.0  11.2  K;onshell = Kioff-shell
RV,on-shell = KV,off-shell

Rgg = K2 ofishon/ Ko onshen 47 6.0 8.6 71 9.0 134 [y /TSN

Table 6.8: Observed and expected 95% CL upper limits on 'y /T5M and Ry, for the combined
on- and off-shell WW and ZZ analyses [198].
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CHAPTER VII

Prospects for the H - WW® — ¢ufy Analysis at
the HL-LHC

LHC / HL-LHC Plan emﬁ?ﬁm

LHC
Ls1 EYETS 14 TeV 14 TeV
13-14 TeV energy
g m 5t07x
splice consolidation injector upgrade nominal
8 TeV button collimators P Point4 cryolimit HL-LHC installation
7TeV o R2E project cc DA L imeraction luminosity
2011 2012 2013 2015 2016 2017 2018 m 2020 2021 2022 2023 2024 2025 I I ll »
radiation
damage M
75% 2 x nominal luminosity
nominal nominal luminosity | —i|experimentupgrade experiment upgrade
luminosity | experiment beam pipes phrase 1 phase 2
I L
I/ ] =] PP integrated
30 fb m 300 fb luminosity

Figure 7.1: Time line for the LHC and HL-LHC [229].

This chapter summarizes projections for the H — WW® — (uvfy analysis at the end
of the LHC running and for the High Luminosity LHC (HL-LHC) [55], presented as a part
of the 2013 European Committee for Future Accelerators (ECFA) Higgs boson projections
for ATLAS [230]. The HL-LHC is a proposed upgrade to the LHC in order to run with a
higher luminosity, see Table 3.1 for the parameters, such that 3ab™! can be collected over
a decade, starting in 2025, see Fig. 7.1 for a time line. The important change is a roughly
five-fold increase in peak (leveled for the HL-LHC) luminosity over the LHC design, reaching
5 x 103 cm~2s~!. Neither the machine nor the experiments are completely defined; the goal
of upgrades to the ATLAS detector are to maintain similar performance to the 8 TeV running.

Thus, the assumptions that enter these projections are important. Previously, for European
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Strategy (ES) studies, the performance was estimated by smearing generator level quantities
[231] using the Run I detector with up to pip, = 69. Most of the smearing functions have been
updated based on full simulation of the Phase-I' detector with up to p,, = 80 and Phase-II
detector with g, = 80,140, and 200 [232]. The increase in center-of-mass energy from 8 TeV
to 14 TeV increases the cross section of processes, more so for heavy processes. Figure 7.2
shows the ratio of parton luminosities, giving an estimate of the cross section increase. The
main concern for the experiments is the high average number of expected inelastic collisions
per bunch crossing of p,, = 140 for the HL-LHC peak luminosity. These prospects also
consider the 300 fb~! to be collected by the LHC by the end of 2022 with p,, = 50-60.

1000 T
ratios of LHC parton luminosities:
14 TeV/8TeVand 33 TeV /8 TeV

—9g_

100 |
---- ¥qq

luminosity ratio

MSTW2008NLO

10 100 1000 10000

Figure 7.2: Ratio of parton luminosities at the LHC for 8, 14, and 33 TeV [233]. The cross
section to produce a resonance or system of mass M, at higher energies will increase by the

parton luminosity ratio.

7.1 Analysis

The H — WW® prospects are based on the Moriond 2013 analysis [142] (referred to as
the baseline analysis), which preceded the analysis described in Chapter V. It resulted in an
expected significance of 3.7 s.d. and measured signal strength of = 1.01 & 0.31—this is the
baseline to which projections should be compared against.

Only the ey Njets < 1 and e Njets > 2 VBF channels are included in the projections.
Prospects for this analysis differ from most of the others in that they are based on fully
reconstructed 8 TeV MC, rather than 14 TeV generator level MC. This allows us to use all of
the MC available from the 8 TeV analysis and the samples have more generated events. The
extrapolation to 14 TeV is performed by reweighting the PDF and emulating performance

differences. Table 7.1 summarizes the MC processes used, as well as the 14 TeV cross sections.

!Phase-I and II refer to planned upgrades to the detector, see Fig. 7.1
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Cross sections at 14 TeV had not yet been computed for all processes, in such cases the
scaling from similar processes was applied: W+ (2.2), tW (3.7), tb (2.2), tgb (2.9), and 2.7
for EW diboson processes. The top-quark background is a particular concern at 14 TeV,
increasing in cross section by a factor of 4.1, compared to ~ 2.7 for the signal and 2.2 for the
quark-initiated WW background. For W + jets, the prediction is from a similar data-driven
technique [142] as described in Section 5.5.4, with a dijet fake-factor and no explicit separate

multijet estimate; it is scaled by 1.81, the inclusive W + jets cross section increase from 8 to

14 TeV.

o Ratio
Process MC generator o-B (pb) 14/8 TeV
Signal
geF H — WW® POWHEG-+PYTHIAS 1.2 2.7
VBF H - WW® POWHEGH+PYTHIAS 0.10 2.7
VH H - WW® PYTHIAS 0.056 2.3
Background
gg—WW GG2WW3.1.2[234]+HERWIG 0.49 2.3
99—24Z GG2272.0[177]+HERWIG 0.055 16.5
qqg — WW and qg — WW POWHEG+PYTHIAG 12 2.2
tt MC@NLO+HERWIG 978 4.1
Wt, tb MCQNLO-+HERWIG 96 3.4, 2
tqb ACERMCHPYTHIAG 258 2.7
Z/~*, inclusive ALPGEN+HERWIG 29666 2.2
VBS Z®) — 00 + 25 SHERPA 3.2 2.7
ZWZU) — 40 /2020 ,my >4GeV  POWHEGHPYTHIAS 2.6 2.2
VBS ZM0Z0) 40 /2020 + 25 SHERPA 0.0054 2.7
WZ|W~* POWHEG+PYTHIAS 5.0 2.2
VBS WZ—30v+25 SHERPA 0.034 2.7
Wv*,my <7GeV SHERPA 17.6 2.2
Wy ALPGEN+HERWIG 705 2.2
VBS WW —202v 4+ 25 SHERPA 0.107 2.7

Table 7.1: MC generators used to model the signal and background processes. The decays of
W and Z bosons are included in the product of the cross section (o) and branching fraction
(B) at 14 TeV. For the V H process, o - B only includes only leptonic decays. For single top
processes, inclusive cross sections are quoted. The last column indicates the scaling of the
cross section from 8 to 14 TeV.

The analysis follows a similar object and event selection as used in Ref. [142], which itself

is not so different from what is used in Chapter V. Lepton identification and reconstruction is
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Figure 7.3: Mean pile-up jet multiplicity as a function of py, for various jet pp thresholds
231].

kept the same as the baseline analysis, because we expect an upgraded detector and refined
techniques to keep current performance—the goal of the upgrades. The key differences are
requiring pr > 25 (15) GeV for the leading (sub-leading) leptons and using anti-k; R = 0.4
jets with pr > 30 (35) GeV in the central and forward regions for the y,, = 50 (140) scenario.
A track confirmation of jets, i.e., use of JVF, is applied in the central region [231] to reduce
selected pile-up jets, exact requirements are presented in Section 7.2. The jet pr threshold
is increased to 45 GeV for the VBF channel in order to mitigate pile-up jets outside of the
tracking acceptance. The increase in required jet pr helps mitigate the number of pile-up jets
selected, as seen in Fig. 7.3. A jet-corrected p2'* is used, as it performs better in the high-pile
up environment, compared to the calorimeter based £ used in the baseline analysis. The
top-quark background is reduced by rejecting b-tagged jets with pr > 20 (25) GeV for the
fpu = 50 (140) scenario. The MV1 algorithm [125] with an 85 % efficiency working point is

used. Table 7.2 summarizes the event selection.

7.2 Performance assumptions

In order to keep the lepton pr thresholds, the use of the dilepton triggers is required,

which were not used in the baseline analysis; the loss in triggering efficiency was found to be
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Category ]Vjets =0 ]Vjets =1 ]Vjets <2 VBF

Preselection Isolated ep pair with opposite charge
ALl N pr > 25 for the leading lepton ¢,
Jets PP > 15 for the subleading lepton /fy
myge > 10 for the eu sample
P > 25 PS> > 20
General selection - Npjets = 0 Npjets = 0
Ap(pt, pt™) > /2 - prt <20
p¥>30 Mer <Mz —20 My <myg— 25
VBF topology ] ] |n;| > 2.0, opposite
hemisphere
- - CJV
- - OLV
- - mj; > 1250
H — WW(*) — lvly myee < 50 My < 50 myp < 60
decay topology Apy < 1.8 Apy < 1.8 Apgy < 1.8

Table 7.2: Summary of event selection. Central jet veto (CJV) in this case means no jet
with pr > 30 GeV between the tag jets. Outside lepton veto (OLV) in this case means no
leptons between the tag jets. A dash (-) indicates no selection. Momentum, mass, and MET
quantities are in GeV.

6 %, which is emulated in the analysis.

Reconstructed jets are smeared to match the n-dependent truth-jet-smearing parametriza-
tion used for ES studies [231]. Figure 7.4 shows the validation of this, comparing smeared
reconstructed jets using a derived smearing, to smeared truth jets. With the raised jet
pr thresholds, each event has an average of ~ 0.3 (0.8) pile-up jets for the p,, = 50 (140)
scenario. Jet vertex fraction (JVF) requirements are used to replicate jet track confirmation.
On top of the baseline requirement of [JVF| > 0.5 for jets with pr < 50GeV, jets with
50 < pr < 80 GeV are required to have |[JVF| > 0.1. This requirement removes about 95 %
of the pile-up jets. Additional pile-up jets are inserted into the 8 TeV MC samples according
to these rates with their pr and 7 taken from pile-up jets in a pp, = 80 simulated sample, see
Fig. 7.5 for the input distributions. Figure 7.6 shows the resulting pile-up jet kinematics in a
Higgs boson signal sample, highlighting the large expected pile-up contamination outside of
the current tracking acceptance.

For the 85 % efficiency b-tagging working point, pile-up jets were found to be mistagged
as b-jets with a probability of 20% in a Z — ¢ + jets pp, = 80 sample. With the JVF
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Figure 7.4: Reconstructed jet pr resolution (black), smeared truth jet pr resolution (red),
and smeared reconstructed jet pr resolution (blue) in the |n| < 0.8 region with an 8 TeV
sample for smearing to match (a) ppy = 50 and (b) pp, = 140 conditions.
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Figure 7.5: Pile-up jet (a) pr and (b) n as taken from a Z — ¢/ + jets sample with 11, = 80
without any JVF requirements.
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Figure 7.6: Pile-up jet (a) pr and (b) 7 in a my = 125 GeV Higgs boson signal sample for

miss

the ppy = 140 scenario after the pi'™** requirements.

requirement, this is reduced to 1% in the central region.

Jet-corrected pss is used for MET as its mean and resolution were found to be more
stable against p,, than the calorimeter based MET. A resolution smearing, derived in a high
pile-up Z boson sample, of 33 MeV per unit of j,, in the MC is applied to the soft term.
Figure 7.7 shows the performance of the smeared pi for the 8 TeV conditions and the two

[pu Tates considered.
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Figure 7.7: p&'s (a) energy resolution and (b) ¢ resolution for a ggF Higgs boson signal
sample with various running conditions.
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7.3 Systematic uncertainties

Two scenarios of signal theoretical uncertainties are tested: using the 8 TeV uncertainties
as in Ref. [142], see Table 7.3, and reducing these uncertainties by half. The current
uncertainties are a worst case scenario, with no improvement in the calculations, while the
reduced uncertainties represent a significant improvement, but still includes the effects of
theory uncertainties. This allows us to test the impact of the signal uncertainties, which
become more and more dominant with increasing integrated luminosity. The results from
combining Higgs analysis channels in Section 7.4 are presented with and without the full

8 TeV theory uncertainties.

]vjets =0 ]Vjets =1 ]Vjets >2

ggF QCD scale 17 37 43
ggF QCD acceptance 4 4 4
ggF PDF 8 8 8
ggF UE/PS 3 10 9
ggF Total 19 39 44
VBF QCD scale 1 1 1
VBF QCD acceptance 4 4 4
VBF PDF 3 3 3
VBF UE/PS 3 10 3
VBF Total 6 11 6

Table 7.3: Theoretical uncertainties on the signal (in %) used for the H — WW®) — (vfy
projections [230].

The dominant experimental systematic uncertainties, such as JES and b-tagging efficiencies,
are expected to decrease with the increasing size of the dataset because we will have a better
understanding of the detector and reduced statistical uncertainties on data-driven corrections.
With the large sample, we will also be able to use more CRs (with large sample sizes) and
data-driven estimates. Table 7.4 lists the total systematic uncertainty per background process
assumed, as compared to the baseline analysis. Uncertainties on the backgrounds are treated
as uncorrelated across jet bins. The significant reduction in V'V uncertainties assumes the
use of a high sample-size same-charge (SC) CR, as well as possibly promoting the validation
regions (VRs) to CRs. Shape uncertainties from the baseline analysis on the WIW mr

distribution are included at half-size. A 3 % uncertainty on the luminosity is applied.
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]Vjets =0 ]Vjets =1 ]Vjets > 2
14 TeV 8TeV 14TeV  8TeV 14 TeV 8 TeV
WW 1.5=11 5 5=5d1 6.5 10=9®5 30
Vv 2 15 5 20 10 20
tt 7T=56®5 12 8=7d5 23 10=868 33
tW/th/tgp T=5®5 12 8=7@®5 23 10=8@8 33
Z+jets 10 15 10 18 10 20
W +jets 20 30 20 30 20 30

Table 7.4: The total systematic uncertainty (in %) for the background processes. The uncer-
tainties on the WW and top-quark backgrounds are broken down into their (theoretical) &
(experimental) assumed components. Also shown are the uncertainties used in the baseline
8 TeV analysis [230].

7.4 Results

The results are obtained for two running scenarios: 300fb™! with s, = 50 and 3ab™!
with p,, = 140. Tables 7.5 and 7.6 show the expected yields for the 300fb~! and 3ab™!
scenarios respectively, and with the requirements 0.75 x my < mt < mp for Njus < 1
and mt < 1.07 x mpy for Njes > 2, which select high signal to background regions. There
is a decrease in signal-to-background ratio in the 3ab~! analysis, compared to 300fb~!,
particularly in the VBF channel, due to the increased pile-up. The mt distributions for the
Njets < 1 categories for both scenarios are shown in Figs. 7.8 and 7.9 and in Fig. 7.10 for the

VBF channel—a smoothing algorithm has been applied to each process individually.

]Vjets kag Nsignal NggF NVBF NWW NVV Ntf Nt NZ+jets NW—i—jets

=0 34330 4380 4300 80 19000 3500 6000 2600 370 2860

=1 21460 1970 1740 230 5760 1800 9360 2850 710 980

> 2 101 62 5 57 12 4 60 5 12 8
With mt requirement

=0 14960 2950 2910 40 8800 1390 1880 800 270 1820

=1 6305 1030 910 120 1820 710 2520 735 50 470

> 2 51 56 4 52 6 1 20 4 12 8

Table 7.5: The signal and background event yields expected at 14 TeV, with u = 50 and
300 fb~!, before and after an mt requirement [230].

Results are obtained with a fit to the mt spectrum, splitting the SRs in my, at 30 GeV.
Uncertainties due to limited MC sample size are neglected. Table 7.7 summarizes the

expected precision on the signal strength for the two luminosity scenarios and two signal
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]Vjets kag Nsignal NggF Nygr Nww Nyv Ntt_ Ny NZ+jets NW+jets
=0 366450 41840 40850 990 172950 32000 96600 32150 4150 28600
=1 259610 22375 20050 2325 68810 21570 119560 28110 11200 10360
> 2 1825 590 90 500 300 120 745 245 335 80
With mr requirement

=0 147080 26355 25890 470 77710 13640 26900 9790 810 18230
=1 72010 9540 8660 880 20090 7210 30770 6800 2120 5020
> 2 995 503 67 436 110 65 365 40 335 80

Table 7.6: The signal and background event yields expected at 14 TeV, with p = 140 and

3ab~!, before and after an my requirement
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integrated luminosity [230].
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Figure 7.10: The my distribution after all the selection cuts, but before the final mt cut in
the Njes = 2 final state for (a) pp, = 50 with 300 fb™! of total integrated luminosity and (b)
ppu = 140 with 3000 fb~! of total integrated luminosity [230].

theory uncertainty assumptions (full baseline uncertainties and half). A precision of order
10 % on the signal strength is found with the full 3ab™!, comparable to the other main Higgs
boson channels, see Table 7.8. The analysis becomes systematically limited, not improving
much between 300 and 3000 fb~!, except for the VBF channel which greatly benefits from
the large sample size.

The H — WW® channel is included in an updated combination of Higgs boson prospects
[235]. Table 7.8 lists the relative uncertainty on the signal strengths for each channel from
the combined fit, also shown in Fig. 7.11. The relative uncertainty on the signal strength per
production mode is summarized in Table 7.9. Processes with relative errors less than 20 %
are projected to reach discovery level sensitivity, as Zy ~ 1/Apu.

The actual outcome will depend on many things, the amount of data collected, theoretical
uncertainties, detector performance, existence of the HL-LHC, etc. Much can happen
between now and 2035, as evidenced by the 1999 ATLAS performance expectation [39] for
H — WW® — (uly of 4.7 s.d. sensitivity at my = 150 GeV with 30fb~! collected at
14 TeV. Both the center-of-mass energy and branching ratio at my = 150 GeV would increase
the H — WW® channel expected signal yield, yet the Run I analysis has already achieved

an expected sensitivity of 5.8 s.d.
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Scenario  figeF HVBF H

8 TeV Signal Theory Unc.

300fh-1 17018 1792 17015
3000 b1 1016 17915 1500

One-half 8 TeV Signal Theory Unc.

300fh~1 17012 192 15016
3000fb~1  1+010 1913 15007

Table 7.7: Projected precision on the signal strength for H — WW®) — (vfv, and split by
production mode, for the 300 fb~* with y,, = 50 and 3000 fb~! with g, = 140 scenarios. The
top section uses the signal theory uncertainties from the baseline analysis, and the bottom
uses those uncertainties halved.
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300 fb~! 3000 fb~!

Ap/p

All unc. No theory unc. All unc. No theory unc.
H — 7y (comb.) 0.13 0.09 0.09 0.04
(03) 0.19 0.12 0.16 0.05
(1) 0.27 0.14 0.23 0.05
(VBF-like)  0.47 0.43 0.22 0.15
(W H-like) 0.48 0.48 0.19 0.17
(Z H-like) 0.85 0.85 0.28 0.27
(tt H-like) 0.38 0.36 0.17 0.12
H — ZZ (comb.) 0.11 0.07 0.09 0.04
(V H-like) 0.35 0.34 0.13 0.12
(tt H-like) 0.49 0.48 0.20 0.16
(VBF-like)  0.36 0.33 0.21 0.16
(ggF-like)  0.12 0.07 0.11 0.04
H — WW (comb.) 0.13 0.08 0.11 0.05
(0j) 0.18 0.09 0.16 0.05
(1) 0.30 0.18 0.26 0.10
(VBF-like) 0.21 0.20 0.15 0.09
H — Zv (incl.)  0.46 0.44 0.30 0.27
H — bb (comb.)  0.26 0.26 0.14 0.12
(W H-like) 0.57 0.56 0.37 0.36
(Z H-like) 0.29 0.29 0.14 0.13
H — 77 (VBF-like)  0.21 0.18 0.19 0.15
H — pp (comb.) 0.39 0.38 0.16 0.12
(incl) 047 0.45 0.18 0.14
(tt H-like) 0.74 0.72 0.27 0.23

Table 7.8: Relative uncertainty on the signal strength in various decay channels for a SM
Higgs boson with my = 125 GeV, with and without current signal theory uncertainties. The
uncertainties are slightly different than in Table 7.7 because the theory uncertainties are
updated [235].
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Figure 7.11: Relative uncertainty on the signal strength in various decay channels for a SM
Higgs boson with my = 125 GeV. The uncertainties are on the measurement in each channel,
not the process. The hashed area indicates the uncertainty due to current signal theory
uncertainties [235].

166



300fb~! 3000 fb~!

Ap/p
All unc. No theory unc. All unc. No theory unc.

ooF 0.12 0.06 0.11 0.04
VBF 0.18 0.15 0.15 0.09
WH 0.41 0.41 0.18 0.18
qqZH 0.80 0.79 0.28 0.27
ggZH  3.71 3.62 1.47 1.38
ttH 0.32 0.30 0.16 0.10

Table 7.9: Relative uncertainty on the signal strength for different production modes from a
combination of the channels in Fig. 7.11, with and without current signal theory uncertainties

[235].
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CHAPTER VIII

Conclusion

After the discovery of the Higgs boson, efforts have been focused on measuring its
properties. This dissertation has described on- and off-shell analyses of data from the ATLAS
detector at the LHC using the H — WW® — ¢fvfv channel. Up to 4.5fb~" of data collected
at center-of-mass energy 7 TeV and 20.3fb~! at 8 TeV are used. Prospects for the on-shell
analysis at the HL-LHC have also been presented.

An excess in data over the background only expectation is observed at 6.1 standard
deviations, corresponding to a signal rate relative to the expectation for an SM Higgs boson
with mpy = 125.36 GeV of u = 1.097033. The signal strengths for ggF and VBF production
are measured to be:

HegeF = 1'021L8:%2

pver = 1271053

With these, the ratio of pypr/pgr is used to test for the presence of VBF production,
resulting in evidence at the 3.2 standard deviation level. The measured signal strengths are
also interpreted as measurements of Higgs boson couplings to fermions and bosons as well
as total and fiducial cross section times branching ratios. All of the results are within one
standard deviation of the SM expectation. The measurement of a signal strength compatible
with the SM indicates that the W boson obtains it’s mass through interactions with the
Higgs field. This is a firm test of electroweak symmetry breaking (EWSB) in the SM.
Off-shell Higgs boson production is probed in a high-mass region. Assuming a background
k-factor equal to that of the Higgs boson signal, an observed (expected) 95 % confidence level
(CL) upper limit is set on the off-shell Higgs boson signal strength of 17.2 (21.3). Combining
the off- and on-shell measurements of the H — WW®) — (vfv and H — ZZ channels, this
is interpreted as an observed (expected) 95 % CL upper limit on the Higgs boson total decay
width of 22.7(33.0) MeV with the assumption that the relevant Higgs boson couplings are
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independent of the production energy scale.

Prospects for the H — WW®) — (vfv channel are computed for 300fb~" at the end
of the LHC running and 3ab~! at the end of the HL-LHC program. With the full 3ab™!
and current signal theory uncertainties, the analysis is projected to have uncertainties on
the signal strength at the level of 10 %, equal in performance to the other main Higgs boson
analyses.

At this time, the LHC is preparing to provide pp collisions at 13 TeV. The SM, including
the Higgs boson, will be “rediscovered” at 13TeV, but much of the anticipation for the
next run lies in the extended reach for beyond the Standard Model (BSM) searches due to
the increased energy available to produce new particles, and eventual increased integrated
luminosity. The next couple years will be quite enlightening as to whether anything new will
be discovered at the LHC, whether more quickly through direct observation, as for the Higgs
boson, or by exploiting large data samples to look for perturbations from SM expectations,
e.g., with Higgs boson couplings. Whatever lies ahead, the H — WW®) — (vfv analysis

will continue to provide more and more precise measurements of the Higgs boson’s properties.
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APPENDIX A

MDT Front-end Electronics Drops

During data taking at 7 and 8 TeV, MDT chambers were observed to occasionally drop
from data acquisition. Usually, this was resolved by resetting the front-end electronics
or chamber service module (CSM). This resulted in dead-time and a loss of acceptance.
Understanding the source of drops may lead to preventative solutions. The 2012 data taking
period is used to investigate the cause of MDT chamber drops.

It is possible for radiation from the pp collisions to pass through the field-programmable
gate array (FPGA) in the CSM and flip a bit in the memory—a single-bit upset. Such upsets
could lead to the CSM misbehaving and dropping from data acquisition. To investigate this,
MDT chamber drop information is correlated with run information, such as luminosity per
lumiblock. Several ‘hot’* chambers are removed from consideration as they have other known
issues; the top ten most dropped chambers, Fig. A.1, and similarly for mezzanine cards?, were
removed for the rest of the investigation. Mezzanine card drops are counted per chamber
and weighted by the number of cards which were dropped.

To further remove drops from problematic chambers or outside of data taking conditions,
chamber drops are ignored if within five minutes of a previous drop, and drops are only
counted if during stable beams and the run has at least 1 pb~!. This selects 2089 out of 3082
chamber drops.

Two pieces of evidence indicate some of the drops are from bit upsets. First, there is a
trend toward more drops per chamber closer to the beamline in the end-caps, where there is
a higher flux, see Fig. A.4. Second, midway through the data taking period, an automatic
joint test action group (JTAG) initialization of the MDT chambers at the beginning of runs

!Chambers which are outliers in their drop rate.

2A mezzanine card performs the basic readout of the MDTs. It contains three Ampli-
fier/Shaper/Discriminator chips, each serving eight tubes, which are routed into a Time-to-Digital Converter.
The CSM controls up to 18 mezzanine cards.
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Figure A.1: (a) MDT chamber drops and (b) mezzanine card drops summed per chamber for
the 2012 runs. The labels correspond to chambers, with naming as in Fig. 3.9.
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Figure A.2: MDT chamber chamber drops separated into the three layers and ‘extra’ chambers.
End-cap stations are offset by 9 such that they appear outside of the barrel chambers and
the A-side corresponds to a positive number. The section corresponds to a position in ¢ and
station a position y or z in the barrel and end-caps respectively, see Fig. 3.9.
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Dropped Chambers binned in instantaneous Lumi.
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Figure A.3: Left, MDT chamber drops binned in (Top) instantaneous luminosity, (Middle)
integrated run time, (Bottom) and integrated luminosity. Right, chamber drops binned in
the same variables where each bin is normalized by the number of runs that reached that

given luminosity or time.
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was implemented which on average resulted in fewer drops per run, see Fig. A.5(a). Such a
re-initialization would reset possible bit upsets before they cause a chamber to drop.

Most chambers do not repeatedly drop, see Fig. A.5(b), which could indicate some other
fault. We also see that a large number of mezzanine card drops occur immediately after a

reported parity error, see Fig. A.5(d).
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Figure A.4: (Top) MDT chamber drops and (Bottom) mezzanine card drops in the (Left)
end-caps and (Right) barrel, normalized by the number of chambers in each category.
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Figure A.5: (a), average number of drops per run before and after run 210308, where an
automatic JTAG initialization was started. (b), number of times a chamber repeatedly drops
in the same run, averaged over runs. (c) and (d), time between reported parity errors and
MDT chamber and mezzanine card drops.
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APPENDIX B

8 TeV Signal Region Categories

This section contains post-fit mr distributions in all of the Njes < 1 signal region categories
for the 8 TeV analysis in Chapter V. The error bands are a sum of pre-fit uncertainties per
process; it includes statistical uncertainties from the MC, experimental uncertainties, and
theoretical uncertainties on the background and signal acceptance. See the caption of Fig. 5.2

for details on the figure contents.
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Figure B.1: Distributions of mrt for Njes = 0 and = 1 events in the ee/pup channel [112].
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Figure B.2: Distributions of my for Njes = 0 and my, < 30 GeV for events with (left) leading
electrons and (right) leading muons. The rows correspond to different sub-leading lepton pr
selections [112].
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Figure B.3: Distributions of my for Njes = 0 and my, > 30 GeV for events with (left) leading
electrons and (right) leading muons. The rows correspond to different sub-leading lepton pr
selections [112].
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Figure B.4: Distributions of my for Njes = 1 and my < 30 GeV for events with (left) leading
electrons and (right) leading muons. The rows correspond to different sub-leading lepton pr
selections [112].
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Figure B.5: Distributions of my for Njes = 1 and my > 30 GeV for events with (left) leading
electrons and (right) leading muons. The rows correspond to different sub-leading lepton pr
selections [112].
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APPENDIX C

Nuisance Parameter Correlation Scheme

Table C.1 shows the complete correlation scheme for the combination of channels in the

H — WW® — (ufv analysis described in Chapter V. Parameter names are listed as used

in the fitting code; those which start with ‘scale_’ are normalization factors and the remaining

majority are nuisance parameters

Table C.1: Correlation scheme of nuisance parameters and normalization factors (scale_*).
Nuisance parameters with an ‘x’ are correlated between channels. NPs without an ‘x’ are
either uncorrelated or do not exist in the channel.

Parameter

ggF 2J | 01J 2011

01J 2012

VBF 2011

VBF 2012

ATLAS_BR_.VV
ATLAS_BR_tautau
ATLAS_BTag B1EFF_2011
ATLAS_BTag B1EFF_2012
ATLAS_BTag B2EFF _2011
ATLAS_BTag B2EFF_2012
ATLAS_BTag B3EFF_2011
ATLAS_BTag B3EFF_2012
ATLAS_BTag B4EFF_2011
ATLAS_BTag B4EFF_2012
ATLAS_BTag BS5EFF_2011
ATLAS_BTag BS5EFF_2012
ATLAS_BTag B6EFF_2011
ATLAS_BTag B6EFF_2012
ATLAS_BTag B7TEFF_2011
ATLAS_BTag BSEFF_2011
ATLAS_BTag B9EFF_2011
ATLAS_BTag CEFF_2011
ATLAS_BTag CEFF_2012
ATLAS_BTag Herwig LEFF_2012
ATLAS_BTag LEFF
ATLAS_BTag_Pythia6_LEFF_2012
ATLAS_BTag_Sherpa_ LEFF_2012

X

X

T
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Parameter

ggF 2]

01J 2011

01J 2012

VBF 2011

VBF 2012

ATLAS_DPI_XS
ATLAS_ELMU_2012_TRIG
ATLAS_EL_2011_TRIG
ATLAS_EL_2012_TRIG
ATLAS_EL_EFF_ID_CORRLOW_2011
ATLAS_EL_EFF_ID_CORRLOW_2012
ATLAS_EL_EFF_ID_HIGHPT_2011
ATLAS_EL_EFF_ID_HIGHPT_2012
ATLAS_EL_EFF_RECOID80010-2011
ATLAS_EL_EFF_RECOID80010-2012
ATLAS_EL_EFF_RECOID80015_2011
ATLAS_EL_EFF_RECOID80015_2012
ATLAS_EL_EFF_RECO_CORRLOW_2011
ATLAS_EL_EFF_RECO_CORRLOW_2012
ATLAS_EL_EFF_RECO_CORR-2011
ATLAS_EL_EFF_RECO_CORR-2012
ATLAS_EL_ESCALE
ATLAS_EL_ISO_.HWW

ATLAS_EL_RES
ATLAS_EW_MODEL_VV_BDT_2j_ HWW
ATLAS_EW_MODEL_VV_HWW
ATLAS_EW_MODEL_Z_HWW _ggf
ATLAS_EW_MODEL_Z_HWW _vbf
ATLAS_HiggsGGF_UEPS_BDT_2j HWW
ATLAS_HiggsVBF_UEPS_BDT_2j HWW
ATLAS_Higgs UEPS

ATLAS_JER
ATLAS_JES_1112_Detectorl
ATLAS_JES_1112_Modelling1
ATLAS_JES_2011_Eta_TotalStat
ATLAS_JES_2011_Statisticall
ATLAS_JES_2012_Eta_StatMethod
ATLAS_JES_2012_PilePt
ATLAS_JES_2012_PileRho HWW_GGF
ATLAS_JES_2012_PileRho . HWW_VBF
ATLAS_JES_CLOSEBY
ATLAS_JES_Eta_Modelling
ATLAS_JES_FlavComp . HWW_WW
ATLAS_JES_FlavComp_HWW _other
ATLAS_JES_FlavComp_HWW _tt
ATLAS_JES_FlavResp
ATLAS_JES_Flavb

ATLAS_JES_HighPt

ATLAS_JES_MU

ATLAS_JES_ NPV
ATLAS_JES_NonClosure_AFII_2012
ATLAS_JES NonClosure_ MCl11c
ATLAS_LUMI_2011

ATLAS_LUMI_2012
ATLAS_MET_RESOSOFT_HWW _2011
ATLAS_MET_RESOSOFT_HWW_2012
ATLAS_MET_SCALESOFT_-HWW_2011
ATLAS_MET_SCALESOFT_-HWW_2012
ATLAS_-MU_2011-TRIG

I I

S T T

»
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Parameter

ggF 2]

01J 2011

01J 2012

VBF 2011

VBF 2012

ATLAS_MU_2012_TRIG

ATLAS_MU_EFF

ATLAS_MU_ESCALE

ATLAS_MU_ID_RES

ATLAS_MU_ISO_.HWW

ATLAS_MU_MS_RES
ATLAS_MU_RESCALE_HWW_2012
ATLAS_PM_EFF f_recoil_ DY0j_lvlv2011
ATLAS_PM_EFF _f_recoil_DYO0j_lvlv2012
ATLAS_PM_EFF _f_recoil_DY1j_lvlv2011
ATLAS_PM_EFF _f_recoil_DY1j_lvlv2012
ATLAS_PM_EFF f_recoil NDY_SRO0j_lvlv2011
ATLAS_PM_EFF f_recoil NDY_SRO0j_lvlv2012
ATLAS_PM_EFF f recoil NDY_SR1j_lvlv2011
ATLAS_PM_EFF f_recoil NDY_SR1j_lvlv2012
ATLAS_PM_EFF f_recoil NDY _ZP0j_lvlv2011
ATLAS_PM_EFF f_recoil NDY _ZP0j_lvlv2012
ATLAS_PM_EFF f_recoil NDY_ZP1j_lvlv2011
ATLAS_PM_EFF f_recoil NDY_ZP1j_lvlv2012
ATLAS_PM._f_recoil DY _SROj-HWW _lvlv2011
ATLAS_PM _f_recoil_ DY _SR0Oj-HWW _lvlv2012
ATLAS_PM _f recoil DY_SR1j_-HWW_lvlv2011
ATLAS_PM _f recoil DY_SR1j_-HWW_lvlv2012
ATLAS_PM_f_recoil NDY_SROj-HWW_lvlv2011
ATLAS_PM_f_recoil NDY_SR0j_ HWW _lvlv2012
ATLAS_PM _f_recoil NDY_SR1j_ HWW _lvlv2011
ATLAS_PM _f_recoil NDY_SR1j_ HWW _lvlv2012
ATLAS_PM _f_recoil NDY_ZP0j_HWW _lvlv2011
ATLAS_PM_f_recoil NDY_ZP0j_ HWW _lvlv2012
ATLAS_PM _f_recoil NDY_ZP1j_ HWW _lvlv2011
ATLAS_PM _f recoil NDY_ZP1j_ HWW _lvlv2012
ATLAS_PM_theta_SR0j_lvlv2011
ATLAS_PM_theta_SR0j_lvlv2012
ATLAS_PM_theta_SR1j_lvlv2011
ATLAS_PM_theta_SR1j_lvlv2012
ATLAS_PTIIRewSyst HWW

ATLAS_QCD_-WW _Modelling_ BDT_2j_ HWW
ATLAS_QCDscale-VV2in.BDT_2j HWW
ATLAS_QCDscale.-VV_BDT_2j_ HWW
ATLAS_-TOP_ME

ATLAS_TOP_PDF

ATLAS_TOP_PS
ATLAS_TOP_SCALEF_NONTOP_0j_-HWW
ATLAS_TOP_SCALEF_STATS_0j-HWW_2011
ATLAS_TOP_SCALEF_STATS_0j_-HWW_2012
ATLAS_TOP_SCALEF_THEO_0j_-HWW
ATLAS_TOP_Scale
ATLAS_-TOP_.THEO_BDT_2j HWW

ATLAS_. TRACKMET_RESOPARASOFT_HWW_2011
ATLAS_ TRACKMET_RESOPARASOFT_HWW_2012
ATLAS_.TRACKMET_RESOPERPSOFT_HWW_2011
ATLAS_.TRACKMET_RESOPERPSOFT_HWW_2012
ATLAS_.TRACKMET_SCALESOFT_HWW_2011
ATLAS_.TRACKMET_SCALESOFT_HWW_2012

E T I
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Parameter

ggF 2]

01J 2011

01J 2012

VBF 2011

VBF 2012

ATLAS _TopGGF2j_MTSHAPE
ATLAS_VGammaShapeLepPt_ HWW
ATLAS_-WW_EWCorr HWW

ATLAS . WW_MTSHAPEMATCHING_HWW
ATLAS_WW_MTSHAPEPSUE_HWW
ATLAS_WW_MTSHAPESCALE_HWW
ATLAS_WW_MTSHAPE _2j HWW _ggf2j
ATLAS WgsMTscale
ATLAS_ZLEPLEP_ABCD_BDT0.2j HWW
ATLAS_ZLEPLEP_ABCD_BDT1.2) HWW
ATLAS_ZLEPLEP_ABCD_BDT2_2j HWW
ATLAS_ZLEPLEP_ABCD_METEFF_2j HWW
ATLAS_ZTAUTAU_BDTO0.2) HWW
ATLAS_ZTAUTAU_BDT1.2) HWW
ATLAS_ZTAUTAU_BDT2_2) HWW
ATLAS_ZTAUTAU _MODELING
ATLAS_ZTAUTAU_PDF
ATLAS_ZTAUTAU_PTZREW
ATLAS_ZTAUTAU_PYTHIAMCSTAT_CR.0j
ATLAS_ZTAUTAU_PYTHIAMCSTAT_CR_1j
ATLAS_ZTAUTAU_PYTHIAMCSTAT_SR_0j
ATLAS_ZTAUTAU_PYTHIAMCSTAT_SR_1j
ATLAS_ZTAUTAU_PYTHIAMCSTAT_SR_2j HWW _ggf2j
ATLAS_ZTAUTAU_SCALE

ATLAS btag2lj_extrap- HWW

ATLAS _ggH_Matching ACCEPT
ATLAS_ggWW_XS_HWW

ATLAS _ggfMTPSUE
ATLAS_ggfMTmatching

ATLAS _ggfMTscale

FakeRateCorr_ QCD_HWW

FakeRateOther QCD_HWW
FakeRateStat_QCD_HWW
FakeRate_EL_Corrl HWW_2012
FakeRate_EL_Flav_HWW_2011
FakeRate_EL_Other HWW_2011
FakeRate_EL_Other HWW_2012
FakeRate_EL_Stat_10_.15_HWW_2011
FakeRate_EL_Stat_10_.15_HWW_2012
FakeRate_EL_Stat_15.20_. HWW_2011
FakeRate_EL_Stat_15_20_ HWW_2012
FakeRate_EL_Stat_20_25_ HWW _2011
FakeRate_EL_Stat_20.25_ HWW_2012
FakeRate_EL_Stat_GT25_HWW_2011
FakeRate_EL_Stat_GT25_HWW_2012
FakeRate_EL_Uncorrl OS_ HWW _2012
FakeRate_EL_Uncorrl SS_.HWW_2012
FakeRate_MU_Corrl HWW _2012
FakeRate_ MU _Flav_ HWW _2011

FakeRate_ MU_Other HWW _2011
FakeRate_MU_Other . HWW_2012
FakeRate_MU_Stat_10_.15_HWW _2011
FakeRate_MU_Stat-10_.15_HWW _2012
FakeRate_MU_Stat_15_20_.HWW _2011

[ T ]
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Parameter ggF 2J | 01J 2011 | 01J 2012 | VBF 2011 | VBF 2012
FakeRate_MU_Stat_15_20_ HWW _2012 X X X
FakeRate_MU_Stat_20.25_ HWW _2011 X X
FakeRate_MU_Stat_20.25_ HWW _2012 X X X
FakeRate_MU_Stat_GT25_ HWW_2011 X X
FakeRate_MU_Stat_GT25_ HWW_2012 X

FakeRate_MU_Uncorrl OS_HWW _2012 X

FakeRate_MU_Uncorrl_ SS_HWW_2012 X

QCDscale_Bkg_V X X X X X
QCDscale_Bkg VV_ACCEPT_HWW X X

QCDscale_Bkg ' VV_HWW b'e X X X X
QCDscale_Bkg ' Wg_ ACCEPT0j_ HWW X X

QCDscale_Bkg_ Wg_ ACCEPT1j_ HWW X x
QCDscale_Bkg_ Wgs_ ACCEPT0j_ HWW X X
QCDscale_Bkg Wgs_ ACCEPT1j_.HWW X X X
QCDscale_Bkg_ Wgs_ ACCEPT2j_ HWW X X X X X
QCDscale_Higgs_ggH X b'q X

QCDscale_Higgs_ggH ACCEPT X X X

QCDscale_Higgs_ggH _el X X X

QCDscale_Higgs_qqH X X X

QCDscale_Higgs_.qqH_ ACCEPT X X X

QCDscale_-VH X X X
QCDscale_-VV_ACCEPT_2j_ggf2j X

QCDscale Wg_ ACCEPT2j_HWW X X X X X
QCDscale_ZLEPLEP_ABCD_2j_ HWW x
QCDscale_ggH_m12 x
QCDscale_ggH_m23 X X
QCDscale_ggH _ptH_mO01 x

SigXsecOverSM_HWW X X X
VBF_Higgs MODEL_BDT_2j HWW x x
mu-BR.-WW X X X
mu_BR_tautau X b'q X
mu_XS7_ggF bq X

mu_XS7_vbf X X

mu_XS7_wh X b'e

mu_XS7_zh X X

mu_XS8_ggF X X X
mu_XS8_vbf X X X
mu-XS8_wh X X X
mu-XS8_zh X X X
pdf_Higgs_ggH X X X X X
pdf_Higgs_ ggH ACCEPT X X

pdf_Higgs_qqH X X X X X
pdf-Wg_ ACCEPT_HWW X X X X X
pdf-Wgs ACCEPT_HWW b'e X X X X
pdf_gg b'q X X b'e X
pdf_gg ACCEPT X X X X X
pdf_qq b'e b'q X X X
pdf_qq-ACCEPT X X X X
scale_ ATLAS norm_SF _Diboson0j_lvlv2012 X

scale_ ATLAS norm_SF _Diboson1j_lvlv2012 X

scale_ ATLAS _norm_SF_SF_MUSR_DYO0j-lvlv2011 x

scale_ ATLAS _norm_SF_SF_MUSR_DY0j-lvlv2012 X

scale_,ATLAS norm_SF_SF_MUSR_DY1j_lvlv2011 X

scale_ATLAS norm_SF_SF_MUSR_DY1j_lvlv2012 X

185




Parameter

ggF 2]

01J 2011

01J 2012

VBF 2011

VBF 2012

scale ATLAS norm_SF_SF_MU_DY0j_lvlv2011
scale_ ATLAS_norm_SF_SF_MU_DY0j_lvlv2012
scale_ ATLAS norm_SF_SF_MU_DY1j_lvlv2011
scale_,ATLAS norm_SF_SF_MU_DY1j_lvlv2012
scale_ ATLAS norm_SF_Top1j_lvlv2011

scale_ ATLAS _norm_SF_Top1j_lvlv2012
scale_ATLAS _norm_SF_Top2j_ggf2j_1vlv2012
scale_ ATLAS norm_SF_TopPF2j_lvlv2011
scale_ ATLAS norm_SF_TopPF2j_1vlv2012
scale_ ATLAS norm_SF_Top_0_2j_vbf2011
scale_ ATLAS norm_SF_Top_0_2j_vbf2012
scale_ ATLAS norm_SF_Top_1_2j_vbf2012
scale_ ATLAS norm_SF_WW0j_lvlv2011

scale_ ATLAS norm_SF_WWO0j_lvlv2012

scale_ ATLAS norm_SF_WW1j_lvlv2011

scale ATLAS norm_SF_WW1j_lvlv2012

scale_ ATLAS norm_SF_Zleplep0_2j_vbf2011
scale_ ATLAS norm_SF_Zleplep0_2j_vb{f2012
scale_ ATLAS norm_SF_Zleplepl_2j_vb{f2012
scale_ ATLAS norm_SF_Ztautau0j-lvlv2011
scale_ATLAS_norm_SF_Ztautau0j_lvlv2012
scale_ATLAS_norm_SF_Ztautaulj_lvlv2011
scale_,ATLAS _norm_SF_Ztautaulj_lvlv2012
scale_ ATLAS norm_SF_Ztautau2j_ggf2j_lvlv2012
scale_ ATLAS norm_SF_btag_lvlv2011

scale_ ATLAS norm_SF_btag_lvlv2012
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APPENDIX D

Full Nuisance Parameter Ranking and Pulls

Figure D.1 shows the full nuisance parameter ranking, including the top thirty which are
shown in Section 5.6.5. All nuisance parameter pulls are within one standard deviation of

the nominal value.
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Figure D.1: Impact of all NPs. See Figure 5.20 for the description.
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