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Scheduling Methods For Ship Build Strategy Development: 
1 9'396 ( 

Literature Search and Research Report 
for the 

Midterm Sealift Generic Build Strategy Task 

Introduction 

The purpose of this report is to identify existing and evolving scheduling approaches that 
could be used to help develop and evaluate build strategies for ships. A build strategy embodies 
and communicates an overall plan for the production of a specific ship, or a contracted series of 
ships, within a specific shipyard.[lI1 The primary reasons for developing a build strategy are: 

to assure the particular shipbuilding program is feasible within the constraints 
imposed by the shipyard, the customer, and the business environment 

. . to provide a framework for the coordination of work both within and across 
functions in support of the program 

(3) to provide a foundation for detailed/tactical operations planning that wi!l generate 
work packages, material orders, and shop floor-level work sequences and 
schedules 

This investigation has been premised on the knowledge that world-class shipbuilding is 
principally a group-technology-based fabrication and assembly process.[2] As such, the efficient 
operation of a modem shipbuilding enterprise requires that planning and management focus 
primarily on the aggregate use of resources across all contracts while also satisfying the 
constraints of specific contracts. Correspondingly, an effective build strategy not only satisfies 
the constraints of its associated contract, but also, when integrated into the overall operations 
plan, allows that plan to make efficient use of a shipyard's resources across all anticipated 
contracts. Such a planning and management approach is fundamentally different from the 
project-oriented approach that is associated with one-off construction operations. Impoirtant 
characteristics of modern shipbuilding and their implications for planning and scheduling are 
described in this report. 

Within a general manufacturing context, the processes associated with build strategy 
development and integration are generically part of what is referred to as "medium-range 
planning."[3][4] And the operations schedule developed as part of the medium-range planning 
process, representing dl work of all contracts in aggregate, is typically called a "master 
production schedule." This report describes both medium-range planning and prerequisite long- 
range business planning as generally applied to manufacturing operations. Various scheduling 
methods are described and evaluated relative to their applicability to build strategy development 
and master production scheduling within a modern group-technology-based shipbuilding context. 

' Numbers in brackets refer to references. 





Background: Characteristics of Modern Shipbuilding and Their Implications 

General Production Approach 
A ship will typically have the following general product characteristics: 

extremely large 
very complex 
very high value 
generally produced in low volume (one to ten per shipyard per year) 
made to order 
often at least semicustomized 
a short required contract-to-delivery time relative to its work content 

Many of these characteristics might lead one to initially conclude that a craft-based, one- 
off construction approach is appropriate for producing ships. In fact, this is the production 
approach that was prevalent throughout the world prior to WW 11. However, driven by the 
urgent need for Allied ships during the war, Kaiser and Hann recognized that the principles of 
group technology (GT) could be applied to shipbuilding.[5][6] This recognition was facilitated 
by the evolution of welding technology and by Kaiser's and Hann's experiences within other 
industries. 

The GT-based approach dictates that ships can be progressively subdivided into 
intermediate or interim products that can be classified into groups or ''families" based upon 
commonality of production process. An interim product is any physical subdivision of a product 
that objectifies a discrete set of work. The production process for each interim product group can 
be rationalized to eliminate unnecessary tasks and to efficiently utilize focused resources, 
sometimes resulting in a dedicated work cell or process lane. Each of these focused processes 
can then be used repetitively on many similar interim products, resulting in significant 
economies of scale at the interim product level. Also, using this approach, interim prodi~cts of 
different types can be produced in parallel and then assembled at later stages, greatly reducing 
overall production cycle time. 

World class shipbuilders have demonstrated that significant benefits can be realized fkom 
GT even when concurrently building ships that vary somewhat in type, size, technology, and 
detail, as there is still much similarity amongst their interim products throughout all stages of 
production. Obviously, the more standard these ships are, the more focused and dedicated the 
shipyard's production processes and tools can be, and the greater the potential gains. However, 
GT requires that interim products be only similar enough to have common production p:rocesses. 
In fact, the potential gains from increased standardization are very small relative to the gains 
associated with initially just moving from a traditional construction-oriented approach to a GT 
approach. The potential marginal gains from increased product and process standardization must 
also be weighed against the resulting loss of business flexibilitylagility and product marketability 
over time. 

Implication: The medium-range planning process used must be appropriate for very 
large, complex, high-value, low-volume, semicustom products that are made to order in a short 
time pame using a group-technolou-basedproduction approach. 



Ship's Product Structure Characteristics 
The process of building a ship can generally be represented by a hierarchical A-type 

product structure, as shown in figure 1 .[7] In such a process, parts are manufactured and 
components are purchased, and these parts, components, and subsequent interim products are 
progressively assembled to eventually form a single product. Such an assembly-based 
production process has dependent demand, as each interim product depends on manufactured 
parts, purchased components, andlor subassemblies fiom lower levels in the product structure. 

Figure 1. Generic A-Type Product Structure. 

A ship's product structure is not a pure hierarchical A-type structure, however, because 
some many-to-many relationships exist between certain types of high-level ship interim 
products, as shown in figure 2. Particularly, at the blocWassembly-to-zone level of a ship's 
product structure, the erection of a single block or major assembly can play a part in the creation 
of several on-board outfitting zones, and a single on-board outfitting zone is likely to have been 
created by the erection of more than one block or assembly. Similarly, at the zone-to-ship 
system level, on-board outfitting work in a single zone can be prerequisite to the completion and 
testing of several ship systems, and a single system can be present in several zones. 

Figure 2. Many-To-Many Relationships In Upper Levels of a Ship's Product Structure. 

Implication: The medium-range planning process used must account for dependent 
demand. Also, because the medium-range planning process uses the interim products in the 
upper levels of a ship's product structure to derive the ship's work, it must be able to account for 
the many-to-many relationships that exist there. 



Operations Management Orientation 
Because there are typically many interim products of several ships continually competing 

for the finite capacity of a shipyard's resources, planning for and managing such an opecation 
solely fiom the ship/contract/project perspective, as would be done within a traditional 
construction context, will result in competing, uncoordinated, and erratic demand on individual 
production resources. This, in turn, will result in tremendous inefficiency, delays, disruption 
costs, and work-in-process (WIP) inventory costs. Therefore, the primary operations planning 
and management task is to optimize process/resource utilization for interim products across all 
contracts in aggregate. 

However, because of the high value of each ship, ownershuyers with a project focus have 
and exercise significant power over shipyards. Also, because shipyard cash flow is usually tied 
to key project-specific milestones, significant attention should be paid to the potential fi~wmcial 
implications of project-specific planning decisions. So managing such an operation solely from 
a aggregate perspective could result in late ship deliveries and/or lost financial opportuiities. 

Implications: The medium-range planning process used must be able to simulta~rteously 
address aggregate resource and material issues, andproject/ship-specifzc dependent demand, 
work criticality, conpact milestones, and delivery schedule constraints. 

Systern Variability 
Variability In Process Performance - Significant levels of performance variability will 

occur in shipyards that have not fully or effectively established GT-based interim product 
families and associated processes, or implemented SQCISPC procedures throughout operations 
to maintain and improve process control. This performance variability and its accumulation 
through a ship's many stages of interim product concatenation can have a major impact on 
overall production system predictability and performance, and associated cost and scheclule 
risk. [8] 

Variability In Demand - Demand for a shipyard's products and capacity can be clifficult 
to predict. For planning purposes, demand can be dealt with either deterministically or 
stochastically depending on the circumstances. If there is no uncertainty about demand for the 
shipyard's capacity over the medium-range planning time horizon, the planning problem is 
deterministic. This would likely be the case if a shipyard includes only current work and highly 
probable proposed work in its medium-range planning process. 

If the medium-range planning process includes ships that have only been forecast, 
stochastic representation of at least some of the forecast demand may be necessary depelnding the 
length of the planning horizon, the reliability of forecasts, the overall size of the product's market 
and the level of competition in that market. Following are two examples of using detenministic 
versus stochastic data in planning. 

Example 1 : A shipyard has the capacity to competitively produce four ships of a 
particular type per year, and knows that there are three competitors that can do the 
same. The medium-range forecast identifies total demand ranging fiom 10 to 15 
of these ships in each of the next two years, with 11 ships per year being most 

. likely. In this case, the stochastic nature of this forecast is very important for this 
shipyard's planning. Conversely, if the medium-range forecast identifies an 
expected demand of 15 to 20 of these ships in each of the next two years, the 



shipyard can probably use a deterministic planning approach that assumes a 
steady demand of four ships per year. 

Example 2: A shipyard is competing for two independent contracts for which the 
start dates are known. The probability of winning contract A is determined to be 
95%, while the probability of winning contract B is determined to be 50%. In this 
case, planning should probably treat contract A deterministically and contract B 
stochastically. 

Implications: The medium-range planning process should be able to account for process 
variability through stochastic representation of associated variables, and also should be able to 
employ a stochastic representation of demand if necessary. When stochastic representations of 
process performance andlor demand are used, the medium-range planning process should 
generate probabilistic schedules, resource utilization plans, and cost estimates, , both for risk 
assessment and to support the development and inclusion of risk mitigation strategies as part of 
the overall build strategy.l The goal of stochastic planning is to generate a plan that has a 
probability of occurrence that is acceptable @om the standpoint of satisaing both the customers' 
needs and the company's strategv and business plans; that is, that represents acceptable levels of 
business risk for the company and its customers. 

Degree of Individual Product Uniqueness 
Some commercial ship market segments, like the bulk carrier segment, are primarily 

commodity-like, while other market segments, like the cruise ships segment, are made up almost 
entirely of semicustom or custom ships. Most commercial ship market segments, however, have 
a low-end, commodity-like subsegment and a higher-end, semicustom or custom subsegment. 

Within a commodity segment or subsegment, ships have essentially equivalent features 
and capabilities, and price and contract-to-delivery cycle time are the only significant marketing 
characteristics. In a commodity market, producers who want business are forced to accept the 
price and cycle time performance set by the pricelperformance leaders with available production 
capacitya3 Because of the resulting price and performance pressure, profit per unit of production 
is usually very small. So commodity producers attempt to earn acceptable profit levels and 
improve performance by increasing production capacity and volume, that is, market share. This, 
in turn, adds even more price and performance pressure to this market. Poorer performing 
producers can not profitably compete in commodity markets unless demand is so high that the 
capacity of all the better performing producers in that market is hl ly utilized. 

Within higher-end market segment or subsegments, customers are looking for added 
value along a number of additional product dimensions, including: 

improved financing 
reduced concept-to-delivery cycle times 
higher quality 
improved functional and qualitative features 

bbSirnulation" in this instance refers to Monte Carlo-type simulation. 
' Price and cost in this context include the effects of any relevant subsidies. 



improved technology 
lower operations costs, including costs associated with normal operations, 
reliability, maintenance, and overhaul 
increased life cycle support 

Identifying and meeting customer needs in higher-end market segments requires ,a great 
deal more work in marketing, product development, and planning. But the potential rewards are 
great as the shipbuilder can then set its prices according to each unique ship's perceived 
differentiated value. [9] 

Implications: Because of the narrow profit margins and strict delivery 
requirements associated with commodity ships, scheduling and cost estimating in 
support of commodity shipbuilding must be extremely accurate. Also, because of the 
commonality of such ships, much of the up-fiont design andplanning work is complete 
at contract award and the vast majority of the contract-to-delivery time and cost is 
associated with material control and production. So medium-range planning will be 
focused on rhese aspects of operations with fairly complete design information and 
planning standards being available. For semicustom and custom ships, a signijkantly 
larger portion of contract-to-delivery time and cost will be associated with product 
development, design, engineering, material procurement, andplanning. Therefore, the 
medium-range planningprocess for such ships must be much broader in scope and 
focused on overall coordination of work associated with all important product 
dimensions. This planning process must also be able to deal with incomplete and 
evolving information. 

Similar Industries 
Other moderate volume producers of complex, high-value, assembled products include 

the aerospace, heavy-equipment, large-machinery, and large-machine-tool industries. Ships will 
typically have a higher level of work content and complexity and a lower level of product and 
interim product standardization than the products of these other industries, with some specific 
exceptions. Shipbuilding has also sometimes been compared to large-scale industrial plant and 
building construction. But while some large-scale construction enterprises utilize a GT-based 
approach for some fabrication and subassembly work at dedicated off-site facilities, industrial 
plant and building production work is still planned and managed primarily as project-oriented, 
on-site construction. 

Implications: Shipbuilding has much in common with other manufacturing industries, 
particularly when viewed in a GT-based context. Therefore, much can probably be learned and 
appliedfiom the existing body of knowledge in general manufacturing, operations management, 
and production planning. 





Description of Long-Range and Medium-Range Manufacturing Planning Processes 

Following is an overview of how manufacturing companies typically develop long-range 
and medium-range operations plans and schedules. Figure 3 shows the outputs of these planning 
processes and their relationships. This overview summarizes these processes as they are 
presented in current operations management and production planning literature.[lO][l 11 

ong- ange annlng 7) Information and Forecasts LONG-RANGE I STRATEGIC PLANNING 

Overall Capadty 
and Cost Check 

Long-Range Resource 
Finacial Plan +-+ Requirements 

Plan 

\ I New Product Overall Schedule Check I 
Aggregate 
Production Master 

Rough-Cut 
Capacity Plan 

I DETAILED PLANNING J 

Figure 3. Typical Long-Range and Medium-Range Manufacturing Planning Process. 



The Long-Range I Strategic Planning Process 
A business will typically carry out long-range planning annually, or when the business 

environment changes significantly, using the current status and long-range projections for each 
of the following: 

general macroeconomic climate 
market demand for product(s) 
money markets 
human resource markets 
capital goods markets (hard technologies) 
subcontractor markets 
raw material and purchased component markets 
political environment 
the company's capabilities and backlog 
potential competitors' expected backlogs, capabilities and actions 

Long-range planning can have a ten-year time horizon with planning considered in one- 
year increments or "time buckets," although this can vary significantly by product type. For 
instance, long-range planning in the computer industry usually has a time horizon of three years 
or less because of the pace of associated technological change. Long-range planning outputs 
typically include the following items: 

a business strategy that articulates product lines, organizational structure, 
quality goals, pricing goals, delivery and service level goals, market-share 
and production-volume goals, profitability goals, etc. over the planning 
horizon 
business policies andprocedures that, within the context of the overall 
business strategy, represent process and product standards for marketing, 
design, operations, finance, purchasing, logistics, human resources, and 
cross-functional activities 
a resource-requirements-and-capacity plan that identifies the capacity and 
associated facilities, equipment, personnel, and subcontractor and supplier 
relationships that will be required to meet the long-range goals identified in 
the business strategy 
aproduct research-and-development plan to meet the perceived needs of the 
market as articulated in the business strategy 
afinancialplan that describes the approaches to the money markets and 
share holders that will be used to support the business strategy, the long- 
range resource-requirements-and-capacity plan, and the long-range product- 
development plan 



The Medium-Range Planning Process 
Medium-range plans are typically revised monthly or quarterly, or as the business . - 

situation changes, using the long-range plans as a point i f  dep&ture. Medium-range planning 
typically has a time horizon of 12 to 60 months, and time buckets of anywhere fiom a day to a 
month, depending on product type and complexity, typical production cycle time, demand 
forecast variability, and the associated level of risk the company is willing to accept. Medium- 
range glans account for all certain work and can also include proposed and forecast work;. The 
medium-range planning process and associated build strategies will be constrained by thle 
shipyard's business strategy, long-range business plans, operations policies and procedures, 
capabilities and capacities, and anticipated concurrent work, customer requirements, the cost of 
capital, ships' characteristics, and the anticipated availability of material, components, and 
associated information. Medium-range planning typically results in the creation of the following 
outputs. 

An aggregate production plan (APP) specifies total projected aggregate 
demand and output either per time bucket or cumulatively over time. It is 
developed to identify the overall resource and inventory utilization strategy 
that is most likely to minimize total operations costs over the planning 
period while satisfying the serviceldelivery, quality, and overall production 
volume goals defined in the long-range plan. Such a strategy will seek to 
minimize cost over the planning horizon by varying the relative use of in- 
house production capacity, inventory/backlogging, and subcontracting to 
satisfy overall demand. Total aggregate demand and output are expressed 
by a surrogate attribute common to all products, like direct labor hours, units 
of production, or tons. At one extreme, the APP could reflect a "chase" 
strategy where in-house capacityloutput is varied continually over time to 
exactly match expected aggregate demand. At the other extreme, the APP 
could reflect a constant capacity strategy where incremental demand greater 
than this capacity would be handled with overtime or subcontracting, and/or 
worked earlier at times when demand is less than capacity and then stored in 
inventory. Nearly all real-life APP strategies fall somewhere between these 
two extremes. Reference [lo] presents an excellent APP example. Various 
methods are used to develop APPs including manual iteration called "cut 
and try," mathematical modeling, computer-based heuristic modeling, and 
simulatioll of masler production schedules (see below). 

A master production schedule (MPS) specifies dates and quantities of 
production for each specific product, or for each of a number of common 
upper level interim products (called "end items" or "planning units") for 
complex products, within the constraints of the APP. The MPS serves as the: 
basis for ensuring and reserving adequate capacity of critical production 
resources over time for all work to be accomplished (see "rough-cut capacity 
plan" below), generating detailed ("shop floor") production plans and 
schedules, and establishing a material procurement schedule. Other inputs 



to the MPS include the structured bills of material for all products down to 
the planning unit interim product level (for the identification of planning 
units and their associated dependencies), and the process standards 
documented in the company's policies and procedures (used for the 
identification of work breakdown structures, process durations, and resource 
requirements for each type of product or planning unit). 

r A rough-cut capacityplan (RCP) identifies the expected usage of critical 
resources over time for all products or planning units in support of the MPS. 
The RCP is compared to the long-range resource requirements and capacity 
plan to assure that adequate resources will be available within the medium- 
range time horizon. If it is determined that the long-range resource 
requirements and capacity plan does not support the critical resource needs 
dictated by the MPS, management can modify the long-range resource- 
requirements-and-capacity plan, the APP, and/or the MPS. Note that any 
changes to the long-range resource-requirements-and-capacity plan will 
likely require changes in the other long-range and medium-range plans. 

Planning For A New Product 
When a new product is proposed for production, the management team must first 

determine if the product fits within its business strategy, existing policies and procedures, and its 
other long-range plans. If the product obviously does not fit, management must either drop the 
product fiom consideration or modify the organization's long-range plans. 

If the product clears the initial strategic hurdle, a new iteration of the APP is generated 
including the new product and any additional copies that customers will desire. In doing this, the 
overall capacity reservations over time for all previously committed/ contracted products can be 
changed as long as their critical schedule milestones are not altered. The regenerated APP 
should provide a good overall indication of: 

r the new product's overall production duration 
r the overall capacity, overtime, subcontracting and inventory requirements 

that will most economically satisfy aggregate demand for all products, 
including the new product, through the medium-range planning horizon 

r whether the initial new product can be produced within the required time 
constraint 

r whether follow copies of the new product can be delivered at the desired rate 
If there are overall capacity problems identified at this point, the company may not be 

able to produce the product. Or the long-range plans might be revisited to see if changes might 
be made to profitably accommodate the product. 

If the product makes it past the APP hurdle, the MPS and RCP are generated to include 
the new product. The MPS must support the APP, and the RCP must not exceed the key 
resource limitations designated in the long-range resource-requirements-and capacity-plan. The 
MPS will identify times and quantities of production for each planning unit while also 
accounting for the capacity constraints of specific resource and intraproduct dependent demand. 
The RCP will identify the utilization levels of key resources over time across all products. The 



new product's production schedule and critical-resource-utilization plans can be extracted from 
the MPS and the RCP, respectively, at the planning unit level. Because the APP, M P S ,  and RCP 
are so interrelated, they evolve in an integrated and interactive way. Once again, the overall 
objective of'this planning process is to minimize business risk and improve the probability of 
meeting the goals of the shipyard and its customers. 





Literature Search Results 

The literature search was conducted to identify medium-range scheduling methods and 
tools that are being used today in manufacturing environments similar to shipbuilding, and also 
methods that are being researched and developed for potential future application in these 
environments. Following are brief descriptions of the general methods that have been identified. 
It is beyond the scope of this report to describe these methods in detail and provide working 
examples, so the reader is referred to the references for more detailed descriptions and 
information. 

Search-Based Heuristics 
Some simple heuristics have been shown to find optimum product sequencing solutions 

for some very simple independent-demand job-shop and flow-shop production systems (:like n 
jobs of known duration and one machine, and n jobs of known duration and two machines in 
sequence). Examples of these heuristics include first come first serve, earliest due date first, 
shortest processing time first, longest processing time first, least slack first, etc. These types of 
heuristics are not adequate by themselves for finding useful solutions for more complex medium- 
range planning problems. However, such heuristics can sometimes be usehl for determining 
near-optimum work sequences and schedules when used in combination andlor with other 
scheduling approaches. Search-based heuristic methods, like branch-and-bound and branch-and- 
cut, are methods for utilizing rules to narrow the solution space of a combinatorial optirriization 
problem so as to efficiently obtaining a "good" solution. There is at least one know application 
of this approach to medium-range planning and scheduling of ship production in 

Mathematical Modeling 
Mathematical modeling generally involves the optimization of one or more objectives 

that are represented mathematically (e.g., "maximize profit") subject to a set of constraiints that 
are also represented mathematically (e.g., panel line usage <= panel line capacity of 3000 
hourslyear). Common approaches of mathematical modeling are linear, integer and nonllinear 
programming, goal programming for multiple objectives, and dynamic programming for such 
problems solved over time. These techniques were developed in the 1950s, and are conunonly 
used for capacity planning and scheduling in continuous processing industries like oil refining, 
steel, chemicals, and paper manufacturing, and in assembly, transportation, and service 
industries. The outputs of these methods will typically include sensitivity analyses of input 
variables for risk assessment. Although mathematical models are generally intuitive, a 'high level 
of competence is required for their development and use in real-world situations.[l9][20][21][22] 

Network Scheduling 
Network scheduling generally represents the critical path method (CPM), program 

- - 

evaluation and review technique (PERT), graphic evaluation and review technique (GE:RT), and 
probabilistic network evaluation technique (PNET). Network scheduling is typically project 
focused, represents work via each project's networked work breakdown structure (WBS) tasks, 
backward and forward schedules the project tasks, and identifies the project's critical tasks and 



path, and the slack or float on other tasks. Most network scheduling software packages support 
the identification of resources and material to tasks, and thus allow the generation of resource 
and material constrained project schedules, as well as utilization plans for the resources and 
material themselves. These packages also generally support the identification of costs to . 
resources so that cost estimates can be generated integrally with schedules and resource 
utilization plans. Some approaches support the simultaneous scheduling of multiple projects 
sharing a common pool of resources, and some support stochastic representation of task 
durations and costs, thus allowing probabilistic schedule simulation for the assessment of 
schedule and cost risk. Network scheduling is probably the scheduling approach that is most 
familiar to U.S. shipbuilders, although it is not clear that these shipyards utilize all of this 
method's capabilities.[23] [24][25][26][27][28] [29][30][3 1][32][33] 

BOM-Based Backward Scheduling With Standard Lead Times 
This approach generally represents the material requirements planning (MRP) 

methodology in which work is represented by hierarchically structured bills of material for 
dependent-demand assembled products, together with associated standard production lead times 
for each interim product. Interim products are backward scheduled down the legs of the product 
structures from their final products' or end items' due dates using the standard lead times. This 
methodology has continually been refined ("closed-loop" MRP, MRP 11, ERP) to account for 
finite capacity and nonhierarchical substructures (many-to-many relationships) in the BOM, and 
to more efficiently schedule all resources relative to aggregated product demand. This approach 
was developed by IBM in the mid-1 960s along with hierarchical database technology, and is 
information system intensive. Some U.S. shipyards have attempted to use an MRP-type 
approach for detailed-level planning and scheduling. [3 41 [3 51 [3 61 [3 71 

Synchronous Manufacturing Scheduling 
This approach is based on what is commonly known as the theory of constraints. It 

focuses on identifying the bottleneck resource in the process, "exploiting" that constraint to the 
greatest extent possible (finding ways to maximize its throughput in support of demand), and 
then "subordinating" all other processes to the "drumbeat" of the bottleneck. Work is sequenced 
at the bottleneck to support final demand. Then dates for release of material from the bottom of 
the product structure into the production process are backward scheduled from the bottleneck's 
requirements using the length of "time buffers" between release and the bottleneck, at the 
bottleneck itself, and between the bottleneck and final product delivery. These time buffers will 
include setup time, process time, queue time, wait time, and idle time. Capacity is accounted for 
explicitly at each step in the scheduling process. Strict heuristics establish priorities for job 
sequencing at the bottleneck (earliest due date first) and for increasing throughput at resources 
that are not bottlenecks but that are temporarily constrained: (1) batch products if possible to 
reduce setups (increasing WIP), (2) use overtime specifically for critical jobs, (3) off-load critical 
jobs to other resources, (4) delay final product delivery. This approach has tended to be more of 
a philosophy than a formal methodology because of the lack of objective documentation of the 
methodology and its implementation in industry. Most U.S. shipyards are familiar with, and 
agree with, the hdamental  ideas articulated by the theory of constraints. [3 81 [39] [40] [41] 



Discrete Events Simulation - 
This approach models the production process as a complex set of interrelated discrete 

events that occur through time. Within a simulation model, production resources, material 
handling entities, praductlinterim product entities, and information entities are modeled and their 
logical relationships defined. Each entity includes the definition of specific attributes that will 
impact system performance. Production is simulated by the product entities actually going 
through the discrete events of production in time simulated by the computer's clock. Many 
entity characteristics can be represented either deterministically or stochastically, and 
probabilistic results can be obtained. Discrete events simulation tools do not normally 
incorporate work sequencing and scheduling functions, so simulation by itself cannot be 
considered a scheduling approach. Therefore, for scheduling purposes, it must be combined with 
other rnethodologies (see "Agent-Based Systems" below), and really serves as both a tool for 
validating a given schedule within the production system, and potentially as a graphic user 
interface, A significant level of expertise is required to build, run, and interpret realistic 
simulation models, although simulation systems are evolving to include more intuitive interfaces 
and standard libraries of common servers and other entities. Many U.S. shipyards are familiar 
with discrete events simulation primarily from a process design perspective rather than al 

planning and scheduling perspective. However, at least one U.S. shipyard has successfully 
incorporated discrete events simulation into detailed shop-floor-level scheduling of its panel 
line. [42] [43] [44] 

Expert Systems 
An expert system is a set of hierarchical heuristics or rules that infer the actions and 

interactions of objects in a specific domain with the objective of making a particular decision in 
that domain. Expert systems are useful for solving problems in domains where qualitative issues 
must be addressed. The logic within an expert system is structured and is often based on the 
"rules of thumb" that an "expert" has derived through experience to get "good" workable 
solutions to a specific problem. The concept of expert systems is known to some U.S. shipyard. 
[451[461[471[481 

Agent-Based Systems 
An agent-based system is also a heuristic system. However, rule sets are embodied in the 

objects within the system that interact to attempt to accomplish certain goals. Each object's rules 
dictate how that object will react to encounters with, and the actions of, other agents andl the 
environment. The rules that govern an agent's behavior may also change according to its 
interactions. Current agent-based scheduling systems are implemented within a discrete-events- 
simulation framework. This approach to heuristic-based system modeling is much less 
structured than an expert system, and is thus more flexible. In many respects, this approach 
resembles real-life domains where people, objects, and information interact, negotiate, rnake 
decisions, and solve problems simultaneously according to individual and global needs and the 
conditions of the domain at that time. Agent-based applications to planning and scheduling are 
relatively new to all industries, but there are some relevant references available.[49][50][5 11 



Systems Dynamics Simulation 
Also known as numerical simulation, systems dynamics is an approach that attempts to 

identify and characterize mathematically all of the interactions between objects and activities in a 
particular system, and then identify how certain specific changes to the system will propagate 
and impact the individual elements of the system and the system as a whole. Its focus is on the 
prediction of impacts fiom system changes, or contingency planning, not necessarily initial 
planning. The objective is similar to agent-based systems, except in this case the system's 
behavior is described mathematically rather than heuristically. Decision Dynamics, Inc. has 
done some work in applying systems dynamics to predicting outcomes of changes in ship 
production scenarios. Some of the shipyards in this project have beta tested DDI's 
sohare.[52][53] 



Evaluation of Medium-Range Master Scheduling Methods 

Following is a general evaluation of the applicability of the scheduling methods identifie:d above 
to the ship production domain. This evaluation criteria were developed by UMTRI-MSI) based 
on the perceived needs of U.S. shipyards and the Navy, and were reviewed by the BSM team and 
modified as necessary. UMTRI-MSD then evaluated the various methods versus these criteria. 
Following the descriptions of the criteria, an Evaluation Results Matrix is provided along with an 
Evaluation Summary and Recommendations. 

Evaluation Criteria 
Easy to Understand and Use 

Identifies whether a typical production planner within a US shipyard would find a 
particular method easy to comprehend and associated scheduling models easy to build. 
"Yes," "Somewhat," "No." 

Familiar to US Shipbuilders 
Measured in degree. "Yes," "Somewhat," "No." 

Addresses Finite Capacity I Resource-Constraints 
Simply identifies whether the method always assumes infinite capacity, or whether it 
supports finite capacity or resource-constrained scheduling, including resource 1e:veling. 
"Yes" or "NO," 

Allows for Different Dependency Types Between Tasks or Interim Products 
Sometimes the performance of a dependent task is not constrained only by the fiinish of 
other tasks (finish-to-start constraint, FS). Sometimes start-to-start (SS), start-to-finish 
(SF), and finish-to-finish (FF) constraints more realistically represent the 
interdependencies between some tasks. For example, the testing of a particular ship 
system may be able to start afier the assembly of its first outfit unit, but cannot be 
finished until some period of time (lag) after its last outfit unit is erected and related on- 
board outfitting work in that zone is finished. This identifies whether a particular method 
allows the use of these different types of dependencies and their associated lag times. 
"Yes" or "No." 

Allows the Use of Heuristics for Task Prioritization 
Sometimes there may be other factors that should influence scheduling that can be 
expressed by heuristics. For example, if two flat blocks are scheduled to start assembly at 
exactly the same time but there is only one flat block assembly bay available, a heuristic 
might state that the block with the least total project slack has priority. Another example: 
one might want particular tasks to start as late as possible without influencing th'e 
completion date of the project to support a just-in-time operations policy. This rneasure 
identifies whether a particular method allows for the use of user-defined heuristics 

. beyond the intraproduct dependencies described above. "Yes" or "No." 



Performs Forward and Backward Scheduling to Identify Critical Paths and Tasks 
Forward and backward scheduling establishes time windows in which each specific task 
can be scheduled without impacting overall projectJship schedules. This capability can 
provide information about task float or slack, critical tasks, and schedule flexibility that 
management can use to make tradeoffs relative to resource utilization, inventories, 
material procurement, cash flow, risk, etc. "Yes" or "No." 

Provides Aggregate Resource Management Perspective 
Planners and managers are able to review the schedules and utilization of key resources 
(human and capital) across all ship contracts, and identify and manipulate tasks within 
any project and resources that are constrained or critical in order to facilitate improved 
aggregate resource management and eficiency. "Yes" or "No." 

Provides Project.Contract Management Perspective 
Planners and managers are able to review work schedules for individual projectstship 
contracts, identify and manipulate those tasks that are critical, and keep track of key 
project dates to facilitate improved projectJcontract management. "Yes" or "No." 

Provides Material Management Perspective 
Planners and managers are able to review material schedules across all ship contracts and 
identify if and where there are potential material procurement problems for improving 
material management. "Yes" or "No." 

Supports Easy and Fast Scenario Analyses ("What if.. .") 
Changes to inputs and constraints are easy to make, and alternative schedule scenarios 
can be created, analyzed, and compared quickly. "Yes" or b'No." 

Provides Optimization Capability 
The approach has a means of iteratively revising and improving the schedule relative to 
specified objectives. Such capability can be implemented through the use of such things 
as genetic algorithms and search-based heuristic methods. "Yes" or "No." 

Determines Realistic Impacts of Potential Work-In-Progress Changes 
The impact of plan changes during the production process is typically nonlinear. For 
example, the addition of work during production will not simply result in the addition of 
that work's labor hours and time to the existing plan because of disruption and the 
replanning required to make the best use of resources within the changed constraints. 
While analyzing the impact of in-process changes may not be part of medium-range 
planning for some, others may want to cany out realistic contingency planning at this 
stage. "Yes" or "No." 

Provides Risk Analysis Capability 
Supports schedule risk assessment through the determination of probabilistic outcomes 
based on stochastic inputs andlor sensitivity analysis of inputs. "Yes" or "No." 



a Commercial Software Available 
Identifies whether there is commercially available software that supports a particudar 
method. "Yes" or "No." 

a Software Easily Integrates With Other Planning Tasks 
If software is commercially available to support a particular method, it can be easily 
integrated with front-end processes and their applications, such as a structured BOM and 
process definition standards, other medium-term processes and their applications, such as 
task duration calculation, APP, RCP, and RCP versus Long-Range-Resource- 
Requirements-and-Capacity Plan comparison, and follow tasks such as report generation, 
long-lead-time material procurement, and detailed shop-floor planning and scheduling. 
"Yes," "Some!what," "No." 

Evaluation Results Matrix 

Evaluation Summary and Recommendations 
In the short term, all the capabilities of the network scheduling approach should be 

utilized to accomplish the master production scheduling process necessary for build strategy 
development. This approach is the most familiar to U.S. shipbuilders and supports much of the 
req'uired functionality. A full-featured network scheduling application like Primavera sh~ould be 
used. In addition, associated research and development should be carried out in the areas of 

Evaluation Criteria - 

Medium-Range Scheduling Approaches 
Heuristics 

Mathematical Modeling 
Network Scheduling 

BOM-Based Scheduling w/ Std. Lead Times 
Synchronous Manufacturing Scheduling 

Discrete Events Simulation 
Expert Systems 

Agent-Based Systems 
Systems Dynamics Simulation 
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schedule optimization, realistic contingency analysis (perhaps through integration with systems 
dynamics simulation), realistic risk analysis, and integration with other planning functions. 

Also in the short term, the heuristic scheduling approach described by Lee et. al. [13] 
should be implemented in a generalized form. Research and development in the areas of realistic 
contingency analysis, risk analysis, and integration with other planning functions should also be 
carried out in support of this approach. Once developed, it could be benchmarked against the 
network scheduling methodology for ease of use and usefulness. 

In the medium term, the applicability of an agent-based approach to master production 
scheduling should be investigated because of its potential for accurately emulating real-world 
planning operations and providing inherently realistic and useful results. This approach would 
be implemented with a discrete-event-simulation interface. 

In spite of its significant capabilities, mathematical modeling is not likely to be 
implemented within some shipyards because developing, implementing, and understanding 
useful models is difficult. 

Although BOM-based scheduling with standard lead times was specifically developed to 
deal with dependent-demand assembled products in aggregate, it typically assumes that only 
finish-to-start constraints exist between interim products in different levels of the product 
structure. This method also sometimes has difliculty with many-to-many relationships within 
the product structure. Only backward schedules are produced by this method and thus it does not 
provide information about project-specific critical tasks and paths. The method also typically 
assumes that lead times are deterministic, thus preventing risk analysis. While soAware 
developers have continued to refine this approach to attempt to address some of these problems, 
it is probably not the best approach for master production scheduling. However, it might still 
represent the best way to "explode" the master production schedule down into more detailed 
shop-floor plans and schedules, as identified by Neurnann.[32] 

Synchronous manufacturing scheduling is too undefined in the literature at this point to 
determine its usefulness for master production scheduling. Goldratt makes some broad 
generalizations in outlining this scheduling approach that practitioners continue to question. For 
example, he suggests that the first strategy for increasing the capacity of a temporarily 
constrained resource is always to increase batch size, thus increasing WIP, when other strategies, 
such as temporarily adding overtime, might have more economic merit in some circumstances. 
There is software available that purports to use this methodology for shop-floor level scheduling. 
Perhaps this software could be obtained and exercised to ascertain its potential validity and 
usefulness for medium-range planning. 

Discrete-events simulation by itself has no inherent scheduling capability, so it must be 
interfaced with some other sequencing and dispatching tools. It is also not capable of identifying 
critical paths and tasks and thus providing a project management perspective. Its best potential 
use with respect to master production scheduling might be to serve as a validation tool and 
interface for an agent-based scheduling system. 

An expert system is made up of a structured hierarchical set of heuristics that have been 
found to produce "good" and usefil solutions for a particular domain. If a particular expert 
system is applied to a domain for which it was not intended, it will not produce useful solutions. 
Because U.S. shipbuilders are likely to produce a variety of products, and because yards vary 
considerably in their capabilities, it is not likely that a single expert system can be developed as 
the master production scheduling tool for all potential shipbuilding situations. 



Systems-dynamics simulation is best used for analyzing the impact of changes to a 
system based on empirically developed relationships between system entities. In this regard, it 
might be most useful for scenario analysis and optimization when used in conjunction with other 
scheduling approaches, rather than for initial system modeling. 
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