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ABSTRACT

Multi-Objective Iterative Learning Control: An Advanced ILC Approach for Application Diversity

by

Ingyu Lim

Chair: Assistant Professor Kira Barton

While ILC has been applied to repetitive applications in manufacturing, chemical processing, and robotics, several key assumptions limit the extension of ILC to various applications. Conventional ILC focuses on improving the performance of a single metric, such as tracking performance through iterative updates of the time domain control input. The application range is limited to systems that satisfy the assumption of iteration invariance of the plant, reference signal, initial conditions, and disturbances.

We aim to relax this assumption to gain significant advantages. More specifically we focus on relaxing the strict reference tracking requirement to address multiple performance metrics and define the stability bounds across temporal and spatial domains. The aim of this research is expanding the application space of ILC towards non-traditional applications.

Chapter III presents an initial framework to provide the foundation for the multi-objective ILC. This framework is validated by simulation and experimental tests with
a wheeled mobile robot.

Chapter IV extends the initial framework from the temporal domain to the spatial domain. The initial framework is generalized to address four classifications of performance objectives. Stability and performance analysis for each classification is provided. Simulation results on a high-resolution additive manufacturing system validate the extended framework.

For the generalized framework, we present a distributed approach in which additional objectives are considered separately. Chapter V evaluates the difference between this distributed approach, and a centralized approach in which the objectives are combined into a single matrix depending on the classification.

Chapter VI extends the multi-objective ILC to incorporate a region-based tracking problem in which reference uncertainty is addressed through the development of a bounded region. A multi-objective region-to-region ILC is developed and validated by a simulation of a surveillance problem with an UAV and multiple unattended ground sensors. Comparisons with point-to-point ILC, region-to-region ILC, and multi-objective region-based ILC demonstrate the performance flexibility that can be achieved when leveraging the regions.

This dissertation provides new approaches for relaxing the classical assumption of iteration invariant reference tracking. New stability and convergence analysis is provided, resulting in a design methodology for multi-objective ILC. These approaches are validated by simulation and experimental results.
CHAPTER I

Introduction

The concept of learning control can initially be attributed to human learning. Humans exhibit an innate ability to apply learning towards the achievement of a goal. For instance, a basketball player shooting a ball at a fixed position can improve his ability to score by practicing the shot repeatedly (Fig. 1.1). During each shot, the basketball player observes the trajectory of the ball and consciously plans an alteration in the shooting motion for the next attempt. As the player continues to practice, the correct motion is learned so that the player can repeatedly shoot the ball with an optimal path, thus iteratively improving the shooting accuracy. Similarly, control engineers can apply the concept of learning, or more broadly adaptation,

Figure 1.1: Basketball player can improve shooting accuracy by repetitive practice.
towards the improvement of a repetitive system.

There exist many different learning control approaches, such as adaptive control, repetitive control, and iterative learning control (ILC) [1]. Adaptive control approaches modify the controllers themselves, whereas ILC modifies the control input signals [2, 3]. ILC is similar to repetitive control, although the initial conditions are different [4, 5]. In ILC, the initial conditions are assumed to be iteration invariant. The system returns to its initial position after finishing its task, then repeats the task again. However, in repetitive control, the initial conditions are determined by the final conditions of the previous trial. The new trial starts from the position where the last trial finishes.

ILC can improve the performance of systems which repeat a given task multiple times. ILC has been successfully applied to repetitive applications in manufacturing [6, 7, 8], chemical processing [9, 10], and robotics [11, 12, 13] because the systems or applications of these traditional fields can be well defined under the assumptions of iteration invariance. The key assumptions of iteration invariance include,

1. The stable plant does not change from iteration to iteration.
2. Initial conditions are identical for each trial.
3. The finite reference signal repeats for every iteration.
4. Disturbances are repetitive and small.

Iteration invariance enables the concept of learning control to be applied towards the improvement of specified metrics. However, based on these assumptions, ILC is applied to a limited class of systems and application areas. The goal of this research is to investigate the feasibility of relaxing the requirement of iteration invariance to increase application diversity. In particular, we focus on relaxing the fundamental assumption related to the reference signal in order to extend ILC into new application domains.

Returning to the basketball player example; to score points, the only criteria is
that the basketball must fall through the hoop. The trajectory of the ball does not directly affect the performance; that is, the solution is not singular as there are many different arcs that will satisfy the performance requirement. This freedom enables the player to make a shot that may optimize alternative considerations such as shooting higher to avoid a blocked shot.

Mapping the basketball player example to a more standard control problem, there exist systems or applications that focus on improving the performance only at select points of interest that comprise a subset of the reference signal. For instance, pick-and-place robots primarily focus on the pick-up and drop-off locations [14]. By relaxing the strict reference tracking constraint, additional feed-forward control flexibility can be obtained during the interim times. We leverage this control flexibility to address additional performance objectives.

In addition to discrete, selected points of interest, we also consider the case where the locations of these points may vary within a bounded uncertainty region. For example, consider surveillance missions in which unmanned autonomous vehicles (UAVs) are tasked with obtaining data from unattended ground sensors (UGSs) [15, 16, 17, 18]. In order to meet the mission requirements, the UAV must gather data from all of the UGSs. While the standard practice relies on known drop locations of the UGSs, environmental and external disturbances may shift the drop location. To address this uncertainty in the reference locations, we develop a region-based learning framework that guarantees data transfer, and enables the controller to address additional performance metrics such as overall distance traveled. Distance is a particularly important metric for surveillance where fuel savings from shorter distances may lead to fewer refueling tasks, and the ability to respond more quickly in the presence of information that requires decisive actions. To address this scenario, we derive a multi-objective learning framework that modifies the selected points to regions of interest that guarantee data transfer in the presence of the uncertainty in
The validity of these modified learning control frameworks towards the implementation of ILC on alternative application spaces is validated through a combination of simulation and experimental tests. An extension of the temporal ILC framework to a spatial framework provides an appropriate domain for considering spatially dependent applications such as additive manufacturing. Applications ranging from autonomous vehicles to additive manufacturing will be considered.

The remainder of this chapter provides a brief introduction to the core iterative learning control frameworks utilized in this research.

### 1.1 Conventional ILC

ILC is an adaptive feedforward control approach for improving the performance of systems which repeat the same task over a finite interval. Figure 1.2 shows a standard progression in the error and control signal over several iterations with the use of ILC. Before the start of each iteration, ILC algorithms use the error signal and control signal from previous iterations to generate an updated control signal for the current iteration to improve system performance [1, 8, 19]. Over several iterations, the feedforward control signal is optimized and the error signal is minimized.

ILC has been successfully applied to repetitive applications in manufacturing [6, 7, 8], chemical processing [9, 10], and robotics [11, 12, 13]. In majority of these applications, ILC was implemented to improve the trajectory tracking performance of the system in the time domain through iterative updates to the control signal.

For this approach, a standard time-domain update law is defined by [22]

$$u_{j+1} = L_u u_j + L_e e_j.$$  \hspace{1cm} (1.1)

In Eq. (1.1), \( u \) represents a vector containing all time domain input signals across
Figure 1.2: A standard progression in the error and control signal over several iterations with the use of ILC [1]

![Diagram showing the progression of error and control signal over iterations.]

Figure 1.3: Standard applications in manufacturing and robotics in which ILC has shown significant performance improvements [1, 13, 20, 21].

The entire cycle, and \( \mathbf{L}_{u,e} \) represent learning filters in the form of matrices containing the time domain parameters. This structure is known as the lifted domain [23]. Eq. (1.1) is derived by minimizing the following cost function with respect to \( \mathbf{u}_{j+1} \) [22].

\[
J = e_{j+1}^T \mathbf{Q} e_{j+1} + u_{j+1}^T \mathbf{S} u_{j+1} + (u_{j+1} - u_j)^T \mathbf{R} (u_{j+1} - u_j).
\]

5
The control objective of conventional ILC requires precise tracking of the entire trajectory. By relaxing this strict tracking constraint, we can obtain additional control flexibility to address additional performance metrics. In order to relax the constraint, point-to-point ILC is first introduced before segueing into multi-objective ILC.

1.2 Point-to-point ILC

As an alternative to using the complete error signal, a point-based controller focuses on improving the error at discrete locations or times for performance enhancements in applications such as, robotic pick n’ place tasks [14], patient stroke rehabilitation [24], and reconnaissance missions with UAVs [25]. In these application examples, specific locations (e.g. the start and end positions for pick n’ place robots) are critical to the success of the task, while the motion profile between the locations is irrelevant. Recent work by Freeman and Rogers [26] has resulted in an ILC algorithm termed point-to-point learning control that focuses on specific times or locations of a predetermined motion profile. In point-to-point ILC, the selected points define a subset of the motion profile, \( \chi(n_i) \subseteq y_d(k) \), where \( n_i \) are the selected points for all \( i = 1, \ldots, M \), \( y_d(k) \) defines the motion profile, and \( k \) is the time index. The learning controller only applies a feedforward update to these specified points, \( \chi(n_i) \). By removing the unnecessary constraint of a predefined path between the points, additional feed-forward control freedom can be obtained and redirected towards achieving multiple performance objectives, Figure 1.4.

For this approach, the update law defined in (1.1) can also be applied, although the definitions of \( L_u \) and \( L_e \) have been modified to address the subset of points identified in \( \chi(n_i) \). The new cost function can be written as,

\[
J = (\Psi e_{j+1})^T Q (\Psi e_{j+1}) + u_{j+1}^T S u_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j),
\]
where $\Psi$ is a matrix identifying the indices of the selected points $\chi(n_i)$.

$$
\Psi = \begin{bmatrix}
\Psi(0, 0) & 0 \\
. & . \\
0 & \Psi(N-1, N-1)
\end{bmatrix}
$$

$$
\Psi(i, j) = \begin{cases} 
1, & i = j = n_k, \quad k = 1, 2, \ldots, M \\
0, & \text{otherwise}
\end{cases}
$$

The additional flexibility from the algorithm results in multiple potential solutions that can be optimized for additional metrics such as speed, energy usage, attack angle, and robustness.

### 1.3 Multi-objective ILC

Conventional ILC focuses on improving the performance of a single objective such as trajectory tracking. However, there exist applications where the system behavior is governed by two or more objectives. Examples of applications that perform repetitive tasks with multiple performance metrics can be found in manufacturing [28] (objectives: throughput, part quality, material waste/usage) and robotics [13, 29, 30] (objectives: speed, path following, energy consumption, sensor transmission strength).
Focusing on two or more performance objectives provides a greater degree of design and control flexibility that leverages underutilized control actuation that can result from meeting the performance requirements of different objectives [13].

For example, consider the manufacturing process illustrated in Fig. 1.5. In this process, an adhesive is applied at discrete locations on the part. These locations, along with the initial and final positions are the selected points of interest. The pathway between each of these locations can be designed such that another performance metrics is addressed such as speed, vibration damping, avoidance of another machine, etc.

Pareto optimization is a commonly employed multi-objective approach in which two or more conflicting objectives are weighted within a single framework [31]. Solutions to this class of problems require a trade-off in the performance objectives based on desired design criteria. Trade-offs within a control design are frequently made as a trade-off between performance and robustness [32, 33], or as a single performance objective optimized within a constrained system [34]. Figure 1.6 presents a simplified example of the performance trade-offs that may occur within a pareto optimization. If we consider transportation, we can define two (amongst many) competing objectives; energy savings (fuel usage) versus time savings. Figure 1.6 presents the pareto

![Initial part location](image1)
![Applying the adhesive to selected locations](image2)
![Final location of the part](image3)

Figure 1.5: Example manufacturing process that could leverage a multi-objective control design. [27]
trade-off between these two objectives. Clearly the decision to walk is the most energy efficient with respect to fuel savings; however, this will require a significant amount of time that may not be reasonable for the user. The extreme choices (extrema on the left and right) are often too polarized in one direction to be realized. However, the options within the middle of the pareto optimization often provide a more reasonable trade-off between the different objectives, such as taking a car or motorcycle in this case.

To enable the learning algorithm to address multiple performance metrics, a more flexible control structure must be defined such that underutilized control can be applied towards multiple performance metrics. To achieve this control flexibility, the primary objective (e.g., typically a tracking requirement) is modified to include a select group of discrete states based on the point-to-point framework described in the previous subsection, $\chi(n_p) \subseteq g_d(k)$, where $n_p$ are the selected points for all $p = 1, \ldots, \bar{M}$, $g_d(k)$ defines the desired performance profile, and $k$ is the time index. Once the primary objective has been defined, additional performance metrics can be identified. These metrics fall into three main categories: complementary metrics that contribute to the overall weighting on the primary objective, and competing metrics that result in a trade-off scenario between the different objectives as a function of either the
input or the output, Fig. 1.7.

Recently published work in the area of multi-objective learning [35, 36, 37] focuses on the use of a two-step approach to optimizing system performance. Step 1 aims at optimizing the control effort to achieve zero steady-state trajectory tracking (the primary objective in these applications). In step 2, the framework seeks to optimize the performance of an additional objective through the use of a cost function that considers the additional objective while simultaneously minimizing the difference between a new control input and the optimal control signal determined in step 1. This iterative learning sequence involves multiple steps, while bounding the range of the new solution to be arbitrarily close to the initial optimal input.

Our preliminary work [13, 38] introduces a multi-objective learning control framework that optimizes multiple performance objectives simultaneously. As a result of our one-step optimization approach, the relationship between the primary objective and additional objectives can be clearly observed. Additionally, by eliminating the constraint on the control signal that is imposed in the two step approach, the optimization search is implemented over a broader set of potential solutions. This enables
a greater variety of possible outcomes. In Chapter III, we extend the research from [13, 38] in several key areas:

1. Chapter III provides a baseline framework for multi-objective ILC with stability and convergence analysis.
2. A comparison study of the effects of weighting alternative performance metrics is presented in Chapter III.
3. Simulation and experimental results validate the proposed approach.

For a multi-objective learning approach, the update law is defined by

$$ u_{j+1} = L_u u_j + L_e e_j + \sum_i L_i \varepsilon_{i,j}, $$

where $\varepsilon_{i,j}$ is the $i_{th}$ additional performance metric for the $j_{th}$ trial. With this novel algorithm, ILC can be extended to address multiple performance objectives.

### 1.4 Spatial ILC

The conventional ILC framework was constructed in the temporal domain. However, certain applications such as additive or subtractive manufacturing can exhibit system behavior defined spatially rather than temporally. Additive manufacturing has been used to develop functional parts for aerospace applications, the biomedical industry, and flexible electronics [39, 40, 41], Fig. 1.8. A unique challenge in additive manufacturing is the correlation between device functionality and the spatial fidelity of material deposition. As such, with the use of additive manufacturing steadily increasing, the need for a spatial learning framework has increased.

Figure 1.9 introduces points A and B that are distant in time along a raster trajectory, but close in space. In the temporal domain, the system behavior and subsequently the learning algorithm is defined as a 1D function in time ($t$). A response at one point in time only affects the outputs of those instances that are temporally
Figure 1.8: Functional Parts for a) biomedical industry [39], b) aerospace application [40], and c) flexible electronics [41].

Figure 1.9: Comparison of a temporal ILC weighting function and the proposed spatially dependent scheme [42].

close, not necessarily spatially close. In the temporal domain, the response at B is not considered as an impact on the output of A. In the spatial domain, system behavior is defined as a 2D function in the x-y plane. Behavior at one location in space \((x_1, y_1)\) can affect the outputs in the surrounding 2D region. In this framework, the spatial response at B can be shown to have an impact on the output of A. For these systems, a 1D temporal based learning algorithm does not contain the necessary information.
to ensure sufficient performance improvement within the 2D space. In order to ensure the interactions between two points, one must use a 2-D spatial approach rather than 1-D temporal approach.

Examples of spatial ILC algorithms can be found in literature [42, 43, 44, 45, 46, 47, 48]. Many of these approaches utilize known mappings between time and space, indirectly incorporating a time component into the framework. Recently, [42] introduced a spatial learning framework that eliminates the notion of time (but not iteration) from the algorithm development. In this research, we extend the spatial framework to formulate a multi-objective learning framework in the spatial domain. A multi-objective spatial learning framework is analogous to the multi-objective temporal learning framework in [13]. The key challenge stems from the definition and subsequent derivation of the performance objectives in the lifted framework; a structure requiring the use of convolution with 2D spatial signals. Simulation results based on a micro-additive manufacturing process demonstrate the use of the multi-objective spatial ILC framework for optimized device design and fabrication.

In this dissertation, we extend the research from [13, 38, 49] in several key areas:

1. Chapter IV provides a complete description of Spatial Multi-Objective ILC with full stability, convergence, and robustness analysis and a simulation study from an empirically derived model, all of which were not provided in [13, 38].
2. Chapter IV details three classifications of additional performance metrics: complementary, competitive, and domain specific with robust performance and stability analysis provided for all three classification categories.
3. Chapter IV provides an updated design methodology aimed at simplifying the design of a multi-objective iterative learning controller.
4. A high-fidelity additive manufacturing simulation example has been provided for controller validation.
Chapter V defines a single weighting matrix that combines primary and complementary performance metrics into a single matrix. It then compares the performance flexibility of the single versus individual weighting gain designs. For the spatial approach, the update law is defined as,

\[ u_{j+1} = L_u u_j + L_e e_j. \]

The equations look analogous to conventional ILC in the temporal domain; however, the system dynamics have been mapped by a 2D spatial impulse rather than a 1D temporal impulse.

For a spatial framework with multiple performance objectives, the update law is defined as,

\[ u_{j+1} = L_u u_j + L_e e_j + \sum_i L_i \varepsilon_{i,j}, \]

where \( \varepsilon_{i,j} \) is the \( i \)th additional performance metric for the \( j \)th trial. With this architecture, ILC is extended to applications dominated by spatial dynamics rather than time dynamics.

1.5 ILC with Reference Uncertainty

Conventionally, ILC has been applied to systems with the same reference signal over numerous iterations. However, there may exist tasks in which the reference exhibits uncertainty from pass-to-pass. Consider the example of a surveillance mission in which a UAV is tasked with collecting data from a series of UGSs. If the locations of the UGSs contain uncertainty, this can directly impact the performance capability of the system [15, 16, 17, 18].

To address this challenge, we estimate bounded regions in which the system can ensure data transfer from the UGS to the UAV. The bounded regions are a function of the bounded uncertainty in the reference locations. Once these regions have
been identified, we introduce a region-to-region iterative learning control framework that aims to maximize the tracking performance within the regions. Similar to the framework presented in Chapters III and IV, a multi-objective framework will be considered.

For the region-to-region learning framework, the update law can be written as,

\[ u_{j+1} = L_u u_j + L_e \hat{e}_j, \]

where \( \hat{e}_j \) defines the error in reaching the bounded region. Stability and convergence analysis will show the parallels of this approach with the conventional point-to-point and multi-objective ILC frameworks presented in Chapters III and IV.
CHAPTER II

Problem Statement

Despite the successful application of ILC to a range of systems in manufacturing, robotics, and chemical processing [1], the key assumption of iteration invariance described in Chapter 1 has limited the extension of ILC to a more diverse class of systems.

The goal of this dissertation is to develop various methods for relaxing the fundamental assumption of iteration invariant reference signals with full reference signal requirements. The methods are designed to leverage advantages that result from allowing reference variations from pass to pass, while focusing on a subset of key reference points. Modifications to the conventional norm optimal ILC framework are provided for both the temporal and spatial domains in order to apply ILC to new application spaces in both autonomous vehicles and additive manufacturing.

To achieve this goal, the following scientific questions are addressed:

(1) Can the requirement for strict reference tracking constraint be relaxed in order to leverage the newly available control bandwidth towards the improvement of multiple performance metrics?

(2) What knowledge from temporal ILC can be applied towards the development of spatial ILC? What are the differences that drive new design methodologies or stability analysis?
(3) Can strict performance be guaranteed for iteration varying references with a
   certain level of uncertainty?

2.1 Multi-objective Iterative Learning Control in Temporal 
   Domain

   In this task, we develop a multi-objective learning control framework that leverages 
   additional (unused) control bandwidth to address multiple performance metrics. A 
   rigorous yet simplified stability analysis is provided along with an investigation of 
   trade-off considerations for the competing objectives.

   Scientific contributions in this work stem from the following:

   (2) Identifying the structure of the additional performance metrics that must be 
       applied in order for the new metric to be integrated into the cost function and 
       update law.
   (3) Providing a rigorous stability analysis of the modified framework.
   (4) Providing a systematic design methodology for the multi-objective controller.

   The application for this task is a UAV tracking system with multiple performance 
   metrics being identified as (1) set point tracking, and (2) energy usage. Simulation
   and experiment validations are provided.

   Publications related to this research include:

   I. Lim and K. L. Barton, “Pareto optimization-based iterative learning control,”

   I. Lim and K. L. Barton, “Pareto iterative learning control: Optimized control 
   for multiple performance objectives,” Control Engineering Practice, vol. 26, 
   pp. 125–135, 2014
2.2 Multi-objective Iterative Learning Control in the Spatial Domain

In this task, we extend the multi-objective learning control framework to the spatial domain. Conventionally, ILC has been constructed in the temporal domain to primarily address trajectory tracking problems. However, the new focus on additive manufacturing necessitates a controller that addressed performance metrics defined in space rather than time.

We will show that a spatial learning framework is analogous to the temporal learning framework, with the main differences stemming from (1) a 2D impulse response format, and (2) the construction of circulant rather than Toeplitz lifted matrices. Stability and convergence analyses are provided.

Scientific contributions from this research stems from the following:

(1) Extension of the multi-objective learning framework into the spatial domain.
(2) Defining the additional performance metrics as a function of input signal with the use of 2D spatial dynamics.
(3) Rigorous stability and convergence analysis of the modified framework.

The target application for this task is an ink deposition system with multiple performance metrics defined as (1) image/part quality, and (2) material usage. A simulation validation is provided.

Published work related to this research includes:


2.3 Iterative Learning Control with Reference Uncertainty

In this task, we develop a learning framework with reference uncertainty. Conventionally, ILC has been applied to applications or tasks with iteration invariant references. However, there may exist tasks where the reference contains a bounded uncertainty. To address this uncertainty, we develop a region-to-region learning control framework. The regions are estimated using the bounded uncertainty of the reference signal.

Scientific contributions in this work stem from the following:

(1) Estimation of the target regions based on the bounds of the reference uncertainty.
(2) The development of a region-to-region learning framework that addresses the reference uncertainty.
(3) Comparison of the proposed approach to existing learning-based methods to assess the advantages of leveraging the bounded regions.

The application for this task is a UAV tracking system with reference uncertainty. Simulation validations are provided.
CHAPTER III

Multi-Objective Iterative Learning Control in Temporal Domain

In this chapter, we present a generalized multi-objective learning control framework for systems that require the optimization of multiple performance objectives simultaneously. To address the performance requirements for these types of systems, the control objectives are posed as a multi-objective learning problem where the controller seeks to optimize a cost function containing multiple performance objectives.

To demonstrate the validity of this approach, we implement the generalized multi-objective learning control framework on a wheeled mobile robot. We identify the following key performance metrics: (1) tracking of a select subset of locations/points, and (2) energy savings throughout the task as a function of distance travelled. Through the analysis, and simulation and experimental results, the trade-off between trajectory tracking and energy savings is clearly observed. Additionally, the optimization search is implemented over a broad set of potential solutions; thus enabling a greater variety of possible outcomes.

Simulation and experimental results validate the controller performance and provide a means for verifying trends in the system behavior. A performance trade-off analysis is also included to evaluate potential design choices for energy reduction.
3.1 Class of Systems

For clarity of exposition, the class of systems considered for this work include linear, causal, discrete-time single-input, single-output (SISO) systems, given as,

\[
\mathbf{H} \triangleq \begin{cases} 
\mathbf{x}_j(k+1) = \mathbf{A}\mathbf{x}_j(k) + \mathbf{B}\mathbf{u}_j(k) \\
\mathbf{y}_j(k) = \mathbf{C}\mathbf{x}_j(k)
\end{cases}
\] (3.1)

where \(\mathbf{x}(k) \in \mathbb{R}^p\) are the system states, \(u(k) \in \mathbb{R}\) is the control input, \(y(k) \in \mathbb{R}\) is the output, \(k \in \mathbb{Z}^{N+1}\) is the time index, and \(j = 1, 2, \ldots\) is the iteration index. \((\mathbf{A}, \mathbf{B}, \mathbf{C})\) are appropriately sized iteration-invariant real-valued matrices. It is assumed that \(\mathbf{x}_j(0) = \mathbf{x}_0\) for all \(j\). As defined by the matrices \((\mathbf{A}, \mathbf{B}, \mathbf{C})\), \(\mathbf{H}\) is time-invariant over a single profile and iteration-invariant from trial-to-trial. In the lifted-domain, the discrete-time behavior of the system is represented by its convolution matrix using impulse response data \(\mathbf{H}_{m,n}\). The lifted-system representation transforms a two-dimensional (time and iteration) system into an one-dimensional (iteration) system. The lifted system representation is given by,

\[
\mathbf{H} = \begin{bmatrix}
H_{0,0} & 0 \\
\vdots & \ddots \\
H_{N-1,0} & \cdots & H_{N-1,N-1}
\end{bmatrix}
\]

For LTI systems, \(\mathbf{H}_{m,n}\) contains the impulse response data and can be derived using the matrices in (3.1)

\[
\mathbf{H}_{m,n} : \{ \mathbf{C}\mathbf{A}^{-n}\mathbf{B} \}, \ m \geq n
\]

While the results presented in this paper are for an LTI system, the same design process can be applied to LTV systems. In the case of LTV systems, \(\mathbf{H}_{m,n}\) is of the
form
\[ H_{m,n} : \begin{cases} 
C(n)B(n), & m = n \\
C(m)A(m-1)A(m-2)\ldots A(n)B(n), & m > n
\end{cases} \]

### 3.2 Norm Optimal ILC

This work adopts the widely used norm optimal iterative learning control (NOILC) approach [23, 52, 53]. The norm optimal approach was chosen for its monotonic convergence guarantees and design trade-off abilities, such as the intuitive weighting structure and modal architecture that enables weighting of multiple objectives. The general and point-to-point based norm optimal frameworks are briefly described here, and will be extended to enable design modifications for systems with multiple performance objectives.

#### 3.2.1 Conventional ILC

A well-known norm optimal ILC update law is adopted [54].

\[ u_{j+1} = Lu_j + Le_j \]

where \( e_j = y_d - y_j = y_d - Hu_j \) with \( e_j = [e_j^T(1) \ e_j^T(2) \ \cdots \ e_j^T(N)]^T \) and \( u_j = [u_j^T(0) \ u_j^T(1) \ \cdots \ u_j^T(N-1)]^T \).

The norm optimal ILC algorithm is designed to minimize a quadratic optimization problem, in which the objective is to minimize a cost function [55],

\[ J = e_{j+1}^T Q e_{j+1} + u_{j+1}^T S u_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j). \]

\((Q,S,R)\) are symmetric positive definite matrices with a common form given as \((Q,S,R) \triangleq (qI, sI, rI)\). Minimizing the cost function \( J \) with respect to \( u_{j+1} \) yields
the norm optimal ILC update algorithm filters with respect to the weighting matrices \((Q, S, R)\) and the plant \(H\) [53].

\[
L_u = (H^T Q H + S + R)^{-1} (H^T Q H + R)
\]

\[
L_e = (H^T Q H + S + R)^{-1} H^T Q
\]

Note that for \((L_u, L_e)\) to ensure convergence, \(H^T Q H + S + R\) must be positive definite [8].

### 3.2.2 Point-to-point ILC

Point-to-point ILC relaxes the trajectory tracking constraint along the entire trajectory and focuses on minimizing the tracking error only at specific points (see Figure 3.1) [26]. Eliminating the full trajectory tracking constraint results in a significant reduction in the feedforward control effort along the cycle, Figure 3.2. This control freedom can be utilized to address additional performance metrics. Figure 3.1 provides a comparison of 3 control schemes. Figure 3.2 presents the feedforward and combined feedforward and feedback control efforts for traditional and point-to-point ILC for the example in Figure 3.1. Note the reduction in feedforward control effort

![Figure 3.1: Tracking results of feedback control, traditional ILC, and point-to-point ILC with a selected point at 30 seconds.](image)
for the point-to-point ILC approach (Figure 3.2 (a)), resulting in additional design flexibility for this control approach. While the combined feedforward and feedback signals do not exhibit the same reduction in control effort (Figure 3.2 (b)); it is important to note that the feedback controller dominates the signal composition in the point-to-point case. This effort is not being employed towards improved performance; therefore, it can be leveraged for additional performance gains using a targeted feedforward signal designed to address a particular objective.

In point-to-point ILC, the selected points define a subset of the motion profile, $\chi(n_i) \subseteq y_d(k)$, where $n_i$ are the selected points for all $i = 1, \ldots, M$, $M < N$, and $N$ defines the number of samples in a given cycle. Reformulation of the norm optimal framework to incorporate point-to-point tracking yields a modified cost function and learning filters. The modified cost function for point-to-point ILC is given as [26],

$$J = (\Psi e_{j+1})^T Q (\Psi e_{j+1}) + u_{j+1}^T S u_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j) \quad (3.2)$$

![Figure 3.2: Control effort for traditional ILC and point-to-point ILC with a selected point at 30 seconds. a) Feedforward control effort. b) Feedback and feedforward control effort.](image-url)
where Ψ is a matrix identifying the indices of the selected points χ(nk),

\[
Ψ = \begin{bmatrix}
Ψ(0, 0) & 0 \\
& \ddots \\
0 & Ψ(N-1, N-1)
\end{bmatrix}
\]

\[
Ψ(i, j) = \begin{cases} 
1, & i = j = n_k, \quad k = 1, 2, \ldots, M \\
0, & \text{otherwise}
\end{cases}
\]

From (3.2), the point-to-point ILC update filters are given as,

\[
L_u = ((ΨH)^TQ(ΨH) + S + R)^{-1}((ΨH)^TQ(ΨH) + R) 
\]

(3.3)

\[
L_c = ((ΨH)^TQ(ΨH) + S + R)^{-1}((ΨH)^TQΨ). 
\]

(3.4)

3.3 Multi-objective ILC

A Pareto optimization-based ILC framework incorporates additional performance metrics into a single controller design. In this manner, the controller is tasked with optimizing multiple, often competing, objectives simultaneously. This leads to a trade-off scenario in which the control objectives are weighted according to desired performance requirements.

3.3.1 Control Framework Assumptions

A Pareto multi-objective learning control framework requires that the following assumptions be satisfied:

(A1) The system is stable or stabilizable.

(A2) Only the points identified by Ψ will be included in the tracking performance metric.
(A3) Measured output \( z_{i,j} \) is controllable by \( u_j \).

(A1) is necessary for ILC in general. (A2) enables the use of the point-to-point ILC approach, standard update law, and learning filters. (A3) enables \( z_{i,j} \) to be improved through iterative updates to the control input \( u_{j+1} \).

### 3.3.2 Multi-objective Learning Framework

The modified ILC algorithm and cost function for the Pareto optimization problem are given as,

\[
u_{j+1} = L_u u_j + L_e e_j + \sum_i L_i \varepsilon_{i,j} \tag{3.5}
\]

\[
J = (\Psi e_{j+1})^T Q (\Psi e_{j+1}) + u_{j+1}^T S u_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j) \\
+ \sum_i \varepsilon_{i,j+1}^T W_i \varepsilon_{i,j+1} \tag{3.6}
\]

In (3.5) and (3.6), \( \varepsilon_{i,j} \) denotes the error signal of an additional \( i_{th} \) control metric, \( W_i \) is the weighting matrix applied to the \( i_{th} \) control metric error signal, and \( L_i \) is a new learning filter related to the \( i_{th} \) control metric error signal.

The error of the additional control metric is defined as a function of the difference between the desired value and the measured value. Similarly, the error signal is defined as a function of the reference signal and the measured output signal. The error of the additional control metric is written as,

\[
\varepsilon_{i,j} = z_{i,d} - z_{i,j} \\
= z_{i,d} - X_i u_j \tag{3.7}
\]

where \( \varepsilon_{i,j} \in \mathbb{R}^{N \times 1} \), \( z_{i,d} \in \mathbb{R}^{N \times 1} \) and \( z_{i,j} \in \mathbb{R}^{N \times 1} \) are the desired signal and the
measured output signal for $i$th objective, $u_j \in \mathbb{R}^{N \times 1}$ is the input signal, and $X_i \in \mathbb{R}^{N \times N}$ is a matrix that maps $u_j$ to the $z_{i,j}$.

Note that the additional performance metric $z_{i,j}$ is defined as a function of the input signal $u_j$. To obtain the update law from the cost function, we differentiate the cost function with respect to $u_{j+1}$. If $z_{i,j}$ is not a function of the input signal, the update law will not incorporate a component in the input signal based on this additional metric.

Differentiating the modified cost function with respect to $u_{j+1}$ yields the learning filters $L_u$, $L_e$ and $L_i$,

$$
L_u = C_F \left\{ (\Phi^T Q \Phi) + R + \sum_i X_i^T W_i X_i \right\}
$$

$$
L_e = C_F \left\{ (\Phi^T Q \Phi) \right\}
$$

$$
L_i = C_F \left\{ X_i^T W_i \right\}
$$

where, $C_F = \left\{ (\Phi^T Q \Phi) + S + R + \sum_i X_i^T W_i X_i \right\}^{-1}$.

Importantly, the $L_i$ filters are not found in traditional or point-to-point ILC as they relate to the additional performance metrics introduced into the multi-objective learning framework. For $(L_u, L_e, L_i)$ to ensure convergence, the following condition must hold true,

$$
((\Phi^T Q \Phi) + S + R + \sum_i X_i^T W_i X_i) > 0.
$$

### 3.3.3 Asymptotic Stability

Substituting $e_j = y_d - H u_j$ and (3.7) into (3.5) sets up a recursion with the closed-loop iteration dynamics

$$
u_{j+1} = \left( L_u - L_e H - \sum_i L_i X_i H \right) u_j + L_e y_d + \sum_i L_i z_{i,d} \quad (3.8)$$
From (3.8), the iterative learning controller is asymptotic stable if and only if

$$\left| \lambda_k \left( L_u - L_e H - \sum L_i X_i H \right) \right| < 1 \quad (3.9)$$

for $k = 1, 2, ..., N$, where $\lambda_k(\bullet)$ is the $k^{th}$ eigenvalue of $(\bullet)$ [54]. For the recursion in (3.8), satisfying (3.9) guarantees a bounded input signal, $u_{j+1}$, as per the properties of linear systems.

**Theorem III.1. Output Boundedness:** An output of the form $y_{j+1} = H u_{j+1}$ is bounded for all $k$ if the ILC control input $u_{j+1}$ is bounded.

**Proof of Theorem III.1:** By the properties of matrix norm [56],

$$\|A\|_p = \sup_{x \neq 0} \frac{\|Ax\|_p}{\|x\|_p}$$

where $A \in \mathbb{R}^{m \times n}$, $x \in \mathbb{R}^n$, and $p \geq 1$, the following inequality of the norm is derived as,

$$\|Ax\|_p \leq \|A\|_p \|x\|_p.$$  

$H$ is a stable linear system, and let $u_{j+1}$ be bounded by satisfying (3.9), then

$$\|y_{j+1}\|_2 = \|H u_{j+1}\|_2 \leq \|H\|_2 \|u_{j+1}\|_2 < \infty$$

Thus, the output is bounded for all $k$ by the boundedness of $u_{j+1}$ and the properties of linear systems. \qed

### 3.4 Simulation Validation

#### 3.4.1 Simulation setup

To evaluate the performance potential of the proposed approach, this section provides the design and analysis of a multi-objective learning controller for a model
of the wheeled mobile robot used in the experimental testing. The details of the model
will be provided in Section 3.5.1. The discrete time closed-loop transfer functions for
each axis (assumed to be dynamically decoupled) are given as,

\[
H_X(z) = \frac{0.002838 z^{-1} - 9.966 e^{-05} z^{-2} - 0.002576 z^{-3}}{1 - 2.782 z^{-1} + 2.576 z^{-2} - 0.7935 z^{-3}}
\]

\[
H_Y(z) = \frac{0.002374 z^{-1} - 0.0001206 z^{-2} - 0.002227 z^{-3}}{1 - 2.829 z^{-1} + 2.664 z^{-2} - 0.8348 z^{-3}}
\]

with a sampling time of 0.05 seconds. \(H_X\) and \(H_Y\) are the closed-loop models of the
x and y-axis of the wheeled mobile robot used in the experimental testing. As such,
the results allow one to verify trends between simulation and experimentation.

The desired output trajectory is given in Figure 3.3. As a demonstrative exam-
ple for multi-objective ILC, competing performance objectives are selected: 1) the

![Figure 3.3: Reference trajectory for demonstrative example.](image)
tracking performance of the selected points $\chi(n_i)$ defined as the minimization of,

$$\Psi e_j = \Psi(y_d - y_j) = \Psi(y_d - Hu_j),$$

and 2) distance and acceleration metrics related to the energy usage for a single cycle or iteration;

$$\varepsilon_{l,j} = l_d - l_j = l_d - X_l u_j,$$

$$\varepsilon_{a,j} = a_d - a_j = a_d - X_a u_j,$$

where $\varepsilon_{l,j}$ and $\varepsilon_{a,j}$ are the error signals for the additional metrics for the distance and the acceleration, respectively. $l_d$ and $l_j$ are the desired distance and the measured distance, respectively. $a_d$ and $a_j$ are the desired acceleration and the measured acceleration, respectively. For the simulation setup, $l_d = O(N, 1)$ and $a_d = O(N, 1)$, where $O(N, 1)$ is a $N \times 1$ column vector with all its entries being 0. To define these metrics, the mapping matrices $X_l$ and $X_a$ are of the form,

$$X_l = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
-1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -1 & 1
\end{pmatrix} H \quad \text{and} \quad X_a = \frac{1}{T^2} \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
-1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & -1 & 1
\end{pmatrix} H.$$

Commonly, the energy required to run a given system is calculated as the sum of the square of the input control signal at each point in time, $\sum_{k=1}^{N}(u_j(k))^2$, where the control input is typically related to an input current. However, standard and point-to-point norm optimal ILC apply a weighting norm to the control input to reduce the effects of model uncertainty. Increasing this gain has been shown to reduce the effects
of model uncertainty at the expense of significant performance degradation [54]. This trade-off has been demonstrated in Table 3.2.

Comparing the square of the control input and kinetic energy with respect to time in Figures 3.4 and 3.5, one can clearly identify the similarities between the two trends. As such, kinetic energy has been selected as a suitable performance metric for energy use. \( w_l \) and \( w_a \) denote the additional weighting gains for distance and acceleration, respectively. The gains for the simulation are provided in Table 3.1.

For the purpose of this example, kinetic energy has been defined as,

\[
E_j(k) = \frac{1}{2}m(v_j(k))^2
\]

where \( E_j(k) \) is the kinetic energy at a given point in time, \( m \) defines the mass of the system, and \( v_j(k) \) is the translational velocity. Note that the system workspace is assumed to be planar and perpendicular to gravity, thus potential energy has been ignored in the derivation of required energy usage for this system.

When considering kinetic energy, the key parameter is velocity. Importantly, velocity can be defined with respect to acceleration and distance; providing two independent variables that can be used to evaluate energy optimization across a given cycle. The relationships between these variables and velocity are given as:

\[
l_j(k) = v_j(k) \cdot T_s \tag{3.10}
\]

\[
v_j(k) = a_j(k) \cdot T_s + v_j(k - 1) \tag{3.11}
\]

In (3.10) and (3.11), \( l_j(k) \) is the distance traveled per time step, \( a_j(k) \) is the acceleration per time step, and \( T_s \) is the sampling time of the system. Assuming a constant time step and cycle time, changes in distance are directly correlated to changes in velocity and thus kinetic energy. Similarly, changes in acceleration result in a rate of change for the velocity; requiring a modification in the energy usage as compared to
(a) Conventional, point-to-point, and multi-objective ILC.

(b) Multi-objective ILC with weighted distance and acceleration, \( w_l \) and \( w_a \).

Figure 3.4: A comparison of control effort squared for various ILC designs.
Figure 3.5: A comparison of calculated kinetic energy for various ILC designs.
Table 3.1: Weighting matrix gains for the simulation testing

<table>
<thead>
<tr>
<th></th>
<th>q</th>
<th>s</th>
<th>r</th>
<th>w_l</th>
<th>w_a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional ILC</td>
<td>1 e^{-4}</td>
<td>5 e^{-8}</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Point-to-point ILC</td>
<td>1 e^{-4}</td>
<td>5 e^{-8}</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multi-objective ILC, w_l</td>
<td>1 e^{-4}</td>
<td>5 e^{-8}</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Multi-objective ILC, w_a</td>
<td>1 e^{-4}</td>
<td>5 e^{-8}</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Point-to-point ILC, s = 6e^{-3}</td>
<td>1 e^{-3}</td>
<td>6 e^{-8}</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Point-to-point ILC, s = 1</td>
<td>1 e^{-3}</td>
<td>1</td>
<td>1 e^{-8}</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

constant velocity energy use. The effects of these two parameters on kinetic energy are evaluated in simulation with results provided in Table 3.2.

3.4.2 Simulation Results

For the simulation validation, distance and acceleration were included as additional performance metrics within the multi-objective ILC framework. The $q$ weighting gain was fixed at 1 for all the cases; emphasizing trajectory tracking within the cost function. To simplify the trade-off analysis, noise and model uncertainty were not included in the simulation model. As such, the $r$ weighting gain was selected as $1e^{-8}$; a value slightly larger than zero to mitigate computational inaccuracies that sometimes accompany the selection of $r = 0$. The $s$ weighting gain was selected as $5e^{-4}$ for the nominal cases; a heuristically determined value that ensured convergence with appropriate system robustness in the experimental testing. To evaluate the impact of weighting the control input with an additional performance metric aimed at energy reduction, two additional values of $s$, $\{s = 1, s = 6e^{-3}\}$, were selected and tested using the point-to-point ILC framework. In addition to the $s$ gain, the weighting gains associated with the distance and acceleration parameters, $\{w_l, w_a\}$, were evaluated at values of 0 and 1. An overview of all gain selections for the different controllers is provided in Table 3.1.

The multi-objective learning controller resulted in a trade-off between trajectory tracking, energy use, and overall distance traveled. Table 3.2 provides an overview
of several performance metrics for different learning controllers: the RMS trajectory tracking error (3.12); overall distance traveled (3.13); average kinetic energy usage (3.14); and the sum of the squared control inputs or control effort (3.15).

\[
E_{j,RMS} = \sqrt{\frac{1}{N} \sum_{k=1}^{N} E_{x,j}^2(k) + \frac{1}{N} \sum_{k=1}^{N} E_{y,j}^2(k)} \quad (3.12)
\]

\[
L_j = \sum_{k=1}^{N} \sqrt{l_{x,j}(k)^2 + l_{y,j}(k)^2} \quad (3.13)
\]

\[
KE_j = \frac{1}{N} \left( \frac{1}{2m} \sum_{k=1}^{N} \sqrt{v_{x,j}(k)^2 + v_{y,j}(k)^2} \right) \quad (3.14)
\]

\[
U_j = \sum_{k=1}^{N} \sqrt{u_{x,j}(k)^2 + u_{y,j}(k)^2} \quad (3.15)
\]

As can be identified from this table and illustrated in Figure 3.6, an emphasis on distance or acceleration results in a small degradation in the tracking performance. However, this is achieved at the reduction of energy usage and overall distance traveled; an acceptable trade-off for many systems.

For the example system, weighting the distance traveled resulted in an 18% reduction in kinetic energy use and a 3% reduction in overall distance traveled over point-to-point ILC.

As a comparison for the distance example provided above, kinetic energy use due to acceleration was also investigated. For the given robotic system, weighting acceleration resulted in an 8% reduction in kinetic energy use and virtually no reduction in distance traveled as compared to point-to-point ILC. With similar tracking performances, the improvement in the kinetic energy use as a function of weighting the acceleration did not provide satisfactory performance trade-offs to warrant use in this example.

To evaluate the impact of weighting the control signal directly, consider the two cases provided in Table 3.2. A selection of \( s = 1 \) provided results that were well
Selected points \( \chi(n_i) \)

(a) Trajectory tracking with feedback and conventional ILC.

(b) Tracking performance for multi-objective ILC designs weighting distance and acceleration, \( w_1 \) and \( w_a \).

Figure 3.6: Simulation results.
Table 3.2: Comparison of performance metrics for various controllers: simulation

<table>
<thead>
<tr>
<th>Controller</th>
<th>RMS error [cm]</th>
<th>Distance [cm]</th>
<th>Average K.E. [mJ]</th>
<th>Control Effort</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional ILC</td>
<td>0.33</td>
<td>247.83</td>
<td>8.85</td>
<td>$1.1e^6$</td>
</tr>
<tr>
<td>Point-to-point ILC</td>
<td>0.89</td>
<td>227.00</td>
<td>8.50</td>
<td>$1.0e^6$</td>
</tr>
<tr>
<td>Multi-objective ILC, $w_l$</td>
<td>1.59</td>
<td>219.21</td>
<td>7.00</td>
<td>$8.1e^5$</td>
</tr>
<tr>
<td>Multi-objective ILC, $w_a$</td>
<td>1.27</td>
<td>226.93</td>
<td>7.78</td>
<td>$9.4e^5$</td>
</tr>
<tr>
<td>Point-to-point ILC, $s = 6e^{-3}$</td>
<td>7.15</td>
<td>209.99</td>
<td>7.02</td>
<td>$8.2e^5$</td>
</tr>
<tr>
<td>Point-to-point ILC, $s = 1$</td>
<td>17.79</td>
<td>188.24</td>
<td>5.07</td>
<td>$5.5e^5$</td>
</tr>
</tbody>
</table>

outside the acceptable range for improved trajectory tracking, despite the significant improvements observed in the kinetic energy and control effort. To provide a more appropriate comparison, the $s$ gain was tuned until similar kinetic energy and control effort results were seen as compared to the multi-objective ILC controller with the $w_l$ weighting gain. For this example, a point-to-point ILC controller with $s = 6e^{-3}$ resulted in comparable energy metrics, but a significant degradation in the trajectory tracking metric; over 4 times larger as compared to the multi-objective learning controller with weighting on the distance traveled. These results clearly indicate the effects of using the control signal as the performance metric for optimized energy. Importantly, the control effort (sum of the squared control inputs) trends match the trends observed with the average kinetic energy. For both calculations, the optimal controller in terms of reduced energy use while maintaining significant trajectory tracking improvements was the multi-objective ILC controller with weighting on the distance traveled.

An important consideration in ILC controller design is convergence over the iteration domain. Figure 3.7 illustrates the convergence characteristic of the cost function over iteration space. The cost function was numerically calculated from the simulation results. As can be seen from the figure, the four main controllers demonstrate monotonic convergence properties for the cost function. This indicates that the system does not exhibit any significant transient behavior in the search for an optimal
Figure 3.7: Convergence properties of the cost function

(a) For X-axis

(b) For Y-axis
solution; an important robustness consideration.

3.4.3 Trade-off Analysis Between Tracking Performance and Energy

To evaluate the trade-off between performance and kinetic energy usage as a function of distance traveled and acceleration, two case studies were considered. In case study 1, the weighting gains $s$ and $r$ were fixed at $1e^{-8}$ based on the assumption of no noise or model uncertainty. To evaluate the trade-off between trajectory tracking and weighting the distance traveled, $q$ and $w_l$ were varied over the ranges $q \in [1e^{-4}, 10]$ and $w_l \in [1e^{-5}, 100]$, while $w_a$ was set to $w_a = 0$.

Case 2 evaluated the trade-off between trajectory tracking and weighting acceleration. Similar to case 1, $s$ and $r$ were fixed at $1e^{-8}$. The weighting gains $q$ and $w_a$ were varied over the ranges $q \in [1e^{-4}, 10]$ and $w_a \in [1e^{-5}, 100]$, while $w_l$ was set to $w_l = 0$.

Figures 3.8 (a) and (b) present the effects of varying $W_l$ and $W_a$ gain matrices on RMS trajectory tracking errors at the selected points. The different lines represent varying values for $Q$. For example, a selection of $\|Q\| = 0$ (top black lines with circle markers) with varying $W_l$ or $W_a$ gain matrices results in minimal changes to the RMS error. However, as $\|Q\|$ increases (i.e. increased emphasis on tracking at the selected points), varying the $W_l$ or $W_a$ gain matrices significantly affects the RMS error. As predicted, increasing the energy based weighting gains results in reduced energy usage, Figures 3.9 (a) and (b), with varying rates of decay based on the $Q$ gain matrix.

To evaluate the combined performance metrics, Figures 3.10 (a) and (b) illustrate the tracking performance and energy usage as a function of varying $Q$, $W_l$, and $W_a$ gain matrices. As can be seen from these figures, to maximize the performance metrics simultaneously, the $q$ gain should be set to 1, while the $w_l$ or $w_a$ gains should start small and increase until an energy plateau is achieved. After this
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Figure 3.8: RMS error
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Figure 3.10: Tradeoffs between tracking and energy
point, decreased energy usage can only be achieved with significant degradation of the tracking performance.

### 3.5 Experimental Validation

#### 3.5.1 Experimental Setup

To validate the proposed learning framework, experimental tests with a wheeled mobile robot were conducted. The robot moves on two wheels driven by independent electric motors. A gyroscope is mounted at the center of the wheels to measure position and heading angle of the robot. Figure 3.11(a) shows the wheeled mobile robot used in this study. For additional details regarding the wheeled mobile robot please see Appendix A.

A kinematic model is used to describe the dynamics of the mobile robot used in these experiments, Figure 3.11(b). This model describes the relationship between the derivatives of the robot position and orientation with the robot’s linear and angular speeds [57, 58, 59, 60, 61, 62, 63]. The vehicle velocity, position, and heading angle

![Unicycle mobile wheeled robot, LEGO NXT Mindstorm](image)

![Planar schematic of the vehicle](image)

Figure 3.11: Experimental setup
are determined using the given differential equations [58].

\[
V = R_w \frac{(\omega_R + \omega_L)}{2} \quad (3.16)
\]

\[
\dot{\theta} = \omega = \frac{R_w (\omega_R - \omega_L)}{L} \quad (3.17)
\]

\[
\dot{x} = V \cos \theta = R_w \frac{(\omega_R + \omega_L)}{2} \cos \theta \quad (3.18)
\]

\[
\dot{y} = V \sin \theta = R_w \frac{(\omega_R + \omega_L)}{2} \sin \theta \quad (3.19)
\]

In Eqns (3.16)-(3.19) and Figure 3.11(b), \( R_w \) is the wheel radius, \( L \) is the distance between wheels, \( \theta \) is the heading angle of the vehicle, \( \theta_R \) is the rotation angle of the right wheel, \( \theta_L \) is the rotation angle of the left wheel, \( \omega \) is the angular velocity of the vehicle, \( \omega_R \) is the angular velocity of the right wheel, \( \omega_L \) is the angular velocity of the left wheel, and \( V \) is the vehicle speed.

Closed-loop models of the \( x \) and \( y \)-axis were experimentally identified using a series of step inputs and the Matlab function ‘ident’. Desired \( x \) and \( y \) input signals were compared with the \( x \) and \( y \) output positions derived from the measured angular velocities of the wheels, the wheel radius, and the distance between the wheels using the transformations presented in (3.16)-(3.19). In practice, a MIMO system will best represent the system as,

\[
H(z) = \begin{bmatrix} H_{XX}(z) & H_{XY}(z) \\ H_{YX}(z) & H_{YY}(z) \end{bmatrix}
\]

![Feedback Plant](image)

Figure 3.12: Simplified block diagram of the wheeled mobile robot.
However, $H_X(z)$ and $H_Y(z)$ are relatively small compared to $H_{XX}(z)$ and $H_{YY}(z)$. Therefore, to simplify the system for the sake of modeling and control design we ignored the off-axis functions. From the experimental system identification, the dynamically decoupled discrete time closed-loop transfer function for each axis is given as,

$$H_X(z) = \frac{0.002838z^{-1} - 9.966e^{-05}z^{-2} - 0.002576z^{-3}}{1 - 2.782z^{-1} + 2.576z^{-2} - 0.7935z^{-3}}$$

$$H_Y(z) = \frac{0.002374z^{-1} - 0.0001206z^{-2} - 0.002227z^{-3}}{1 - 2.829z^{-1} + 2.664z^{-2} - 0.8348z^{-3}}$$

with a sampling time of 0.05 seconds.

For the experimental validation, distance and acceleration were included as additional performance metrics within the multi-objective ILC framework. The $s$ and $r$ weighting gains were heuristically tuned, then fixed at $5e^{-4}$ and $1e^{-4}$, respectively, while $\{q, w_l, w_a\}$ were selected as 0 or 1 depending on the desired controller. The individual gains for each controller are provided in Table 3.3.

### 3.5.2 Experimental Results

As predicted by the analysis and simulation results, a multi-objective learning controller resulted in a trade-off between trajectory tracking, average kinetic energy usage, and overall distance traveled. Table 3.4 lists the RMS error, average kinetic energy usage, control effort (the sum of the square of the control signal), and overall distance traveled for several control approaches. As predicted by the simulation

<table>
<thead>
<tr>
<th>Weighting Matrix Gains for the Experimental Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>$$q$$</td>
</tr>
<tr>
<td>Conventional ILC</td>
</tr>
<tr>
<td>Point-to-point ILC</td>
</tr>
<tr>
<td>Multi-objective ILC, $w_l$</td>
</tr>
<tr>
<td>Multi-objective ILC, $w_a$</td>
</tr>
</tbody>
</table>
results and presented in this table and Figure 3.13, an emphasis on distance or acceleration results in a degradation in the tracking performance. However, this is achieved at the reduction of energy usage and overall distance traveled.

For the example system, the weighting on the distance traveled resulted in a 26% reduction in average kinetic energy usage (32% reduction in control effort) and a 5% reduction in overall distance traveled over point-to-point ILC. Assuming that the mobile robot runs over 10 hours with a single charge, this reduction in energy translates to an additional 2.1 hours of running time for this particular robotic system, a significant increase that could lead to longer deployment time or additional iterations of a given task.

As a comparison for the distance example provided above, energy usage due to acceleration was also investigated. For the given robotic system, weighting acceleration resulted in only a 17% reduction in kinetic energy use (9% reduction in control effort) as compared to point-to-point ILC, translating to just over 0.8 hour of additional running time. As the simulation results predicted, the optimal design choice for this experimental testbed is a multi-objective weighting on the trajectory tracking and distance travelled.

As a final evaluation, the cost function convergence for the experimental testbed was determined. Figure 3.14 presents the convergence pattern for the four main learning controllers. As can be seen from this figure, the cost function converges in a near monotonic manner. Slight discrepancies are attributed to non-repetitive

| Table 3.4: Comparison of performance metrics for various control approaches. |
|-----------------------------|-----------------|-----------------|-----------------|-----------------|
|                            | RMS error [cm] | Distance [cm] | Average K.E. [mJ] | Control Effort |
| Conventional ILC           | 1.13           | 246.67         | 8.94             | 1.1e6          |
| Point-to-point ILC         | 1.02           | 232.62         | 10.04            | 1.3e6          |
| Multi-objective ILC, $w_l$| 1.59           | 221.57         | 7.40             | 8.8e5          |
| Multi-objective ILC, $w_a$ | 1.22           | 230.53         | 8.30             | 1.0e6          |
(a) Conventional ILC, Point-to-point ILC, and Multi-objective ILC with $w_l$

(b) Multi-objective ILC with $w_l$ and $w_a$

Figure 3.13: Experimental results
Figure 3.14: Experimental convergence properties of the cost function
disturbances and noise that have been shown to alter monotonicity [54].

3.6 Concluding Remarks

This chapter presents the extension of ILC to the application of a mobile wheeled robot system. The specific performance objectives were identified as (1) selected points of tracking, and (2) energy savings. By considering the trade-offs between the performance objectives, the results for several different controller designs were used to derive comparisons between the different cases. The specific contributions of this chapter include: (1) the development of an initial framework for considering multiple performance objectives within an iterative learning control framework, (2) an analytical discussion of the trade-off benefits of the multi-objective learning approach for a specific set of performance objectives, and (3) simulation and experimental validations of the new control approach on a robotic test platform.

The experimental testing demonstrated the trade-off benefits of the multi-objective learning approach with a 26% reduction in energy usage over point-to-point ILC methods, while still maintaining relatively low tracking errors at the selected points. As illustrated by the experimental example, the flexibility in the proposed framework enables the user to personalize the control design to specific cases, a necessary requirement for generalizing the framework across various applications. While these performance trade-offs are demonstrated with a simple robotic platform, they indicate the potential for this framework to achieve substantial cost, time, or energy usage savings by leveraging the additional control freedom available in point-based learning problems.
CHAPTER IV

Multi-Objective Iterative Learning Control in Spatial Domain

While conventional ILC has been constructed in the temporal domain, a new emphasis in additive manufacturing (AM) has driven the need for a spatially focused learning framework. AM defines a process of laying down material, layer by layer. As such, spatial interactions within the deposited material dominate system behavior.

In this chapter, we extend the multi-objective iterative learning control framework into the spatial domain. As such, the description of system dynamics and critical performance metrics is modified from a 1D temporal impulse response to a 2D spatial impulse response. The target application in this chapter is an ink deposition system. The key performance metrics are identified as (1) image quality, and (2) material usage. A simulation validation is provided.

4.1 Preliminaries

4.1.1 Spatial Convolution

In this chapter, the authors investigate multi-objective iterative learning control in the spatial domain. The authors introduced the concept of a spatial iterative learning controller in [42]. A complete description of spatial ILC can be found in
more recent work in [49]. Here we present only the salient details from [49] necessary for the introduction of a multi-objective learning controller in the spatial domain. For additional details and a more thorough discussion of the spatial learning framework, the readers are invited to see [42, 49].

A 2D spatial input map \( u(x, y) \) and a plant operator \( H \) yield a spatial output map \( g(x, y) \),

\[
g(x, y) = Hu(x, y),
\]

where \( u(x, y) \in \mathbb{R}^{A \times B} \), \( g(x, y) \in \mathbb{R}^{A \times B} \), and \( x \) and \( y \) are integer valued coordinates that discretize the spatial map; \( x = 0, 1, \ldots, A - 1 \) and \( y = 0, 1, \ldots, B - 1 \). The plant operator \( H \) is represented by a spatial impulse response centered around a point \( (m, n) \) [64]:

\[
H \delta(x - m, y - n) = h(x - m, y - n),
\]

where \( h(x - m, y - n) \in \mathbb{R}^{C \times D} \). Assuming a spatially-invariant operator \( H \), (4.1) can be computed using the 2D convolution sum,

\[
g_e(x, y) = u_e(x, y) \ast h_e(x, y)
= \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} u_e(m, n) h_e(x + M^\Delta - m, y + N^\Delta - n),
\]

where the subscript \( e \) denotes that each spatial map is an extended version of the original map that has been appended by zeros. The sizes of the extended maps are \( u_e(x, y) \in \mathbb{R}^{M \times N} \), \( g_e(x, y) \in \mathbb{R}^{M \times N} \), and \( h_e(x, y) \in \mathbb{R}^{M \times N} \), with \( M \) and \( N \) defined as,

\[
M = A + C - 1 + (A + C) \mod 2
\]

\[
N = B + D - 1 + (B + D) \mod 2.
\]

Equation (4.3) is used to set the size of \( M \) and \( N \) and ensure that they are odd numbers such that each function has a defined center coordinate; we define the center.
coordinate as $M^\Delta = \lceil M/2 \rceil + 1$ and $N^\Delta = \lceil N/2 \rceil + 1$, where $\lfloor \cdot \rfloor$ denotes a floor operation. The derivations of these extended forms can be found in [49]. From here forward we assume that all 2D functions have been extended and will remove the subscript $e$ for brevity.

The spatial variables from (4.1) can equivalently be written as $M \times N$ complex matrices. Conversion of these matrices to $MN \times 1$ column vectors is commonly referred to as vectorization.

**Definition 1.** [49] An $A \times B$ 2D complex matrix can be converted to an $AB \times 1$ column vector using the vectorization operator $\mathcal{V}$.

\[
\begin{bmatrix}
p(0,0) & p(0,1) & \cdots & p(0,B-1) \\
p(1,0) & p(1,1) & \cdots & p(1,B-1) \\
\vdots & \vdots & \ddots & \vdots \\
p(A-1,0) & p(A-1,1) & \cdots & p(A-1,B-1)
\end{bmatrix}
\]

The reverse of vectorization will be referred to as matricization and denoted $\mathcal{V}^{-1}$: this notation is used for brevity and does not satisfy the properties of an inverse.

**4.1.2 Circulant Matrices**

The matrix plant operator $\mathbf{H}$ is a Block circulant matrix composed of circulant blocks (BCCB matrix) [49, 64, 65],
\[
\mathbf{H} = \\
\begin{bmatrix}
\mathbf{H}^{c}_M & \mathbf{H}^{c}_{M-1} & \cdots & \mathbf{H}^{c}_0 & \cdots & \mathbf{H}^{c}_{M+1} \\
\mathbf{H}^{c}_{M+1} & \mathbf{H}^{c}_M & \cdots & \mathbf{H}^{c}_1 & \cdots & \mathbf{H}^{c}_{M+2} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbf{H}^{c}_{M-1} & \mathbf{H}^{c}_{M-2} & \cdots & \mathbf{H}^{c}_M & \cdots & \mathbf{H}^{c}_{M+1} \\
\mathbf{H}^{c}_0 & \mathbf{H}^{c}_{M-1} & \cdots & \mathbf{H}^{c}_M & \cdots & \mathbf{H}^{c}_1 \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbf{H}^{c}_{M+1} & \mathbf{H}^{c}_{M+2} & \cdots & \mathbf{H}^{c}_{M} & \cdots & \mathbf{H}^{c}_0 \\
\end{bmatrix}
\]

where each \( \mathbf{H}^{c}_k \) is circulant and contains the spatial impulse response data,

\[
\mathbf{H}^{c}_k = \\
\begin{bmatrix}
h(j,N^\triangle) & h(j,N^\triangle - 1) & \cdots & h(j,N^\triangle + 1) \\
h(j,N^\triangle + 1) & h(j,N^\triangle) & \cdots & h(j,N^\triangle + 2) \\
\vdots & \vdots & \ddots & \vdots \\
h(j,N^\triangle - 1) & h(j,N^\triangle - 2) & \cdots & h(j,N^\triangle) \\
\end{bmatrix}
\]

Circulant matrices have interesting properties that enable a significant reduction in the computational cost of calculating matrix products and norms [65, 66, 67].

- A generic circulant matrix \( \mathbf{H}^{c} \in \mathbb{C}^{N \times N} \) is defined by first row \([ h(0,0), h(0,1), \ldots, h(0,N - 1) ] \).

- All circulant matrices are diagonalizable, \( \mathbf{H}^{c} = \mathbf{W}^{-1}\Lambda \mathbf{W} \), where \( \mathbf{W} = \frac{1}{\sqrt{N}} \begin{bmatrix} \mathbf{w}^{(0)}, \mathbf{w}^{(1)}, \ldots, \mathbf{w}^{(N-1)} \end{bmatrix} \) and \( \Lambda = \text{diag} ( \lambda_0, \lambda_1, \ldots, \lambda_{N-1} ) \).

- All eigenvector matrices consist of the exact same set of eigenvectors \( \mathbf{w}^{(n)} \) for \( n = 0, 1, \ldots, N - 1 \) and \( \lambda_n \) are the corresponding eigenvalues calculated from the first row of \( \mathbf{H}^{c} \).

- Two circulant matrices \( \mathbf{H}^{c}_1 \) and \( \mathbf{H}^{c}_2 \) commute, \( \mathbf{H}^{c}_1 \mathbf{H}^{c}_2 = \mathbf{H}^{c}_2 \mathbf{H}^{c}_1 \).

- The sum and product of two circulant matrices, \( \mathbf{H}^{c}_1 \) and \( \mathbf{H}^{c}_2 \), are circulant.

The properties of circulant matrices can also be applied to BCCB matrices. All BCCB matrices are diagonalizable and can be written in the form of \( \mathbf{H} = \mathbf{W}^{-1}\Lambda \mathbf{W} \).
In this format, $\Lambda$ is a block diagonal eigenvalue matrix, $\Lambda = diag(\Lambda_0, \Lambda_1, \cdots, \Lambda_{M-1})$, where each block is a diagonal matrix of a subset of the eigenvalues of $H$, and the eigenvector matrix $W$ is symmetric and unitary, $W^{-1} = W^*$, where $*$ denotes the Hermitian conjugate.

We use the operator $\rho(\cdot)$ to denote the spectral radius and $\bar{\sigma}(\cdot)$ to denote the maximum singular value of a 2D function or matrix.

**Definition 2.** [49] The Frobenius norm of a function $p$ is equivalent to the vector 2-norm of the vectorized function $p$,

$$\|p\|_F = \|p\|_2$$

**Lemma IV.1.** [49] Given a BCCB matrix $H$, the eigenvalues of $H$ satisfy the equality $\rho(H) = \bar{\sigma}(H)$.

**Proof of Lemma IV.1:** This proof comes from the previous works in [42, 49].

Given a BCCB matrix $H$, the maximum singular value of $H$ can be defined as,

$$\bar{\sigma}(H) = \sqrt{\rho(H^*H)}$$

$$= \sqrt{W^{-1} \Lambda^* \Lambda W}$$

$$= \rho(H)$$

by the diagonalizability of BCCB matrices (see Section 4.1) and the property that $W^{-1} = W^*$. \[66, 67]\]

4.1.3 Spatial ILC

Consider the 2D spatial map in (4.1) with the addition of noise $\eta$. Applying a convolution mapping from (4.2) and the vectorization operator $V$, a lifted system
representation of the 2D spatial system can be given [49],

\[ g = Hu + \eta. \]

This format is equivalent to the lifted-form typically used in temporal ILC [23]. The system spatial dynamics are captured in the block circulant matrix \( H \) of the form given in (4.4).

4.1.4 Performance metric classifications

To consider multiple performance metrics, we define four different classifications that will be formalized in the manuscript.

**Definition 3.** The primary performance metric is the main metric used to quantify performance of a system. For example, the performance of a positioning system is often evaluated by analysis of the trajectory tracking error. For these systems, trajectory tracking would be defined as the primary performance metric.

**Definition 4.** Classification I metrics are complementary performance metrics that can be written as a function of the primary performance metric. Weighting classification I performance metrics will result in a direct emphasis on the primary performance metric.

**Definition 5.** Classification II defines competing metrics, where the metric is written as a function of the system output. Competing objectives apply a minimization(maximization) requirement that competes against the primary objective. The use of these metrics requires a trade-off analysis to be performed between the competing performance metrics.

**Definition 6.** Classification III metrics are domain specific objectives that are defined with respect to the input signal. As with classification II, these objectives apply a
minimization(maximization) requirement that competes with the primary objective. The use of these metrics requires a trade-off analysis to be performed between the competing performance metrics.

4.2 Multi-Objective ILC

In this section, a multi-objective iterative learning control framework is presented for the four categories of performance metrics defined above: primary, and Classifications I-III. Robust performance and convergence analyses are provided.

4.2.1 Initial formulation

We apply the following assumptions towards the design of a multi-objective iterative learning controller:

A1 The system governed by spatial dynamics is stable or stabilizable.
A2 The primary performance metric is defined as a subset of the output signal, $\chi(n_t) \subseteq g_d(k)$.
A3 The additional performance metrics are reachable; i.e. the reachability subspace $R = Z$ where the additional performance metrics $z_d(x, y) \in Z$.

Assumption A1 is a standard requirement for ILC and will be applied in this framework. Assumption A2 focuses the primary objective on a set of discrete points, thus generating a mechanism for underutilized control effort to be present in the system. This control effort can then be applied towards the improvement of alternative performance metrics. While A2 is not a necessary condition for multi-objective ILC, it provides additional controller flexibility for enhanced performance of multiple objectives. Assumption A3 ensures that there exists an input that can drive the initial state of the additional performance metric to the desired final state.
A generalized cost function and ILC algorithm for the multi-objective optimization problem can be given as,

$$J = (\Psi e_{j+1})^T Q (\Psi e_{j+1}) + u_{j+1}^T S u_{j+1} + (\Delta u_{j+1})^T R (\Delta u_{j+1}) + \sum_i \varepsilon_{i,j+1}^T W_i \varepsilon_{i,j+1}$$  (4.5)

$$u_{j+1} = L_u u_j + L_e e_j + \sum_i L_i \varepsilon_{i,j}$$  (4.6)

In (4.5), $\Psi$ is used to identify the points of interest for the primary performance objective where $\Psi$ is a diagonal matrix defined as [13]

$$\Psi(k,k) = \begin{cases} 1, & k = n_k \\ 0, & \text{otherwise}. \end{cases}$$

In (4.5), $\Delta u_{j+1} = (u_{j+1} - u_j)$ defines the changes in the control signal from iteration to iteration, $\varepsilon_{i,j+1}$ denotes the error signal for the additional performance metrics, $j$ denotes the iteration, and $W_i$ are the weighting matrices applied to the additional performance metrics. For simplicity, we assume diagonal weighting matrices of the form $Q = q I$, $S = s I$, $R = r I$ and $W_i = w_i I$ where $\{q, s, r, w_i\}$ are positive scalars. $L_i$ is a learning filter applied to the additional metrics within the update law (4.6).

### 4.2.2 Performance metrics

To organize the controller structure, the performance objectives are classified as primary and additional performance metrics. Performance evaluation is derived from the error term; i.e., the difference between the desired and measured values.
4.2.2.1 Primary performance metric

As denoted in assumption A2, the primary performance metric is defined as a set of discrete points along the full output signal; thus the selected points are defined as,

\[ \Psi e_j = \Psi (g_d - g_j) = \Psi (g_d - Hu_j). \]

The additional performance metrics are classified into three categories defined in subsection 4.1.4 and mathematically derived below.

4.2.2.2 Classification I: Complementary metrics

The error signal for the complementary metrics is defined as a linear mapping of the baseline error,

\[ \varepsilon_{i,j} = z_{i,d} - z_{i,j} = X_i g_d - X_i H u_j = X_i e_j, \quad (4.7) \]

where \( \varepsilon_{i,j} \in \mathbb{R}^{N \times 1} \). In (4.7), \( z_{i,d} \in \mathbb{R}^{N \times 1} \) and \( z_{i,j} \in \mathbb{R}^{N \times 1} \) are the desired and measured output signals for the \( i^{th} \) objective, and \( X_i \in \mathbb{R}^{M \times M} \) is a linear operator that maps the output signal \( g_j = H u_j \) to the performance objective \( z_{i,j} \). Optimizing the cost function (4.5) with respect to \( u_{j+1} \) and (4.7) yields the modified update law (4.6) with learning filters,

\[ C_L = \left\{ (\Psi H)^T Q (\Psi H) + \sum_i (X_i H)^T W_i (X_i H) + S + R \right\}^{-1} \quad (4.8) \]

\[ L_u = C_L \left\{ (\Psi H)^T Q (\Psi H) + \sum_i (X_i H)^T W_i (X_i H) + R \right\} \quad (4.9) \]

\[ L_e = C_L \left\{ (\Psi H)^T Q \Psi \right\} \quad (4.10) \]

\[ L_i = C_L \left\{ (X_i H)^T W_i \right\}. \quad (4.11) \]
From (4.7), one can note that design trade-offs for classification I metrics will stem from the classical performance versus robustness trade-off observed in conventional control design. Augmenting the cost function (4.5) to include complementary metrics will require a similar increase in the robustness weighting to maintain robustness properties. This trade-off will be illustrated in the robustness analysis presented in section 4.3.2.

### 4.2.2.3 Classification II: Competing metrics

In the second classification, the additional performance metrics are defined as functions of the system output, \( z_{i,j} = X_i g_j \); however, the desired value is not a function of the desired system output, \( z_{i,d} \neq X_i g_d \). For these additional metrics, the goal is to optimize the output value.

\[
\varepsilon_{i,j} = z_{i,d} - z_{i,j} = z_{i,d} - X_i H u_j
\]

Optimizing (4.5) with respect to (4.6) and (4.12) yields the same learning filters from case I, (4.8)-(4.11). Note that the design of \( w_i \) will directly impact the primary performance metric; classification I will augment the primary performance, while classification II will compete against the primary performance.

### 4.2.2.4 Classification III: Domain specific metrics

In this classification, the additional performance metrics are defined as functions of the input dynamics not the output dynamics.

\[
\varepsilon_{i,j} = z_{i,d} - z_{i,j} = z_{i,d} - T_i u_j
\]

where \( T_i \in \mathbb{R}^{N \times N} \) is a linear operator that maps \( u_j \) to \( z_{i,j} \).
Substituting (4.13) into the cost function (4.5) yields the learning filters,

\[ C_L = \left\{ (\Psi H)^T Q (\Psi H) + \sum_i T_i^T W_i T_i + S + R \right\}^{-1} \] (4.14)

\[ L_u = C_L \left\{ (\Psi H)^T Q (\Psi H) + \sum_i T_i^T W_i T_i + R \right\} \] (4.15)

\[ L_e = C_L \left\{ (\Psi H)^T Q \Psi \right\} \] (4.16)

\[ L_i = C_L \left\{ T_i^T W_i \right\}. \] (4.17)

### 4.3 Controller Analysis and Design

In this section, convergence and performance analyses for the multi-objective controller are provided.

#### 4.3.1 Nominal convergence

Many practical systems may experience large transient learning growth during asymptotic convergence: rapid growth in the error signal over many iterations before convergence [5]. To eliminate this phenomena, we apply the more conservative requirement for monotonic convergence: guaranteed performance improvements from iteration to iteration [1].

**Theorem IV.1.** Given the update law (4.6), learning filters (4.8)-(4.11), and physical system \( g_j = H u_j \), monotonic convergence of the system error,

\[ \| e_\infty - e_{j+1} \|_2 \leq \gamma \| e_\infty - e_j \|_2, \]

is guaranteed if and only if the convergence rate, \( \gamma < 1 \), where

\[ \gamma \triangleq \| H \left\{ (\Psi H)^T Q (\Psi H) + \sum_i (X_i H)^T W_i (X_i H) + S + R \right\}^{-1} R H^{-1} \|_2 \]
Proof of Theorem IV.1: Theorem IV.1 is a statement of the contractibility of the system error. Rearranging (4.6) yields the mapping:

\[ \| e_\infty - e_{j+1} \|_2 \leq \gamma \| e_\infty - e_j \|_2, \]

which is a contraction mapping in terms of the 2-norm of the system error, when Theorem IV.1 is satisfied \[68\]. The convergence rate, \( \gamma \) is defined as

\[ \gamma \triangleq \frac{\bar{\sigma}(H)}{\underline{\sigma}(H)} \frac{r}{\sigma(q(\Psi H)^T(\Psi H) + \sum_i w_i(X,H)^T(X,H)) + s + r}. \]

Corollary 1. For additional performance metrics defined under classification III, monotonic convergence is guaranteed for \( \gamma < 1 \), where

\[ \gamma \triangleq \left\| H \left\{ (\Psi H)^TQ(\Psi H) + \sum_i (X,H)^TW_i(X,H) + S + R \right\}^{-1} R H^{-1} \right\|_2 \]

\[ \leq \left\| H \right\|_2 \left\{ (\Psi H)^TQ(\Psi H) + \sum_i (X,H)^TW_i(X,H) + S + R \right\}^{-1} R \left\| H^{-1} \right\|_2 \]

\[ \leq \frac{\bar{\sigma}(H)}{\underline{\sigma}(H)} \frac{r}{\sigma(q(\Psi H)^T(\Psi H) + \sum_i w_i(X,H)^T(X,H)) + s + r}. \]

To evaluate the impact of the \( w_i \) gain, let convergence rate be written as \( \gamma \leq C_1 \frac{r}{f(q, w_i) + r} \), where \( f(q, w_i) = \sigma(q(\Psi H)^T(\Psi H) + \sum_i w_i(X,H)^T(X,H)) + s \) and \( C_1 = \frac{\bar{\sigma}(H)}{\underline{\sigma}(H)} \). Assuming constant gains for everything but \([r, w_i]\), one can validate that increasing \( w_i \) results in a decrease in \( \gamma \); faster convergence at the expense of increased
Figure 4.1: **Convergence Analysis:** For $\gamma \leq C_1 \frac{r}{f(q,w_i)^{1+r}}$: Increasing $w_i$ reduces the convergence rate, leading to faster convergence at the expense of decreased noise attenuation. Increasing the $r$ gain recovers the original trade-off between convergence rate and noise attenuation.

noise in the converged signal. To compensate for the effects of $w_i$ and recover the value of $\gamma$, the $r$ gain must be increased, see Fig. 4.1.

### 4.3.2 Robust convergence

For robust convergence, we consider the true system to correspond to the nominal model $H$ with additive uncertainty $\Delta$: $H_t = H + \hat{H}\Delta$, where $\hat{H}$ is a lifted domain representation of a known spatial invariant operator and $\|\Delta\|_2 \leq 1$. With the true system $H_t$, the error is written as,

$$e_j = g_d - H_t u_j.$$ 

The requirement for robust convergence remains $\gamma < 1$, where

$$\gamma = \max_\Delta \left\| H\left\{ (\Psi H)^T Q(\Psi H) + \sum_i (X_i H)^T W_i (X_i H) + S + R \right\}^{-1}$$
\[
\left\{ \mathbf{R} - \left( (\Psi \mathbf{H})^T Q \Psi + \sum_i (X_i \mathbf{H})^T W_i X_i \right) \hat{\mathbf{H}} \Delta \right\} \mathbf{H}^{-1} \right\}_2^2. \tag{4.18}
\]

While (4.18) shows the requirement for robust monotonic convergence of systems with additional performance objectives defined under classification I and II, the presence of the uncertainty \( \Delta \) requires additional investigation.

Lemma IV.2. Consider (4.18) with \( \|\mathbf{R}\|_2 = 0 \), then robust monotonic convergence is guaranteed if

\[
\left\| \mathbf{H} \right\|_2 \left\{ (\Psi \mathbf{H})^T Q (\Psi \mathbf{H}) + \sum_i (X_i \mathbf{H})^T W_i (X_i \mathbf{H}) + S \right\}^{-1} \left\{ (\Psi \mathbf{H})^T Q \Psi + \sum_i (X_i \mathbf{H})^T W_i X_i \right\} \hat{\mathbf{H}} \left\| \mathbf{H}^{-1} \right\|_2 < 1.
\]

Proof of Lemma IV.2: [8] Following directly from (4.18) and the inequality,

\[
\left\| \mathbf{H} \left\{ (\Psi \mathbf{H})^T Q (\Psi \mathbf{H}) + \sum_i (X_i \mathbf{H})^T W_i (X_i \mathbf{H}) + S \right\}^{-1} \left\{ (\Psi \mathbf{H})^T Q \Psi + \sum_i (X_i \mathbf{H})^T W_i X_i \right\} \hat{\mathbf{H}} \Delta \mathbf{H}^{-1} \right\|_2 \\
\leq \left\| \mathbf{H} \right\|_2 \left\{ (\Psi \mathbf{H})^T Q (\Psi \mathbf{H}) + \sum_i (X_i \mathbf{H})^T W_i (X_i \mathbf{H}) + S \right\}^{-1} \left\{ (\Psi \mathbf{H})^T Q \Psi + \sum_i (X_i \mathbf{H})^T W_i X_i \right\} \hat{\mathbf{H}} \left\| \mathbf{H}^{-1} \right\|_2 \\
\leq \left\| \mathbf{H} \right\|_2 \left\{ (\Psi \mathbf{H})^T Q (\Psi \mathbf{H}) + \sum_i (X_i \mathbf{H})^T W_i (X_i \mathbf{H}) + S \right\}^{-1} \left\{ (\Psi \mathbf{H})^T Q \Psi + \sum_i (X_i \mathbf{H})^T W_i X_i \right\} \hat{\mathbf{H}} \left\| \mathbf{H}^{-1} \right\|_2 < 1.
\]

\[ \square \]

Lemma IV.3. Consider (4.18) with

\[
\left\| \mathbf{H} \right\|_2 \left\{ (\Psi \mathbf{H})^T Q (\Psi \mathbf{H}) + \sum_i (X_i \mathbf{H})^T W_i (X_i \mathbf{H}) + S \right\}^{-1} \left\{ (\Psi \mathbf{H})^T Q \Psi + \sum_i (X_i \mathbf{H})^T W_i X_i \right\} \hat{\mathbf{H}} \left\| \mathbf{H}^{-1} \right\|_2 < 1.
\]

Assume \((\Psi \mathbf{H})^T Q (\Psi \mathbf{H}) + \sum_i (X_i \mathbf{H})^T W_i (X_i \mathbf{H}) + S\) to be invertible and positive definite.
Then robust convergence is guaranteed for all $\mathbf{R} = r\mathbf{I}$.

**Proof of Lemma IV.3:** [8]. Given $(\Psi H)^T Q(\Psi H) + \sum_i (X_i H)^T W_i(X_i H) + S$ as an invertible and positive definite matrix, its singular value decomposition is

$$(\Psi H)^T Q(\Psi H) + \sum_i (X_i H)^T W_i(X_i H) + S = U\Sigma U^T,$$

where $U$ is a unitary matrix, and $\Sigma$ is a diagonal matrix of full rank with diagonal elements $\sigma_i$. Furthermore, define $Z \triangleq (U\Sigma U^T)^{-1}\{U(\Psi H)^T Q\Psi + \sum_i (X_i H)^T W_iX_i\}H^*$ and $\|Z\|_2 \triangleq \alpha < 1$. Therefore, the following derivation can be performed similar to those found in [8, 69],

$$\max_{\Delta} \|H\{((\Psi H)^T Q(\Psi H) + \sum_i (X_i H)^T W_i(X_i H) + S + R)^{-1}\{R - (\Psi H)^T Q\Psi + \sum_i (X_i H)^T W_iX_i\}H^*\}H^{-1}\|_2$$

$$\triangleq \|H\{U\Sigma U^T + rI\}^{-1}\{rI + U\Sigma U^T Z\Delta\}H^{-1}\|_2$$

$$\triangleq \|H\{\Sigma + rI\}^{-1}\{rU^T + \Sigma U^T Z\Delta\}H^{-1}\|_2$$

$$\leq \|H\|_2\|\{\Sigma + rI\}^{-1}\{rU^T + \Sigma U^T Z\Delta\}\|_2\|H^{-1}\|_2$$

$$\leq \|H\|_2\|\Sigma + rI\|^{-1}(rI + \alpha\Sigma)\|H\|_2^{-1}$$

$$= \max_i \frac{\sigma_i + r\sigma_i(H)}{\sigma_i + r\sigma_i(H)} < 1, \forall r \in \mathbb{R} \geq 0.$$

□

From Lemma IV.3, we can conclude that the weighting matrix $\mathbf{R} = r\mathbf{I}$ does not influence the robust convergence properties of the ILC controlled system. Because $Q$ and $W_i$ weight the performance objectives, $S$ should be designed such that the robust convergence condition in Lemma IV.2 holds. Similar statements and conclusions have been provided in [69] and [8].

Similarly, the requirement for robust convergence of systems with additional per-
formance metrics defined under classification III is $\gamma < 1$ where,

$$\gamma = \max_{\Delta} \left\| \mathbf{H} \left\{ (\Psi \mathbf{H})^T \mathbf{Q} (\Psi \mathbf{H}) + \sum_i \mathbf{T}_i^T \mathbf{W}_i \mathbf{T}_i + \mathbf{S} + \mathbf{R} \right\}^{-1} \left\{ \mathbf{R} - \left( (\Psi \mathbf{H})^T \mathbf{Q} \mathbf{Q} + \sum_i \mathbf{T}_i^T \mathbf{W}_i (\mathbf{T}_i \mathbf{H}^{-1}) \right) \hat{\mathbf{H}} \Delta \right\} \mathbf{H}^{-1} \right\|_2. \quad (4.19)$$

A direct extension of Lemmas IV.2 and IV.3 using (4.19) concludes that the weighting matrix $\mathbf{R}$ does not influence robust convergence for these class of systems. Therefore, $\mathbf{S}$ should be designed to mitigate the effects of model uncertainty.

4.3.3 Performance analysis

To investigate converged performance, we split the discussion into two segments.

4.3.3.1 Classification I

For complementary performance metrics, we focus the performance analysis on the full error signal. Given an update law (4.6) and learning filters (4.8)-(4.11) that satisfy Theorem IV.1, the norm of the bounded converged error is given as,

$$\lim_{j \to \infty} \| \mathbf{e}_j \|_2 = \| \mathbf{e}_\infty \|_2 = \| \mathbf{g}_d - \mathbf{H} \mathbf{u}_\infty \|_2 \leq \frac{\bar{\sigma}(\mathbf{H})}{\sigma(\mathbf{H})} \frac{s \bar{\sigma}(\mathbf{g}_d)}{\sigma(\mathbf{q}(\Psi \mathbf{H})^T (\Psi \mathbf{H}) + \sum_i w_i (\mathbf{X}_i \mathbf{H})^T (\mathbf{X}_i \mathbf{H}))} + s.$$

For practical use, $\mathbf{q}$ and $\mathbf{w}_i$ should be set to maximize system performance, while $s$ should be designed to satisfy Theorem IV.1 to ensure robustness in the presence of model uncertainty.

4.3.3.2 Classification II and III

For systems that include competing objectives, regardless of the specific domain, we consider two performance metrics, the error signal from the primary objective $\Psi \mathbf{e}$,
and the error signals from the additional performance metrics \( \varepsilon_i \).

Given an update law (4.6) and learning filters (4.8)-(4.11) that satisfy Theorem IV.1, the norm of the converged primary error signal is,

\[
\| \Psi e_\infty \|_2 = \| \Psi (g_d - Hu_\infty) \|_2 \\
\leq \frac{\bar{\sigma}(\Psi H)}{\sigma(\Psi H)} \sigma\left( q(\Psi H)^T(\Psi H) + \sum_i w_i(X_i H)^T(X_i H) \right) + s \\
+ \frac{\bar{\sigma}(\Psi H)\bar{\sigma}\left( \sum_i w_i(X_i H)^T \right)}{\sigma\left( q(\Psi H)^T(\Psi H) + \sum_i w_i(X_i H)^T(X_i H) \right) + s} \bar{\sigma}(z_i,d).  \tag{4.20}
\]

Assuming small values for \( z_i,d \), (4.20) can be simplified to,

\[
\| \Psi e_\infty \|_2 \leq C_{e,2} \frac{f(w_i) + s}{f(q, w_i) + s} \bar{\sigma}(\Psi g_d) + \epsilon.  \tag{4.21}
\]

where \( C_{e,2} = \frac{\bar{\sigma}(\Psi H)}{\sigma(\Psi H)} \).

For comparison, we also consider the converged errors from the additional performance metrics,

\[
\| \varepsilon_{i,\infty} \|_2 = \| (z_{i,d} - X_i Hu_\infty) \|_2 \\
\leq \frac{\bar{\sigma}(X_i H)}{\sigma(X_i H)} \sigma\left( q(\Psi H)^T(\Psi H) + \sum_i w_i(X_i H)^T(X_i H) \right) + s \\
+ \frac{q\bar{\sigma}(\Psi H)\bar{\sigma}(X_i H)}{\sigma\left( q(\Psi H)^T(\Psi H) + \sum_i w_i(X_i H)^T(X_i H) \right) + s} \bar{\sigma}(\Psi g_d) \\
+ \frac{\bar{\sigma}(X_i H)\bar{\sigma}\left( \sum_k w_k(X_k H)^T \right)}{\sigma\left( q(\Psi H)^T(\Psi H) + \sum_i w_i(X_i H)^T(X_i H) \right) + s} \bar{\sigma}(z_{k,d}).  \tag{4.22}
\]

where \( i = 1, 2, \ldots P, k = 1, 2, \ldots, i - 1, i + 1, i + 2, \ldots P, \) and \( P \) is the number of the additional performance metrics. Assuming small values for all \( z_{i,d} \) and \( z_{k,d} \), (4.22)
can be simplified to,

\[ \| \varepsilon_{i,\infty} \|_2 \leq \frac{f(q)}{f(q,w_i) + s} \tilde{\sigma}(\Psi g_d) + \varepsilon_1 + \varepsilon_2. \]  

(4.23)

With some small modifications as a result of replacing \( X \) with \( T \), similar relationships to those defined in (4.20) - (4.23) will also hold for classification III.

As can be seen from (4.21) and (4.23), converged performance results in a direct trade-off between the primary and additional metrics. Increasing the emphasis on the primary metric \( q \) results in a decrease in the converged error signal from (4.21) and an increase in (4.23). The opposite occurs when emphasizing the additional performance metrics \( w_i \).

Similar results can be obtained for the domain specific performance analysis. Please see Appendix B for full derivation of the converged error signals.

### 4.3.4 Tuning guidelines

Based on the analysis in 4.3.1-4.3.3, and assuming diagonal real-valued matrices \([ Q, S, R, W_i ] = [ qI, sI, rI, w_i I ]\), we provide the following design tuning guidelines for norm-optimal multi-objective ILC (illustrated in Fig. 4.2):

s1 \( Q \) design: Determine the \( q \) gain to meet the primary performance requirements. Generally, \( q = 1 \) for uniform weighting of the error.

s2 \( S \) design: Design \( s \) to ensure the system is robust in the presence of model uncertainty. Start with \( s \approx 0.01 \| H \|_2 \). Ensure that the system is stable.

s3 \( W_i \) design: Start with \( w_i = 0 \) and increase the \( w_i \) gain until the performance of the \( i_{th} \) objective meets the desired performance requirements. If there exists a trade-off between the primary and additional performance objectives, determine \( w_i \) to meet this trade-off.

s4 \( S \) design: Subsequently reduce \( s \) until the system diverges. Select the gain as
Figure 4.2: Flowchart for design guidelines

\[ s = 2 \cdot s_{\text{min}} \] to provide a safety factor.

s5 **R** design: Start with \( r = 0 \) and increase \( r \) until the steady-state error fluctuations are within the desired bounds.

### 4.4 Simulation Set-up and Demonstration

#### 4.4.1 Additive Manufacturing System: Electrohydrodynamic Jet Printing

To validate the performance capabilities of the proposed framework, we consider a micro-additive manufacturing process known as electrohydrodynamic jet (e-jet) printing [70, 71, 72], Fig. 4.3. E-jet printing has demonstrated superior resolution (sub 0.1 – 10\( \mu \)m) as compared to ink-jet printing (> 30\( \mu \)m), printing micron and
Figure 4.3: Schematic diagram of an e-jet system and reference image (64 × 64 grayscale image of a tiger where the eyes are selected as the primary points of interest).

Figure 4.4: Temporal dynamics of e-jet printing: the material deposition is driven by the applied voltage and the width of a pulse width.

submicron scale droplets using a wide variety of inks such as organic and inorganic materials, and suspensions of solids (e.g. silver nanoparticles and DNA) [73, 74, 75].

Figure 4.3 also shows the reference image used in these demonstrative simulations. The image is a 64 × 64 gray-scale image of a tiger. Note that white area (a value of 1) denotes a maximum height of material, while the black area (a value of 0) represents locations with zero material deposition.

The dynamics of E-jet printing can be split into the temporal dynamics that drive the ejection process, and the spatial dynamics that govern the patterning of the
Steady-state behavior of the ejected material is represented in the spatial pattern that is deposited on the substrate. The spatial pattern is defined through the spreading of a droplet at a given point in space. This behavior is represented as a truncated 2D Gaussian distribution, Fig. 4.5. The distribution of the material is mathematically represented by the spatial impulse function, \( h(x, y) \), given as \[38, 42, 49\],

\[
h(x, y) = \alpha e^{-\frac{(x-x_0)^2 + (y-y_0)^2}{2\sigma^2}}
\]

where \( \alpha = 0.031\mu m\text{msec}^{-\frac{1}{2}}, \sigma = 1.415\mu m\), and \( h(x, y) \) is sampled at \( x = 0, 1, \ldots, 12\mu m \) and \( y = 0, 1, \ldots, 12\mu m \) [49].

### 4.4.2 Performance objectives

To demonstrate the proposed control framework on a model of this high-resolution additive manufacturing process, two critical performance objectives associated with this application must be evaluated: image quality and material use. To evaluate
image quality mathematically, the image quality index is borrowed from the field of image processing [76] and applied to additive manufacturing.

**Definition 7.** Image quality index is the product of the brightness of a select group of pixels within the image that are of great importance (also termed focus), the brightness of the entire map, and the contrast between the selected locations and the surrounding pixels ([76]).

\[
\Phi_j = \left( \frac{\| \Psi_e \|_2}{\| \Psi_0 \|_2} \right) \left( \frac{\| \varepsilon_{b,j} \|_2}{\| \varepsilon_{b,0} \|_2} \right) \left( \frac{\| \varepsilon_{c,j} \|_2}{\| \varepsilon_{c,0} \|_2} \right).
\]

Image quality ranges from [0, 1], with 0 denoting high image quality and 1 denoting poor image quality.

**Definition 8.** Focus defines a specific selection of locations in the image that are of great importance, and therefore should be emphasized within the performance output.

**Definition 9.** Brightness is a measure of the output map as compared to the desired reference image. Perfect image brightness is denoted with the value 0, with the image degrading to an undesirable map for a value of one.

**Definition 10.** Contrast defines the interface between the selected locations of focus (interest) and the surrounding pixels or locations in the spatial map.

We now separate image quality and material use into primary, complementary, and competing objectives.

### 4.4.2.1 Primary performance objective

The primary performance objective is defined as a group of selected locations that are of primary interest. This objective defines the **focus** of the image, and combines with the additional complementary objectives to achieve an overall performance quality index (see (4.24)-(4.26)).
4.4.2.2 Complementary performance objectives

The complementary performance objectives include overall image quality termed brightness, and the interface points between the selected points of interest and their respective boundary points. These interface points are termed contrast points. The primary and complementary performance metrics are grouped into a single objective labeled image quality. Borrowing from classical image processing [76] and the definition provided above, image quality can be mathematically represented as,

**focus:** $\Psi e_j = \Psi(g_d - Hu_j)$, \hspace{1cm} (4.24)

**contrast:** $\varepsilon_{c,j} = Xe_j$, \hspace{1cm} (4.25)

with $X_c = C_s^{-1}(C_s - C_b)$ defined in (4.28)-(4.29),

**brightness:** $\varepsilon_{b,j} = Xb e_j$, \hspace{1cm} with $X_b = I$. \hspace{1cm} (4.26)

To illustrate the concept of contrast, Fig. 4.6 shows an example output map where the gray locations in the map represent the selected points of interest and the white blocks represent the boundary indices. As an example, consider the interface at $g_j(2,2)$. There exist 5 adjacent boundary points; $[g_j(1,1), g_j(1,2), g_j(1,3), g_j(2,1), g_j(2,2), g_j(2,3), g_j(2,4), g_j(3,2), g_j(3,3), g_j(3,4), g_j(4,1), g_j(4,2), g_j(4,3), g_j(4,4)]$.

![Figure 4.6: Output example to illustrate the contrast performance metric. Gray locations indicate focus points; white blocks define boundary indices.](image-url)


\[ g_j(3, 1) \]. Given these boundary points, the interface at \( g_j(2, 2) \) can be defined as,

\[
Z_j(2, 2) = \frac{1}{5} \left\{ \sum_{i=1}^{3} \left( g_j(2, 2) - g_j(1, i) \right) + \right. \\
\left. \sum_{k=2}^{3} \left( g_j(2, 2) - g_j(k, 1) \right) \right\}. \tag{4.27}
\]

Generalizing (4.27) and vectorizing the resultant formula, the generalized contrast performance metric can be defined,

\[
Z_{c,j} = X_c g_j = C_s^{-1} (C_s - C_b) g_j. \tag{4.28}
\]

In (4.28), the variable \( C_b \) defines the matrix of interface locations around a selected point and can be mathematically represented as,

\[
C_b = \begin{bmatrix}
  c_b(1, 1) & \ldots & c_b(1, MN) \\
  \vdots & \ddots & \vdots \\
  c_b(MN, 1) & \ldots & c_b(MN, MN)
\end{bmatrix},
\]

with \( c_b(i, j) \) used to represent an interface location,

\[
c_b(i, j) = \begin{cases} 
  1, & i = n_p, \\
  j = interface \ location \ around \ n_p, \\
  p = 1, \ldots, \bar{M} \\
  0, & otherwise.
\end{cases}
\]
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In (4.28), $C_s$ is a diagonal matrix denoting the number of interface locations,

$$C_s = \begin{bmatrix}
  c_s(1, 1) & 0 \\
  \vdots & \ddots \\
  0 & c_s(MN, MN)
\end{bmatrix},$$

(4.29)

where $c_s$ sums the number of boundary points around a point of interest $n_p$,

$$c_s(i, i) = \begin{cases} 
  \sum_{j=1}^{MN} c_b(i, j), & i = n_p, \quad p = 1, \ldots, \bar{M} \\
  0, & \text{otherwise}
\end{cases}$$

Please see Appendix C for examples of $C_b$ and $C_s$ matrices based on Fig. 4.6.

### 4.4.2.3 Competing performance objectives

Although 3D printing provides material savings over many other fabrication techniques (e.g. lithography, milling), there are applications in bio-printing in which the materials are extremely expensive and therefore usage should be minimized. In such instances, there is a design trade-off between device performance (e.g. signal resolution in a bio-sensor) and material use.

Given the phase changes (e.g. evaporation) and other means of material loss that occur post printing; the true amount of material utilized during the fabrication process is defined with respect to the input signal, rather than the output signal.

**material use:** $\varepsilon_{m,j} = m_d - m_j$

$$= m_d - T_m u_j$$

$$= m_d - \begin{bmatrix} v & 0 \\
  0 & \ddots \\
  0 & 0 & v
\end{bmatrix} u_j$$

(4.46)

In (4.46), $\varepsilon_{m,j}$ defines the error signal for material use, where $m_d$ and $m_j$ denote
desired and measured material usage. The amount of material released per millisecond pulse width is defined as $v = 0.1 \mu m^3/msec$ based on experimental testing [77].

4.4.2.4 Cost function

Using the performance objectives defined in (4.24)-(4.26) and (4.46), a multi-objective cost function can be determined.

$$ J = u_{j+1}^T Su_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j) + \underbrace{\varepsilon_{m,j+1}^T W_m \varepsilon_{m,j+1}}_{\text{Classification III: material use}}$$

$$ + \underbrace{(\Psi e_{j+1})^T Q (\Psi e_{j+1})}_{\text{Primary: focus}} + \underbrace{\varepsilon_{c,j+1}^T W_c \varepsilon_{c,j+1}}_{\text{Classification I: contrast}} + \underbrace{\varepsilon_{b,j+1}^T W_b \varepsilon_{b,j+1}}_{\text{Classification I: brightness}}$$

In (4.47), $Q$, $W_c$, $W_b$, and $W_m$ are the weighting matrices on the error signals for focus, contrast, brightness and material usage.

4.4.3 Simulation Setup

To provide a more realistic simulation, we consider a system with model uncertainty and noise. In [49], the quantified deviation of the spatial impulse function, $\hat{g}(x, y, u)$ is provided. This is experimentally generated based on AFM data. $\hat{g}(x, y, u)$ depends on the input signal and defines nonlinear, unmodeled dynamics that lead to model uncertainty in the system. External disturbances are modeled as white noise, $\eta_j(x, y) = \mathcal{N}(0, 0.0125) \mu m$ for all $j$. Given these definitions, the plant dynamics of the simulated e-jet printing system are defined as,

$$ g_j = Hu_j + \hat{g}(u_j) + \eta_j,$$

where $\hat{g}(u_j)$ and $\eta_j$ are vectorized forms of $\hat{g}(x, y, u)$ and $\eta_j(x, y)$, respectively.
Norm optimal ILC controllers were designed to satisfy the condition for monotonic convergence. Weighting gains and convergence rates for 4 cases are provided in Table 4.1. To illustrate the effects of design on convergence rate, different controllers were designed using the methodology presented in subsection 4.3.4 to ensure stable systems with consistent convergence rates.

### 4.4.4 Simulation results

To validate the effect of different weighting gains on image quality and material usage, simulation tests were conducted for the four cases provided in Table 4.1. Figures 4.7 and 4.8 illustrate the converged values of the image quality and material use as a function of the different cases. Case 1 represents the baseline performance with an emphasis on the primary objective; a focus on the tiger’s eyes, Fig. 4.9(a). Subsequent cases provide a comparison between the baseline case and the impact of emphasizing brightness Fig. 4.9(b), contrast Fig. 4.9(c), and material use Fig. 4.9(d).

Note from Table 4.1 that the criteria for convergence ($\gamma < 1$) was satisfied for all cases. In order to achieve consistent convergence results (i.e. the same $\gamma$ value), the $r$ gain was increased in cases 2 and 4. This follows the relationship denoted in Fig. 4.1. Case 3 did not require a substantial modification to the $r$ gain, which may be attributed to the smaller changes observed in this case as compared to case 1 as illustrated in Figs. 4.7 and 4.8.

As can be seen from Fig. 4.7, increasing the $w_i$ weightings for brightness (case 2) and contrast (case 3) result in an increase in the image quality, while an emphasis

<table>
<thead>
<tr>
<th>Case</th>
<th>$q$</th>
<th>$s$</th>
<th>$r$</th>
<th>$w_b$</th>
<th>$w_c$</th>
<th>$w_m$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$1e^{-4}$</td>
<td>$1.00e^{-3}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.909</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$1e^{-4}$</td>
<td>$1.08e^{-3}$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.909</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$1e^{-4}$</td>
<td>$1.00e^{-3}$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.909</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$1e^{-4}$</td>
<td>$1.01e^{-1}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.909</td>
</tr>
</tbody>
</table>
Figure 4.7: Converged results of the image quality for the four weighting matrix designs.

on material use (case 4) decreases the image quality. The reverse can been seen from the perspective of material use shown in Fig. 4.8; the largest *material savings* were observed when weighting material use (case 4), while the most *material use* stemmed from an emphasis on image brightness (case 2). These results follow the correlations described in equations (4.21) and (4.23), and are further verified in Fig. 4.9.

The output images after 30 iterations can be seen in Fig. 4.9. Figure 4.9(a) provides a baseline image where the additional performance metrics are not weighted: \([w_b, w_c, w_m] = [0, 0, 0]\). As shown in Fig. 4.9(b), increasing the \(w_b\) gain for brightness improves the image quality over the entire image at the expense of material use. Although increasing the \(w_c\) contrast gain improves the image quality around the selected locations (see Fig. 4.9(c)), the boundary change is subtle and does not require as significant an increase in material use as the brightness metric. Figure 4.9(d) (increase in \(w_m\) metric) clearly illustrates the trade-off between image quality
Figure 4.8: Converged results of the material use for the four weighting matrix designs.

Figure 4.9: Simulation results as a function of objective function weightings.

and material use.
4.5 Concluding Remarks

This chapter presents multi-objective spatial ILC as an enabling tool for evaluating the performance advantages of multiple performance objectives in applications that require spatial closeness. Independent from time, these performance objectives are defined along a 2D spatial map with respect to \((x, y)\) and are used for design and performance optimization. The multi-objective spatial ILC framework is analogous to the multi-objective temporal ILC framework, but there exists key modifications which stem from the 2D formulation of the performance objectives in the spatial domain. The specific contributions of this work include: (1) the extension of the multi-objective learning framework from the time domain to the spatial domain, (2) the development of a more formal and generalized multi-objective ILC framework, (3) new stability and convergence analyses based on the generalized framework, as well as an updated design methodology, and (4) a simulation validation of the new control approach on a model of a high-resolution additive manufacturing system.

To demonstrate the proposed framework, we considered a micro-additive manufacturing process, electrohydrodynamic jet (e-jet) printing, and the fabrication of an image which focused on some critical locations. Image quality and material usage were used to compare performance trade-offs for design and performance optimization. Simulation results with varying weighting gains illustrated the advantages of the proposed spatial framework for optimizing multiple performance metrics within a single framework. By addressing multiple performance objectives, a more customized fabrication process is possible. Through this customization, the control designer can more readily observe the trade-off benefits associated with varying performance metrics to enable an informed control design for enhanced fabrication.

The ability to personalize the control design to specific cases is particularly important for additive manufacturing; a manufacturing paradigm enabling new construct designs and less material waste than traditional manufacturing methods. To fully
explore the benefits of this manufacturing paradigm, the control architecture must provide the necessary design flexibility and customization to enable the fabrication process. The multi-objective learning controller presented in this chapter provides a promising option to address this need.
CHAPTER V

Design and Analysis for a Centralized Weighting Matrix

In this chapter, we provide a single weighting matrix design for multiple performance objectives as an extension to the multi-objective iterative learning control framework presented in Chapters III and IV. While the initial format provided in Chapter IV presents a distributed design approach (see Eqs. (4.8)-(4.11)), weighting of the primary and complementary performance metrics can be captured within a single weighting matrix. To illustrate this centralized approach, we present the relevant analysis and a numerical example.

5.1 Single Weighting Matrix Design and Analysis

Recall that the generalized cost function for the multi-objective iterative learning controller from (3.6) can be given as,

\[ J = (\Psi e_{j+1})^T Q (\Psi e_{j+1}) + u_{j+1}^T S u_{j+1} + (\Delta u_{j+1})^T R (\Delta u_{j+1}) + \sum_i \varepsilon_{i,j+1}^T W_i \varepsilon_{i,j+1}, \]

where \( Q = q I \), \( S = s I \), \( R = r I \) and \( W_i = w_i I \) are positive-valued diagonal matrices. Given the structure of the lifted matrix formulation, we can combine the primary and classification I performance metrics into a single \( Q \) weighting matrix design. Classifi-
cations II and III can be combined with the weighting on the control input as a single S matrix. For brevity we will only present the full derivation and simple example for the single Q weighting matrix design. Similar approaches and assumptions can be applied to the single S weighting matrix design, with a few important notes provide in subsection 5.2.

5.1.1 Single $\bar{Q}$ Design

To design for a single weighting gain applied to the error signal, the following assumptions must be satisfied:

A1 The additional performance metrics must be classified as complementary metrics (classification I), in which the error signal can be defined as a function of the original error signal, $\varepsilon_{i,j+1} = X_i e_{j+1}$.

A2 The weighting gains $q$ and $w_i$ must be directly proportional to the centralized gain $\bar{q}$.

Assumption 1 ensures that the performance metrics can be written as an equivalent centralized matrix that emphasized the error signal. Assumption 2 is not a necessary requirement for combining classification I and the primary performance metric into a single weighting matrix. If this assumption is not satisfied, then the combined matrix directly follows the discretized design and there are not potential advantages to this design architecture. If assumption 2 is satisfied, then the proportional gains represent the relative importance of each metric and are used to derive a common centralized gain $\bar{q}$.

Applying these assumptions, the cost function (3.6) can be rewritten as,

$$
J = (\Psi e_{j+1})^T Q (\Psi e_{j+1}) + u_{j+1}^T S u_{j+1} + (\Delta u_{j+1})^T R (\Delta u_{j+1}) + \sum_i \varepsilon_{i,j+1}^T W_i \varepsilon_{i,j+1}
$$

$$
= e_{j+1}^T \bar{Q} e_{j+1} + u_{j+1}^T S u_{j+1} + (\Delta u_{j+1})^T R (\Delta u_{j+1}),
$$

(5.1)
with

\[
\bar{Q} = \Psi^T Q \Psi + \sum_i X_i^T W_i X_i \tag{5.2}
\]

\[
= q \Psi^T \Psi + \sum_i w_i X_i^T X_i \\
= \bar{q} (\frac{q}{q} \Psi^T \Psi) + \bar{q} \left( \sum_i \frac{w_i}{q} X_i^T X_i \right) \\
= \bar{q} (\alpha \Psi^T \Psi + \sum_i \beta_i X_i^T X_i).
\]

In (5.2), \( q = \alpha \bar{q} \) and \( w_i = \beta_i \bar{q} \), where \( \{\alpha, \beta_i\} \) are gains that represent the relative importance of the metrics, and satisfy the condition \( \alpha + \sum_i \beta_i = 1 \). If \( \{\alpha, \beta_i\} \) are constant, than only one gain \( \bar{q} \) may be tuned to achieve the desired performance results.

If the performance does not meet the design requirements, \( \{\alpha, \beta_i\} \) must be revised and the tuning process repeated. This may lead to several design iterations while the optimal gains are found. This two-step tuning process is more time consuming than in the discrete case, and may provide a less direct method for understanding the impact of weighting the additional performance metrics on the overall system performance.

Taking the derivative of (5.1) with respect to \( u_{j+1} \) results in the following control update law,

\[
u_{j+1} = L_u u_j + L_e e_j \tag{5.3}
\]

with

\[
L_u = \left( H^T \bar{Q} H + S + R \right)^{-1} \left( H^T \bar{Q} H + R \right) \tag{5.4}
\]

\[
L_e = \left( H^T \bar{Q} H + S + R \right)^{-1} H^T \bar{Q}. \tag{5.5}
\]
Utilizing the same process presented in Chapter IV, monotonic convergence of the system error,

\[ \| e_\infty - e_{j+1} \|_2 \leq \gamma \| e_\infty - e_j \|_2, \]

is guaranteed if and only if the convergence rate satisfies \( \gamma < 1 \), where \( \gamma \) is now defined in terms of \( \bar{q}, \alpha \) and \( \beta_i \).

\[
\gamma \triangleq \frac{\| \mathbf{H} \left\{ \mathbf{H}^T \bar{Q} \mathbf{H} + \mathbf{S} + \mathbf{R} \right\}^{-1} \mathbf{R} \mathbf{H}^{-1} \|_2}{\sigma(\mathbf{H}) \bar{\sigma}(\mathbf{H}) \frac{r}{\sigma(\mathbf{H}) \sigma(\mathbf{H}^T \bar{Q} \mathbf{H}) + s + r}} 
\triangleq \frac{\sigma(\mathbf{H})}{{\sigma(\mathbf{H})} \bar{\sigma}(\mathbf{H})} \frac{r}{\bar{q} \left\{ \alpha(\Psi \mathbf{H})^T(\Psi \mathbf{H}) + \sum_i \beta_i(X_i \mathbf{H})^T(X_i \mathbf{H}) \right\} + s + r}. 
\]

To investigate converged performance with a single weighting gain design, the norm of the bounded converged error is given as,

\[
\lim_{j \to \infty} \| e_j \|_2 = \| e_\infty \|_2 = \| \mathbf{g}_d - \mathbf{H} \mathbf{u}_\infty \|_2 
\leq \frac{\bar{\sigma}(\mathbf{H}) s \bar{\sigma}(\mathbf{g}_d)}{\sigma(\mathbf{H}) \sigma(\mathbf{H}^T \bar{Q} \mathbf{H}) + s} 
\triangleq \frac{\sigma(\mathbf{H})}{{\sigma(\mathbf{H})} \bar{\sigma}(\mathbf{H})} \frac{s \bar{\sigma}(\mathbf{g}_d)}{\bar{q} \left\{ \alpha(\Psi \mathbf{H})^T(\Psi \mathbf{H}) + \sum_i \beta_i(X_i \mathbf{H})^T(X_i \mathbf{H}) \right\} + s}. 
\]

For practical use, \( \bar{q} \) should be set to maximize system performance, while \( s \) must be designed to ensure robustness in the presence of model uncertainty. Similar to conventional ILC, the designs of \( \bar{q} \) and \( s \) follow the standard performance/robustness trade-off.

### 5.1.2 Simple example

To provide a simple demonstrative example, we use a modified cost function for the additive manufacturing system (4.47) presented in Chapter IV. In this example,
we disregard material usage and focus on the image quality applied to the output map Fig. 5.1.

\[
J = u_{j+1}^T S u_{j+1} + (\Delta u_{j+1})^T R (\Delta u_{j+1}) \\
+ (\Psi e_{j+1})^T Q (\Psi e_{j+1}) + \epsilon_{e,c,j+1}^T W_c \epsilon_{e,c,j+1} + \epsilon_{e,b,j+1}^T W_b \epsilon_{e,b,j+1}
\]

(5.6)

The cost function (5.6) can be rearranged to,

\[
J = e_{j+1}^T \bar{Q} e_{j+1} + u_{j+1}^T S u_{j+1} + (\Delta u_{j+1})^T R (\Delta u_{j+1}),
\]

where \( \bar{Q} = \Psi^T Q \Psi + X_c^T W_c X_c + X_b^T W_b X_b = q \Psi^T \Psi + w_c X_c^T X_c + w_b X_b^T X_b. \)

Applying the definitions provided in subsection 4.4.2.2 to the map illustrated in Fig. 5.1, \( \Psi, X_c, \) and \( X_b \) can be written as,

\[
\Psi = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}, \quad X_c = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-0.2 & -0.2 & -0.2 & -0.2 & 1 & 0 & -0.2 & 0 & 0 \\
0 & -0.5 & -0.5 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -0.5 & 0 & 0 & -0.5 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}, \quad X_b = I
\]

Figure 5.1: Output example where gray locations denote the selected points and the white blocks indicate contrast locations.
From these definitions, \( \bar{Q} = q \Psi^T \Psi + w_c X_c^T X_c + w_b X_b^T X_b \) is obtained as,

\[
\bar{Q} = \begin{bmatrix}
0.04 w_c + w_b & 0.04 w_c & 0.04 w_c & 0.04 w_c & -0.2 w_c & 0 & 0.04 w_c & 0 & 0 \\
0.04 w_c & 0.29 w_c + w_b & 0.29 w_c & 0.04 w_c & -0.2 w_c & -0.5 w_c & 0 & 0.04 w_c & 0 \\
0.04 w_c & 0.29 w_c & 0.29 w_c + w_b & 0.04 w_c & -0.2 w_c & -0.5 w_c & 0 & 0.04 w_c & 0 \\
0.04 w_c & 0.29 w_c & 0.29 w_c + w_b & 0.04 w_c & -0.2 w_c & -0.5 w_c & 0 & 0.04 w_c & 0 \\
-0.2 w_c & -0.2 w_c & -0.2 w_c & -0.2 w_c & q + w_c + w_b & 0 & 0 & 0 & 0 \\
0 & -0.5 w_c & -0.5 w_c & 0 & 0 & q + w_c + w_b & 0 & 0 & 0 \\
0.04 w_c & 0.04 w_c & 0.04 w_c & 0.04 w_c & -0.2 w_c & 0 & 0.04 w_c & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

(5.7)

To design \( Q \) with a single weighting gain \( q \), we divide \( q \) out of the matrix in (5.7).

\[
\bar{Q} = q
\]

\[
\begin{bmatrix}
0.04 \beta_c + \frac{w_b}{q} & 0.04 \beta_c & 0.04 \beta_c & 0.04 \beta_c & -0.2 \beta_c & 0 & 0.04 \beta_c & 0 & 0 \\
0.04 \beta_c & 0.29 \beta_c + \frac{w_b}{q} & 0.29 \beta_c & 0.04 \beta_c & -0.2 \beta_c & -0.5 \beta_c & 0 & 0.04 \beta_c & 0 \\
0.04 \beta_c & 0.29 \beta_c & 0.29 \beta_c + \frac{w_b}{q} & 0.04 \beta_c & -0.2 \beta_c & -0.5 \beta_c & 0 & 0.04 \beta_c & 0 \\
0.04 \beta_c & 0.29 \beta_c & 0.29 \beta_c + \frac{w_b}{q} & 0.04 \beta_c & -0.2 \beta_c & -0.5 \beta_c & 0 & 0.04 \beta_c & 0 \\
-0.2 \beta_c & -0.2 \beta_c & -0.2 \beta_c & -0.2 \beta_c & \frac{\alpha + \beta_c + \beta_b}{q} & 0 & 0 & 0 & 0 \\
0 & -0.5 \beta_c & -0.5 \beta_c & 0 & 0 & \frac{\alpha + \beta_c + \beta_b}{q} & 0 & 0 & 0 \\
0.04 \beta_c & 0.04 \beta_c & 0.04 \beta_c & 0.04 \beta_c & -0.2 \beta_c & 0 & 0.04 \beta_c & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

In this configuration, \( \beta_c = \frac{w_c}{q} \), \( \beta_b = \frac{w_b}{q} \), and \( \alpha = \frac{q}{q} \).

While the \( \bar{Q} \) matrix structure is image specific, weighting gain design can be simplified to the following three steps: (1) select the appropriate relative importance of the different performance metrics such that they satisfy the condition \( \alpha + \sum_i \beta_i = 1 \), (2) design \( \bar{q} \) to maximize performance, and (3) design \( s \) and \( r \) to meet robustness and convergence requirements.
5.1.3 Simulation Demonstration

To determine the effect of $\bar{q}$ design on image quality, we conduct a series of demonstration tests utilizing the cost function (5.6), and tiger image from Fig. 4.3. Relative importance of the metrics is assigned as the following, $\{q, w_c, w_b\} = \{0.5, 0.45, 0.05\}$, where brightness is identified as the least important metric, respectively. Utilizing these gains, the weighting matrix $\bar{Q}$ can be written as,

$$\bar{Q} = \bar{q}(0.5\Psi^T\Psi + 0.45X_c^TX_c + 0.05X_b^TX_b)$$

The weighting gains $s$ and $r$ are fixed constants $\{s, r\} = \{1e^{-4}, 1e^{-3}\}$, while $\bar{q}$ is varied as $\{0.5, 1, 2\}$. The weighting gains and quality indices are provided in Table 5.1. As can be seen, larger $\bar{q}$ gains lead to smaller image quality values, where a small quality index indicates better image quality.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\bar{q}$</th>
<th>$q$</th>
<th>$w_c$</th>
<th>$w_b$</th>
<th>$s$</th>
<th>$r$</th>
<th>Quality index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>0.5</td>
<td>0.25</td>
<td>0.225</td>
<td>0.025</td>
<td>$1e^{-4}$</td>
<td>$1e^{-3}$</td>
<td>0.074</td>
</tr>
<tr>
<td>Case II</td>
<td>1</td>
<td>0.5</td>
<td>0.45</td>
<td>0.05</td>
<td>$1e^{-4}$</td>
<td>$1e^{-3}$</td>
<td>0.029</td>
</tr>
<tr>
<td>Case III</td>
<td>2</td>
<td>1</td>
<td>0.9</td>
<td>0.1</td>
<td>$1e^{-4}$</td>
<td>$1e^{-3}$</td>
<td>0.016</td>
</tr>
</tbody>
</table>

Table 5.2: Alternative weighting gains for same quality index

<table>
<thead>
<tr>
<th>Case</th>
<th>$q$</th>
<th>$w_c$</th>
<th>$w_b$</th>
<th>$s$</th>
<th>$r$</th>
<th>Quality index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case I</td>
<td>0.25</td>
<td>0.225</td>
<td>0.025</td>
<td>$1e^{-4}$</td>
<td>$1e^{-3}$</td>
<td>0.074</td>
</tr>
<tr>
<td>Alternative I</td>
<td>1</td>
<td>1</td>
<td>0.0174</td>
<td>$1e^{-4}$</td>
<td>$1e^{-3}$</td>
<td>0.074</td>
</tr>
<tr>
<td>Alternative II</td>
<td>1</td>
<td>0</td>
<td>0.038</td>
<td>$1e^{-4}$</td>
<td>$1e^{-3}$</td>
<td>0.074</td>
</tr>
</tbody>
</table>

Interestingly, matrix designs that utilize a centralized $\bar{Q}$ and constant $\{\alpha, \beta_i\}$ values have a one-to-one mapping between image quality and the single gain $\bar{q}$. This mapping is defined through the fixed ratios between the weighting gain and the performance metrics. Recall that if the performance does not satisfy the design requirements, the $\{\alpha, \beta_i\}$ ratios can be revised and $\bar{q}$ re-tuned until a satisfactory performance
As stated above, using the centralized design may result in a more indirect understanding of the relative importance of the different performance metrics. For example, in a distributed framework, alternative weighting gain designs may result in the same quality index value with noticeably varying output results, see Table 5.2 and Figs. 5.2 and 5.3. While this variation is possible with a centralized design approach, the direct design flexibility obtained by using a distributed design approach provides much faster tuning of the output results, with more obvious design intuition.
5.2 Single $\bar{S}$ Design

Similar to the single $\bar{Q}$ weighting matrix design, a set of assumptions must be met to enable the combination of the weighting matrices $S$ and $W_i$ into a single matrix.

A1 The desired values for the competing metrics are zero; i.e. $z_{i,j} = 0$ for all classification II or III performance metrics.

A2 Weighting gains $s$ and $w_i$ are directly proportional to the centralized gain $\bar{s}$.

Applying these assumptions, the cost function (3.6) can be rewritten as,

$$J = (\Psi e_{j+1})^T Q(\Psi e_{j+1}) + u_{j+1}^T S u_{j+1} + (\Delta u_{j+1})^T R(\Delta u_{j+1}) + \sum_i \varepsilon_{i,j+1}^T W_i \varepsilon_{i,j+1}$$

$$= (\Psi e_{j+1})^T Q(\Psi e_{j+1}) + u_{j+1}^T \bar{S} u_{j+1} + (\Delta u_{j+1})^T R(\Delta u_{j+1})$$

For classification II performance metrics, the centralized $\bar{S}$ matrix is defined as,

$$\bar{S} = S + \sum_i (X_iH)^T W_i (X_iH)$$

$$= s I + \sum_i w_i (X_iH)^T (X_iH)$$

$$= \bar{s} \left( \frac{s}{\bar{s}} I + \bar{s} \left( \sum_i \frac{w_i}{\bar{s}} (X_iH)^T (X_iH) \right) \right)$$

$$= \bar{s} \left( \alpha I + \sum_i \beta_i (X_iH)^T (X_iH) \right)$$

For classification III performance metrics, the centralized $\bar{S}$ matrix is defined as,

$$\bar{S} = S + \sum_i T_i^T W_i T_i$$

$$= s I + \sum_i w_i T_i^T T_i$$

$$= \bar{s} \left( \frac{s}{\bar{s}} I + \bar{s} \left( \sum_i \frac{w_i}{\bar{s}} T_i^T T_i \right) \right)$$

89
\[ s = s \left( \alpha I + \sum_i \beta_i T_i^T T_i \right), \]

where \( s = \alpha \bar{s} \) and \( w_i = \beta_i \bar{s} \), and \( \{\alpha, \beta_i\} \) satisfy the condition \( \alpha + \sum_i \beta_i = 1 \).

As with the constrained single \( \bar{Q} \), if the ratios between \( s \) and \( w_i \) are fixed, we can simplify the controller design to a single \( \bar{s} \) gain. It is important to note that \( \bar{s} \) is related to both the control input and the competing performance metrics. As such, an increase in \( \bar{s} \) results in an increase in the weighting on the competing performance metrics, as well as a more conservative control approach overall as a result of the increased weighting on the control input. In this architecture, the performance/robustness tradeoff for additional performance metrics is directly correlated to the gain \( \bar{s} \). To truly adjust the tradeoff between robustness and performance, one must modify the \( \{\alpha, \beta_i\} \) gains and then re-tune the \( \bar{s} \) gain. Once gain, the distributed approach presented in the original multi-objective framework leads to more direct design flexibility with a more intuitive tuning structure.

### 5.3 Concluding Remarks

This chapter presents the design and analysis of a single centralized weighting matrix that addresses multiple complementary or competing performance metrics as an extension to the multi-objective iterative learning control framework presented in Chapters III and IV. The specific contributions of this chapter include: (1) the design and analysis of a single \( \bar{Q} \) and \( \bar{S} \) weighting matrix, and (2) a simple simulation demonstration for the single \( \bar{Q} \) weighting matrix that illustrates the design constraints in the centralized approach. From this chapter, we can clearly illustrate the enhanced design flexibility that is provided through the distributed approach.
CHAPTER VI

Multi-Objective Region-to-Region Iterative Learning Control

Conventionally, ILC has been applied to systems that perform the same task over numerous iterations. In Chapter III we considered the task of tracking a subset of reference points that are fixed for all iterations. In this chapter we explore the case where the system exhibits reference uncertainty. For example, consider an application where an unmanned air vehicle (UAV) is tasked with collecting information from an unattended ground sensor (UGS). If the exact locations of the UGSs are uncertain, we can assume a bounded region from which sensor data transmission can be guaranteed. To control such systems, we investigate region-to-region learning approaches for handling uncertain references. Controller analysis and a simulation demonstration are provided to validate the proposed learning controller.

6.1 Reformulation of the framework with reference uncertainty

Building from the point-to-point ILC framework defined in Chapter III, we introduce additive uncertainty into the reference signal $y_d$ such that $y_{d,j} = y_d + \Delta_{d,j}$. 
The error signal can now be written as,

\[ e_j = y_{\Delta_{d,j}} - Hu_j. \]  \hspace{1cm} (6.1)

Given the update law \( u_{j+1} = L_u u_j + L_e e_j \), learning filters (3.3)-(3.4), and the error signal from (6.1), recursion of the error is derived as,

\[
\Psi e_{j+1} = (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S + R \right\}^{-1} R (\Psi H)^{-1} \Psi e_j
\]

\[
+ (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S + R \right\}^{-1} S (\Psi H)^{-1} \Psi (y_d + \Delta_{d,j})
\]  \hspace{1cm} (6.2)

From (6.2) one can identify that the convergence rate \( \gamma = (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S + R \right\}^{-1} R (\Psi H)^{-1} \) is equivalent to the convergence rate derived in the point-to-point ILC algorithm presented in Chapter III. However, the presence of the reference uncertainty \( \Delta_{d,j} \) will directly impact the performance of the system.

Substituting (6.1) into update law \( u_{j+1} = L_u u_j + L_e e_j \),

\[
u_{j+1} = \left\{ (\Psi H)^T Q (\Psi H) + S + R \right\}^{-1} R u_j
\]

\[
+ \left\{ (\Psi H)^T Q (\Psi H) + S + R \right\}^{-1} (\Psi H)^T Q \Psi (y_d + \Delta_{d,j}).
\]  \hspace{1cm} (6.3)

Applying the \( w \)-transformation which was introduced in [8, 78, 79, 80], (6.3) is rewritten as,

\[
[w I - \left\{ (\Psi H)^T Q (\Psi H) + S + R \right\}^{-1} R] u_j
\]

\[
= \left\{ (\Psi H)^T Q (\Psi H) + S + R \right\}^{-1} (\Psi H)^T Q \Psi (y_d + \Delta_{d,j}).
\]  \hspace{1cm} (6.4)

For the worst case scenario, it is assumed that \( w = 1 \) for the nominal reference values and \( w = -1 \) for the additive uncertainty [8]. With these assumptions, (6.4) is
rewritten as,
\[ u_j = \left\{ (\Psi H)^T Q (\Psi H) + S \right\}^{-1} (\Psi H)^T Q \Psi y_d \]
\[ - \left\{ (\Psi H)^T Q (\Psi H) + S + 2R \right\}^{-1} (\Psi H)^T Q \Psi \Delta_{d,j}. \]  

(6.5)

Substituting (6.5) into \( \Psi e_j = \Psi y_{\Delta_{d,j}} - \Psi H u_j \) yields,
\[ \Psi e_j = \Psi y_{\Delta_{d,j}} - \Psi H u_j \]
\[ = \left[ I - (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S \right\}^{-1} (\Psi H)^T Q \right] \Psi y_d \]
\[ + \left[ I + (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S + 2R \right\}^{-1} (\Psi H)^T Q \Psi \right] \Delta_{d,j} \]  

(6.6)

**Lemma VI.1.** For bounded additive uncertainty \( \Delta_{d,j} \), the 2-norm of the steady-state error \( \| \Psi e_{\infty} \|_2 \) at the selected points (6.6) is bounded.

**Proof of Lemma VI.1:** If the trial varying disturbances are bounded, \( \| \Delta_{d,j} \|_2 \leq \beta < \infty \), the steady state error is bounded,
\[ \lim_{j \to \infty} \sup \| \Psi e_j \|_2 \leq \lim_{j \to \infty} \sup \left\| I - (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S \right\}^{-1} (\Psi H)^T Q \Psi y_d \right\|_2 \]
\[ + \left\| I + (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S + 2R \right\}^{-1} (\Psi H)^T Q \Psi \right\|_2 \Delta_{d,j} \|_{\Delta_{d,j}} \leq \left\| I - (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S \right\}^{-1} (\Psi H)^T Q \right\|_2 \| \Psi y_d \|_2 \]
\[ + \left\| I + (\Psi H) \left\{ (\Psi H)^T Q (\Psi H) + S + 2R \right\}^{-1} (\Psi H)^T Q \Psi \right\|_2 \beta \]

Because of the uncertainty, the error will continue to fluctuate after convergence. \( \square \)

Figure 6.1 and 6.2 show the sample of the uncertain locations and the error boundedness of the point-to-point ILC with uncertain locations.

An interesting application example can be found in the UAV/UGS surveillance tracking problem presented in [18]. If the bounded region lies within the signal transmission range, the system is guaranteed to transfer data; e.g. the error signal will be zero at any location where the UGS successfully transfers data to the UAV. To
address this we introduce a region-to-region learning framework in which the regions are modified to account for reference uncertainty.

6.2 A region-to-region framework

Recent surveillance strategies from the Air Force combine UAV and multiple UGSs into a single cohesive unit to leverage attributes from each system [81, 82]. Combining these two units into a single system results in a cooperative surveillance scenario in which the UAVs rely on information from the UGSs in order to detect and respond to an intruder. Given the repetitive nature of surveillance, ILC can be utilized to realize performance improvements from pass to pass.

In this work we assume that a region of successful communication transfer around an UGS is known; however, the location of the UGS is uncertain. If the uncertain locations $\Psi y_\Delta$ are bounded, the intersections of the uncertain regions can be used to identify a new region in which the UGSs can guarantee data transfer to the
UAV. Thus, the control objective is to determine an optimized surveillance flight that ensures that the UAV flies within the bounded region around an uncertain UGS location.

To simplify the problem, we define the following assumptions:

A1 The region of data transfer for a UGS is a circular pattern.

A2 The bounded region for the UGS is a circular pattern and contained within the bounded uncertain regions, Fig. 6.3.

A3 The uncertainty in the reference locations can be quantified through repetitive passes of a UAV.

A4 Repetitive passes of a UAV are used to identify the center-point of the UGS for each location. A data transfer region emanates in a circular pattern from this center-point.

A5 The bounded region of the UGS is iteration invariant.

Figure 6.3: Nominal locations, uncertain locations and center point of estimated region with signal transfer ranges.
Assumptions 1 and 2 are used to simplify the region mapping. In practice, the pattern of the region may be distorted due to environmental conditions such as a mountain or other obstacles that block the signal, or orientation and alignment issues with the UGS. Numerous passes in various orientations and locations would be required to adequately identify the region pattern within which the data signal is guaranteed to transfer. Assumptions 3 and 4 ensure that a bounded region can be determined within the reference uncertainty, with the center-point identified from the signal data. In practice, the center-point of the uncertain reference locations would not be directly measurable with the UAV unless a camera is utilized. In the absence of vision, sensor strength and directionality may be used to estimate the center-point for updated UGS locations. Lastly, assumption 5 changes the problem from an uncertainty problem to a region-based tracking problem. Once the bounded region has been identified, this assumption means that the system does not consider further uncertainties in the UGS location. This is reasonable in practice since majority of the issues that would limit the sensor range or disrupt the pattern of the region are static conditions.

Once the regions are defined, the region tracking error is defined as,

\[
\hat{e}(n_i) = \begin{cases} 
0, & \|y_c(n_i) - y(k)\|_2 \leq r(n_i) \text{ for any } k \\
e(n_i), & \text{otherwise}
\end{cases},
\]

(6.7)

where \(e(n_i) = y_c(n_i) - y(n_i)\), \(y_c(n_i)\) is the center point of the new region and \(r(n_i)\) is the radius of the bounded region. \(n_i\) are the selected surveillance locations for all \(i = 1, \ldots, M, M < N\), where \(N\) denotes the total number of possible surveillance locations in a given X-Y region.

From (6.7), perfect tracking ensures \(\hat{e} = 0\), while a missed region is defined as \(\hat{e} = \Psi e\). Utilizing the modified tracking error, the cost function can now be written
as,

\[ J = \hat{e}_{j+1}^T Q \hat{e}_{j+1} + u_{j+1}^T S u_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j), \]  

(6.8)

To derive the update law and learning filters, we consider the worst case tracking results,

\[ \hat{e}_{j+1} = \Psi e_{j+1} \]

\[ = \hat{e}_j - \Psi (u_{j+1} - u_j) \]

(6.9)

Applying (6.9) to (6.8) results in the standard point-to-point update law and learning filters from Chapter III, but the region tracking error is utilized instead of the point tracking error. Note that while controller design follows point-to-point ILC, the measured system error signal comes from the region tracking error \( \hat{e}_j \).

### 6.3 A multi-objective region-to-region framework

In this section, we introduce a multi-objective region-to-region learning framework. Adding the additional performance objective to the cost function in (6.8), the multi-objective region-to-region cost function becomes,

\[ J = \hat{e}_{j+1}^T \hat{Q} \hat{e}_{j+1} + u_{j+1}^T S u_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j) + \sum_i \varepsilon_{i,j+1}^T W_i \varepsilon_{i,j+1}, \]

where \( \varepsilon_{i,j+1} \) represents the error of an additional performance objective from one of the classifications presented in Chapter IV. If we once again consider a non-zero tracking error (the worst case, \( \hat{e}_{j+1} = \Psi e_{j+1} \)), the system becomes identical to the multi-objective framework in Chapter IV.
6.4 Simulation demonstration for UAV applications

6.4.1 Mobile wheeled robot

To demonstrate the multi-objective, region-based learning controller, a model of a mobile wheeled robot is used in simulation as a simplified version of the UAV system from [18], Fig. 6.4. The discrete time closed-loop transfer functions for each axis (assumed to be dynamically decoupled) are given as,

\[ H_X(z) = \frac{0.002838z^{-1} - 9.966e^{-05}z^{-2} - 0.002576z^{-3}}{1 - 2.782z^{-1} + 2.576z^{-2} - 0.7935z^{-3}} \]
\[ H_Y(z) = \frac{0.002374z^{-1} - 0.0001206z^{-2} - 0.002227z^{-3}}{1 - 2.829z^{-1} + 2.664z^{-2} - 0.8348z^{-3}} \]

with a sampling time of 0.05 seconds. \( H_X \) and \( H_Y \) are the closed-loop models of the x and y-axis of the wheeled mobile robot used in Chapter III.

For more realistic demonstrations, we consider a system subject to model uncertainty and noise. Each axis is subjected to additive uncertainty of the following
form:

\[
\hat{H}_X(z) = \frac{-4.632e - 05z^{-1}}{1 - 0.999z^{-1}},
\]

\[
\hat{H}_Y(z) = \frac{0.003542z^{-1}}{1 - 0.983z^{-1}}.
\]

Additionally, external disturbances are approximated to be white noise, \( \eta_{x,j} = \mathcal{N}(0, 0.0125) \) and \( \eta_{y,j} = \mathcal{N}(0, 0.0125) \) for all \( j \). Given these definitions, the plant dynamics of the wheeled mobile robot are defined as,

\[
\begin{align*}
    x_j &= H_{x,t}u_{x,j} + \eta_{x,j} \\
    &= (H_x + \hat{H}_x \Delta_H)u_{x,j} + \eta_{x,j},
    \\
    y_j &= H_{y,t}u_{y,j} + \eta_{y,j} \\
    &= (H_y + \hat{H}_y \Delta_H)u_{y,j} + \eta_{y,j},
\end{align*}
\]

where \( \hat{H}_x \) and \( \hat{H}_y \) are the lifted form of the additive uncertainty, and \( \|\Delta_H\|_2 \leq 1 \).

### 6.4.2 Desired task description

Unmanned autonomous vehicles (UAVs) have contributed to situational awareness through surveillance missions. UAVs can detect and gather data signals with a collection of on-board sensors; however, the sensor capabilities are limited because of the weight and energy requirements for the UAV. Unattended ground sensors (UGSs) can capture a wider range of information from a larger suite of sensors; however, the signal transfer capabilities are limited to relatively small distances. To leverage the attributes of both UAVs and UGSs, many surveillance missions are designed to combine UAVs and multiple UGSs into a single framework [15, 16, 17, 18].

For this simulation example, the estimated regions and their center points are illustrated in Fig. 6.5. The simulation includes 10 bounded regions with the ordering
6.4.3 Additional objective and cost function

To demonstrate the multi-objective aspect of this framework, we consider two performance metrics: 1) successful data transfer for all bounded regions, and 2) minimizing the overall distance travelled. The error signals for distance $\varepsilon_x$ and $\varepsilon_y$ are defined as,

$$
\varepsilon_x = l_{x,d} - l_x = l_{x,d} - XH_u_x,
$$

$$
\varepsilon_y = l_{y,d} - l_y = l_{y,d} - XH_u_y,
$$

where $l_{x,d}$ and $l_x$ denote desired and measured distances for the $x$-axis, and $l_{y,d}$ and $l_y$ denote desired and measured distances for the $y$-axis. The desired distance values $l_{x,d}$ and $l_{y,d}$ are assumed to have small values for minimization. Note that we do not set
these values equal to zero as a solution of no movement is a trivial and undesirable solution. \( X \) is a matrix that maps the output signal to the distance traveled for each axis,

\[
X = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
-1 & 1 & 0 & \cdots & 0 \\
0 & -1 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
0 & 0 & \cdots & -1 & 1
\end{pmatrix}.
\]

The overall distance travelled is calculated as,

\[
L = \sum_{k=1}^{N} \sqrt{l_x^2(k) + l_y^2(k)}.
\]

Using these performance objectives, the cost function for a multi-objective region-to-region algorithm can be written as,

\[
J = u_{j+1}^T S u_{j+1} + (u_{j+1} - u_j)^T R (u_{j+1} - u_j) + \hat{e}_{j+1}^T Q \hat{e}_{j+1} + \varepsilon_{j+1}^T W \varepsilon_{j+1},
\]

6.5 Simulation results

Once the estimated regions and their center points are defined, we can compare point-to-point and region-to-region ILC in terms of meeting the performance objectives. Point-to-point ILC defines the tracking error with respect to the center-points of the new region, \( e_j(n_i) = y_c(n_i) - y_j(n_i) \), where \( y_c(n_i) \) is the center point at \( n_i \), \( n_i \) are the selected instants for all \( i = 1, \ldots, M \), \( M < N \), and \( N \) denotes the number of possible points in a given X-Y region. Region-to-region ILC defines the tracking error in terms of the region \( \hat{e}_j \).

For the simulation demonstrations, the weighting gain \( q \) is fixed at 1 to emphasize
Table 6.1: Weighting gains for simulation demonstrations

<table>
<thead>
<tr>
<th>Case</th>
<th>q</th>
<th>s</th>
<th>r</th>
<th>w</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Point-to-point</td>
<td>1</td>
<td>$1 \times 10^{-5}$</td>
<td>$5 \times 10^{-2}$</td>
<td>0</td>
</tr>
<tr>
<td>2 Region-to-region</td>
<td>1</td>
<td>$1 \times 10^{-5}$</td>
<td>$5 \times 10^{-2}$</td>
<td>0</td>
</tr>
<tr>
<td>3 Multi-obj. region-to-region</td>
<td>1</td>
<td>$1 \times 10^{-5}$</td>
<td>$5 \times 10^{-2}$</td>
<td>2.5 $\times 10^{-1}$</td>
</tr>
</tbody>
</table>

the tracking performance. The weighting gains \([s, r]\) are fixed at \([1 \times 10^{-5}, 5 \times 10^{-2}]\) to satisfy the criteria for robustness and convergence. Table 6.1 provides the gain selections for all of the controllers.

As illustrated in Fig. 6.6, point-to-point ILC represents a conservative approach in which the UAV tracks the center-point of each identified region. While this approach guarantees strict signal transfer, it does not take advantage of the potential distance savings that could be achieved by leveraging the signal transfer range. Using the region-to-region ILC approach, the UAV is tasked with staying within the regions, resulting in a less constrained solution that can be optimized to minimize the distance traveled.

Simulation results for point-to-point, region-to-region, and multi-objective region-to-region control approaches are presented in Fig. 6.6. Figure 6.7 illustrates that all three learning approaches can guarantee signal transfer between the UAV and the UGSs, i.e. zero converged error. Figure 6.8 presents the overall distance travelled with the three learning algorithms. Utilizing the advantage of a guaranteed signal transfer within the regions results in a shorter path as compared to the point-to-point approach. Furthermore, directly weighting a distance-based performance metric results in the shortest overall distance traveled, while maintaining zero converged error (multi-objective region to region ILC).
6.6 Concluding Remarks

This chapter presents a multi-objective region-to-region iterative learning control framework. The specific contributions of this chapter include: (1) stability and convergence analysis for learning controllers with reference uncertainty, (2) development and analysis of a region-to-region learning framework to address uncertainty in the reference, and (3) simulation validations of the region-based learning framework.

To validate the region-based learning framework we use a model of a wheeled mobile robot system to represent a UAV in a UAV/UGS surveillance scenario. Simulation results demonstrate the additional design and performance flexibility that can be leveraged when using the modified signal transfer region, as opposed to a center point location used in point-to-point ILC. This flexibility can then be utilized to address additional performance objectives in a multi-objective region-to-region learning framework.
Figure 6.7: Normalized $\|\hat{e}_j\|_2$ for point-to-point (P2P), region-to-region (R2R), and multi-objective region-to-region (Multi-obj. R2R) ILC

Figure 6.8: Overall distance travelled for point-to-point (P2P), region-to-region (R2R), and multi-objective region-to-region (Multi-obj. R2R) ILC
The goal of this dissertation was to develop various methods for relaxing the fundamental assumption of iteration invariant reference signals with full reference signal requirements. The methods were designed to leverage advantages that result from allowing reference variations from pass to pass, while focusing on a subset of key reference points. Modifications to the conventional norm optimal ILC framework were provided for both the temporal and spatial domains in order to apply ILC to new application spaces in both autonomous vehicles and additive manufacturing.

To achieve this goal, the following scientific questions were addressed:

(1) *Can the requirement for strict reference tracking constraint be relaxed in order to leverage the newly available control flexibility towards the improvement of multiple performance metrics?*

As we demonstrated in Chapter III, relaxing the strict reference tracking constraint led to additional control bandwidth that enabled the controller to address multiple performance metrics. This initial framework, presented in [13, 29], provided the foundation for the multi-objective ILC framework. Simulation and experimental results validated this initial framework.

(2) *What knowledge from temporal ILC can be applied towards the development of*
spatial ILC? What are the differences that drive new design methodologies or stability analysis?

Building from our previous work in multi-objective ILC and the initial development of a spatial ILC framework [49], we extended the spatial framework to a multi-objective learning framework in the spatial domain [38, 51]. This framework leverages 2D convolution to address spatial closeness for applications such as additive manufacturing. This work resulted in a more formal multi-objective formulation including the expansion of the framework to four categories of performance metrics with stability and convergence analysis. Simulation results on a model of a high-resolution additive manufacturing system validated the extended framework. A comparison analysis between a centralized and distributed weighting gain design demonstrated the additional performance flexibility gained through the use of the distributed weighting matrix design.

(3) Can strict performance be guaranteed for iteration varying references with a certain level of uncertainty?

To address this question, we first provided the stability and performance analysis for a learning controller with reference uncertainty. We then extended this analysis to incorporate a bounded region-based reference tracking problem in which the reference uncertainty is addressed through the development of a bounded region. This region can be used to guarantee the tracking performance of systems within a bounded neighborhood. A simulation example of a surveillance problem in which a UAV is tasked with collecting data from a series of UGSs validated the region-based approach. Comparisons with conventional point-to-point, region-to-region, and a multi-objective region-based ILC framework demonstrated the performance flexibility that can be achieved when leveraging the regions.
7.1 Future directions

This research provides the foundation for multi-objective iterative learning control. Despite the progress and results presented in this dissertation, there exist remaining theoretical and application gaps that should be addressed. Below we present an incomplete list of these potential extensions:

1. Validation of the multi-objective spatial ILC framework on the experimental high-resolution additive manufacturing platform.

2. Validation of the multi-objective region-to-region ILC framework on the experimental wheeled mobile robot testbed.

3. Relaxation of the region description to include non-symmetric signal transmission patterns to better represent environmental disturbances and device malfunctions.

4. Expanding the iteration invariance assumption to consider iteration varying reference signals.

5. Extension of the multi-objective iterative learning control framework to other application domains such as supply chain management and manufacturing. In these domain spaces, historical data may provide additional insights into the decision making process. Additionally, alternative performance requirements such as cost, time, product quality, and throughput provide opportunities for a multi-objective learning framework.
APPENDICES
APPENDIX A

Wheeled Mobile Robot

For the simulation and experimental tests conducted in Chapters III and VI, we utilize the wheeled mobile robot shown in Fig. A.1. The robot moves on two wheels driven by independent electric motors. A gyroscope is mounted at the center of the wheels to measure heading angle of the robot. Figure A.2 shows a block diagram of the wheeled mobile robot.

To satisfy the requirement for a stable system, we stabilize the system using a simple proportional feedback controller that was tuned for stability rather than performance to highlight the performance improvements that can be obtained through the use of ILC. The proportional gains for the $x$ and $y$-axis are $\{2, 2\}$, respectively.

Figure A.1: Mobile wheeled robot, LEGO NXT Mindstorm
Reference positions $x_d$ and $y_d$ are the desired locations of the center point of the mobile robot. $x_j$ and $y_j$ are the measured locations. Using the robot local frame (i.e., the moving coordinate system), the error coordinates can be defined as,

$$\begin{bmatrix} e_{x,\text{local}} \\ e_{y,\text{local}} \end{bmatrix} = \begin{bmatrix} \cos \theta_j & \sin \theta_j \\ -\sin \theta_j & \cos \theta_j \end{bmatrix} \begin{bmatrix} x_d - x_j \\ y_d - y_j \end{bmatrix}.$$  

We measure $\theta_j$ using a gyroscope. Each motor contains an encoder that measures the rotation of the motor, with the radius of each wheel given as a constant value. Using this information we calculate the velocity of the vehicle as,

$$v_j = R_w \frac{(\omega_{R,j} + \omega_{L,j})}{2},$$

where $R_w$ is the wheel radius, $\omega_{R,j}$ is the angular velocity of the right wheel, $\omega_{L,j}$ is the angular velocity of the left wheel, and $v_j$ is the vehicle speed. Using these measured and calculated values, the measured position is calculated as,

$$\begin{bmatrix} x_j \\ y_j \end{bmatrix} = \int \begin{bmatrix} \dot{x}_j \\ \dot{y}_j \end{bmatrix} dt = \int \begin{bmatrix} v_j \cos \theta_j \\ v_j \sin \theta_j \end{bmatrix} dt.$$

It should be noted that these coordinate transformations and variable calculations are embedded within the robot. In practice, once the system is stabilized with a
feedback controller, we input a desired path $x_d, y_d$ and obtained the measured output $x_j, y_j$ from the robot interface. To apply ILC to this robotic system, we utilize the series architecture shown in Fig. A.3. This architecture is particularly useful when applying ILC to systems that do not allow direct access to modifying the control signal to the plant [1].

Using the experimental testbed, we can estimate the plant model as a MIMO system with a sampling time of 0.05 seconds. As we can see Fig. A.3, the combined input signals to the plant are $\{x_d + u_{x,j}, y_d + u_{y,j}\}$, with output signals $\{x_j, y_j\}$. For system identification, we assume $\{u_{x,j} = 0, u_{y,j} = 0\}$. After sending a series of inputs to the system, the plant model is identified using the Matlab function ‘ident’. The closed-loop transfer functions were identified as,

$$H(z) = \begin{bmatrix} H_{XX}(z) & H_{YX}(z) \\ H_{XY}(z) & H_{YY}(z) \end{bmatrix},$$

where

\[
H_{XX}(z) = \frac{0.002838z^{-1} - 9.966e^{-05}z^{-2} - 0.002576z^{-3}}{1 - 2.782z^{-1} + 2.576z^{-2} - 0.7935z^{-3}}
\]

\[
H_{YX}(z) = \frac{-4.909e^{-05}z^{-1} - 4.351e^{-06}z^{-2} + 4.635e^{-05}z^{-3}}{1 - 2.977z^{-1} + 2.953z^{-2} - 0.9766z^{-3}}
\]

\[
H_{XY}(z) = \frac{-0.00178z^{-1} - 0.0006096z^{-2} - 0.001196z^{-3}}{1 - 2.294z^{-1} + 1.589z^{-2} - 0.2945z^{-3}}
\]
Figure A.4: Bode plots of plant model $H$.

$$H_{YY}(z) = \frac{0.002374z^{-1} - 0.0001206z^{-2} - 0.002227z^{-3}}{1 - 2.829z^{-1} + 2.664z^{-2} - 0.8348z^{-3}}.$$  

Bode plots for the transfer functions are shown in Fig. A.4. Running the simulations with the full plant model results in relatively small differences as compared to a simplified SISO model that ignores the off-axis transfer functions. As such, for simplicity we utilize the dynamically decoupled, discrete-time closed-loop plant model for each dominant axis given as,

$$H_X(z) = H_{XX}(z)$$

$$H_Y(z) = H_{YY}(z).$$
APPENDIX B

Key manuscript derivations

In this appendix, we provide the derivations of the converged control and error signals from Subsection 4.3.3.

Error convergence: Classification II

By applying $e_j = g_d - Hu_j$ and $\varepsilon_{i,j} = z_{i,d} - X_i Hu_j$ for classification II, the update law (4.6) is rearranged as,

$$u_{j+1} = Lu_j + le_j + \sum_{i} L_i \varepsilon_{i,j} = L_u u_j + L_e (g_d - Hu_j) + \sum_{i} L_i (z_{i,d} - X_i Hu_j) = (L_u - L_e H - \sum_{i} L_i X_i H) u_j + L_e g_d + \sum_{i} L_i z_{i,d}.$$ 

If $(I - L_u + L_e H + \sum_{i} L_i X_i H)$ is nonsingular, the steady state control signal can be found as,

$$u_\infty = (I - L_u + L_e H + \sum_{i} L_i X_i H)^{-1} (L_e g_d + \sum_{i} L_i z_{i,d}).$$
By implementing $\mathbf{u}_\infty$ into $\Psi e_\infty = \Psi (\mathbf{g}_d - \mathbf{H}u_\infty)$ and applying the learning filters for classification II (4.9)-(4.11),

\[
\Psi e_\infty = \left[\mathbf{I} - \Psi (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} (\Psi \mathbf{H})^T \mathbf{Q} \right] (\Psi \mathbf{g}_d) - \Psi (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} \sum_i (\mathbf{X}_i \mathbf{H})^T \mathbf{W}_i \mathbf{z}_{i,d}. \tag{B.1}
\]

The 2-norm of the error from (B.1) is bounded as,

\[
\left\| \Psi e_\infty \right\|_2 \\
\leq \left\| \Psi (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} \{ \sum_i (\mathbf{X}_i \mathbf{H})^T \mathbf{W}_i (\mathbf{X}_i \mathbf{H}) + \mathbf{S} \} (\Psi \mathbf{H})^{-1} (\Psi \mathbf{g}_d) \right\|_2 \\
+ \left\| \Psi (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} \sum_i (\mathbf{X}_i \mathbf{H})^T \mathbf{W}_i \mathbf{z}_{i,d} \right\|_2 \\
\triangleq \frac{\sum_i w_i \delta (\mathbf{X}_i \mathbf{H})^2 + s + \theta (\mathbf{g}_d) \sum_i w_i \delta (\mathbf{X}_i) \delta (\mathbf{z}_{i,d})}{\sigma (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H})^2 + s} \\
\triangleq \frac{f(w_i) + s}{f(q, w_i) + s} \bar{\sigma} (\Psi \mathbf{g}_d) + \epsilon.
\]

By implementing $\mathbf{u}_\infty$ into $\mathbf{e}_{i,\infty} = \mathbf{z}_{i,d} - \mathbf{X}_i \mathbf{H} u_\infty$ and applying the learning filters for classification II (4.9)-(4.11),

\[
\mathbf{e}_{i,\infty} = \left[\mathbf{I} - \mathbf{X}_i \mathbf{H} (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} (\mathbf{X}_i \mathbf{H})^T \mathbf{W}_i \right] \mathbf{z}_{i,d} - \mathbf{X}_i \mathbf{H} (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} (\Psi \mathbf{H})^T \bar{\mathbf{Q}} (\Psi \mathbf{g}_d) - \mathbf{X}_i \mathbf{H} (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} \sum_k (\mathbf{X}_k \mathbf{H})^T \mathbf{W}_k \mathbf{z}_{k,d}. \tag{B.2}
\]

The 2-norm of the error for the additional performance metrics (B.2) is bounded as,

\[
\left\| \mathbf{e}_{i,\infty} \right\|_2 \\
\leq \left\| \mathbf{X}_i \mathbf{H} (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} ((\Psi \mathbf{H})^T \mathbf{Q} (\Psi \mathbf{H}) + \mathbf{S}) (\mathbf{X}_i \mathbf{H})^{-1} \mathbf{z}_{i,d} \right\|_2 \\
+ \left\| \mathbf{X}_i \mathbf{H} (\mathbf{H}^T \bar{\mathbf{Q}} \mathbf{H} + \mathbf{S})^{-1} (\Psi \mathbf{H})^T \mathbf{Q} (\Psi \mathbf{g}_d) \right\|_2
\]
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\[
+ \left\| X_iH(H^T \tilde{Q}H + S)^{-1} \sum_k (X_kH)^T W_k z_{k,d} \right\|_2
\]
\[
\overset{\Delta}{=} g(\Psi H)\varphi(X_i)\varphi(\Psi g_d)\frac{g(H^T \tilde{Q}H)^{-1}s}{g(H^T \tilde{Q}H)^{-1}s} + \left( g(\Psi H)^2 s \right) \varphi(z_{i,d}) + \varphi(X_i)\varphi(\Psi g_d)\frac{\varphi(H^T \tilde{Q}H)^{-1}s}{g(H^T \tilde{Q}H)^{-1}s} + s \varphi(\Psi g_d) + \epsilon_1 + \epsilon_2.
\]

**Classification III**

By applying \( e_j = g_d - Hu_j \) and \( \varepsilon_{i,j} = z_{i,d} - T_i u_j \) for classification III, the update law (4.6) is rearranged as,

\[
u_{j+1} = Lu_j + Le_j + \sum_i L_i \varepsilon_{i,j} = Lu_j + Le(g_d - Hu_j) + \sum_i L_i(z_{i,d} - T_i u_j) = (Lu - Le H - \sum_i L_i T_i)u_j + Le g_d + \sum_i L_i z_{i,d}.
\]

If \((I - Lu + Le H + \sum_i L_i T_i)\) is nonsingular, the steady state control signal can be found as,

\[
u_{\infty} = (I - Lu + Le H + \sum_i L_i T_i)^{-1}(Le g_d + \sum_i L_i z_{i,d}).
\]

By implementing \( u_{\infty} \) into \( \Psi e_{\infty} = \Psi(g_d - Hu_{\infty}) \) and applying the learning filters for classification II (4.15)-(4.17),

\[
\Psi e_{\infty} = \left[ I - \Psi H(H^T \tilde{Q}H + S)^{-1}(\Psi H)^T Q \right](\Psi g_d) - \Psi H(H^T \tilde{Q}H + S)^{-1} \sum_i T_i^T W_i z_{i,d}.
\]

(B.3)
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The 2-norm of the error signal from (B.3) is bounded as,

\[ \| \Psi e_\infty \|_2 \]
\[ \leq \left\| \Psi H (H^T \tilde{Q} H + S)^{-1} \left\{ \sum_i T_i^T W_i T_i + S \right\} (\Psi H)^{-1} (\Psi g_d) \right\|_2 \]
\[ + \left\| \Psi H (H^T \tilde{Q} H + S)^{-1} \sum_i T_i^T W_i z_{i,d} \right\|_2 \]
\[ \triangleq \frac{\left( \sum_i w_i \sigma (T_i)^2 + s \right) \sigma (\Psi g_d) + \sigma (\Psi H) \sum_i w_i \sigma (T_i) \sigma (z_{i,d})}{\sigma (H^T Q H)^+ s} \]
\[ \triangleq f(q, w_i, s) \sigma (\Psi g_d) + \epsilon. \]

By implementing \( u_\infty \) into \( \epsilon_{i, \infty} = z_{i,d} - T_i u_\infty \) and applying the learning filters for classification III (4.15)-(4.17),

\[ \epsilon_{i, \infty} = \left[ I - T_i (H^T \tilde{Q} H + S)^{-1} T_i^T W_i \right] z_{i,d} \]
\[ - T_i (H^T \tilde{Q} H + S)^{-1} (\Psi H)^T Q (\Psi g_d) \]
\[ - T_i (H^T \tilde{Q} H + S)^{-1} \sum_k T_k^T W_k z_{k,d}. \tag{B.4} \]

The 2-norm of the error signal for the additional performance metrics (B.4) is bounded as,

\[ \| \epsilon_{i, \infty} \|_2 \]
\[ \leq \left\| T_i (H^T \tilde{Q} H + S)^{-1} \{(\Psi H)^T Q (\Psi H) + S\} T_i^{-1} z_{i,d} \right\|_2 \]
\[ + \left\| T_i (H^T \tilde{Q} H + S)^{-1} (\Psi H)^T Q (\Psi g_d) \right\|_2 \]
\[ + \left\| T_i (H^T \tilde{Q} H + S)^{-1} \sum_k T_k^T W_k z_{k,d} \right\|_2 \]
\[ \triangleq \frac{\sigma (\Psi H) \sigma (T_i) \sigma (\Psi g_d)}{\sigma (H^T Q H)^+ s} \]
\[ \triangleq \frac{\left( \sigma (\Psi H)^2 + s \right) \sigma (\Psi g_d) + \sigma (\Psi H) \sum_k w_k \sigma (T_k) \sigma (z_{k,d})}{\sigma (H^T Q H)^+ s} \]
\[ \triangleq f(q, w_i, s) \sigma (\Psi g_d) + \epsilon_1 + \epsilon_2, \]
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where $i = 1, 2, \ldots, P$, and $k = 1, 2, \ldots, i-1, i+1, i+2, \ldots, P$. 
APPENDIX C

Examples of contrast matrices

In this appendix, we provide examples of the $C_b$ and $C_s$ matrices from subsection 4.4.2.2 for the example image structure provided in Fig. 4.6.

Figure C.1: Example $C_b$ and $C_s$ matrices.
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