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ABSTRACT

SYNTHESIS OF FEEDFORWARD/FEEDBACK 
CONTROL SYSTEMS FOR NONLINEAR PROCESSES

by

Prodrom os Daoutidis

Chairperson: Costas Kravaris

In this thesis, the unified problem  of disturbance rejection and ou tpu t tracking 

for general nonlinear processes is studied, using m ethods from  differential geome­

try. An analysis framework is initially established, through a detailed study of the 

concept of relative order. The general problem  of disturbance rejection and ou tpu t 

tracking is form ulated as a feedforward/feedback control problem , and is addressed 

first for single-input single-output processes and then for m ultiple-input m ultiple- 

ou tpu t processes. Feedforw ard/state feedback laws are synthesized th a t completely 

elim inate the  effect of m easured disturbances on the  controlled ou tpu ts  and induce 

a well-characterized linear in p u t/o u tp u t behavior. A general feedforward/feedback 

control struc tu re  is developed th a t also accounts for modeling error and unm easured 

disturbances. T he developed control m ethodology is applied to  com position control 

in a cascade of chemical reactors and to tem pera tu re  and num ber average molecular 

weight control in a continuous polym erization reactor. On the basis of the proper-

xi
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ties of relative order and the controller synthesis results, the problem of synthesis 

of control configurations is also addressed. A general framework for the structural 

evaluation of alternative control configurations is developed, based on fundamental 

structural limitations in the control quality and structural coupling considerations. 

The developed evaluation framework is applied to the synthesis of control configu­

rations in an evaporation unit, a continuous chemical reactor and a heat-exchanger 

network.

XII
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CHAPTER I

INTRODUCTION

1.1 M otivation

All physical systems are nonlinear. In the field of chemical engineering, process 

nonlinearities are the rule, rather than  the  exception. They arise mainly due to 

complex reaction mechanisms, the Arrhenius dependence of reaction rates on tem ­

perature , and therm odynam ic and tran spo rt correlations. They m anifest themselves 

in the sta tic  and the dynamic behavior of processes, in the form of m ultiple steady 

sta tes, finite stability  regions, param etric sensitivity, limit cycles, quasi-stochastic 

behavior, etc. Examples of chemical engineering processes with highly nonlinear 

behavior include polym erization reactions, high-purity distillation columns, biopro­

cesses, pH processes, etc. For control purposes, the trad itional approach in deal­

ing w ith nonlinearities involves the approxim ate linearization of a nonlinear process 

model around an operating steady state , followed by a linear controller design. The 

presence of strong nonlinearities, however, necessitates large robustness margins in 

the linear controller design, leading to  degraded and, very often, unacceptable perfor­

m ance characteristics. The above difficulties are aggravated, whenever there exists 

a wide range of operating conditions or in the case of processes with a purely tran ­

sient m ode of operation, such as batch  processes. Linear controller design based on

1
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linear tim e-invariant models for such cases may lead to unacceptable performance 

characteristics, even in the  presence of mild nonlinearities.

In addition to  their nonlinear nature, chemical processes are inherently m ultivari­

able and exhibit a highly interactive behavior. Coupled w ith the nonlinearities, the 

above issues lead to a formidable challenge in the  field of process control: the  devel­

opm ent of a rigorous, yet practical, n o n lin e a r  m u lt iv a r ia b le  c o n tro l  framework, 

able to  system atically address the basic problem s of regulation, set-point tracking 

and interactions. M eeting this challenge necessitates an appropriate  m athem atical 

and methodological framework, able to  capture the fundam ental na tu re  of the control 

problem  in nonlinear systems.

1.2 Scope and O bjectives

During the 50’s and the early 60’s the control field was dom inated by the contro­

versy between the classical and the m odern linear control theory. The classical theory 

was essentially lim ited to single-input single-output (SISO) systems described by lin­

ear differential equations w ith constant coefficients (or their corresponding Laplace 

transform s). The m odern control theory adopted a state-space perspective and advo- 

cated the use of m atrix  algebra techniques for analysis and synthesis purposes. F en 

the m atrix  algebra framework, however, proved to be inadequate to provide transpar-^ 

ent solutions to  typical m ultiple-input m ultiple-output (M IM O) control problems like 

invertibility, noninteracting control, etc. In the  late 60’s, some new linear geometric 

tools were introduced, such as invariant and controllability subspaces (Basile and 

M arro, 1969, W onham, 1970), and were used to  understand and formulate precise 

solutions for the above problems. This led to the so called linear geometric control 

theory, the basic results of which can be found in the classical book by Wonham,
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1979.

On the  nonlinear front, during the 50’s and 60’s most of the  research was con­

centrated  on stability  analysis, based on operator m ethods and functional analysis 

(Zames, 1966a,b). Although significant progress was m ade in studying nonlinear 

stability  and feedback properties (Safonov, 1980, Desoer and V idyasagar, 1975), this 

line of research had limited im pact on controller synthesis. This was mainly due 

to the abstrac t na tu re  of nonlinear operators, which m ade the derivation of ana­

lytical controller synthesis results almost prohibitive. Numerical control algorithm s 

were proposed instead (Economou and M orari, 1985), w ithin an explicit inversion 

control framework (Economou et al., 1986, Parrish  and Brosilow, 1988). A break­

through in nonlinear systems theory occured in the late 60’s and early 70’s, when 

concepts from differential geometry were used to study the  accessibility property  of 

nonlinear systems (Herm an, 1963) and m otivated further research on observability, 

controllability and realization theory (e.g., Lobry, 1970, Sussmann, 1972, 1977). The 

above early results provided meaningful nonlinear analogs of fundam ental system- 

theoretic notions and m otivated the, so called, d if fe re n tia l  g e o m e tr ic  approach 

for the control of nonlinear system s. Research in this area has progressively evolved 

from the study of fundam ental m athem atical concepts to  the point where basic non­

linear control problems can be system atically addressed and find explicit, general 

and elegant solutions. To this end, Lie Algebra has emerged as a powerful analog 

of m atrix  algebra, providing the necessary m athem atical tools for the m anipulation 

of nonlinear ordinary differential equations. Some of the  most im portan t results in 

th is area include solutions to the  problems of invertibility (Hirschorn, 1979a,b), ex­

act state-space linearization (Jakubcsyk and Respondek, 1980, Su, 1982, H unt et 

al., 1983a,b), in p u t/o u tp u t decoupling via sta tic  s ta te  feedback (Freund, 1975, Ha
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4

and G ilbert, 1986) and in p u t/o u tp u t linearization (C laude e t al., 1983, Isidori and 

R uberti, 1984, Kravaris and Chung, 1987, Kravaris and Soroush, 1990).

Lim ited research effort has been devoted, however, in studying explicitly the  role 

of d isturbance inputs for analysis and controller synthesis purposes, and addressing 

the  problem  of d isturbance com pensation and ou tpu t tracking in a unified framework. 

T he only available results are w ithin the context of the  d isturbance decoupling prob­

lem (Hirschorn, 1981b, Isidori et al., 1981, Nijmeijer and van der Schaft, 1983, Moog 

and G lum ineau, 1983) and the exact state-space linearization problem  (Calvet and 

Arkun, 1988), and their application hinges upon extrem ely restrictive conditions. 

On the other hand, d isturbance inputs arise naturally  in practice, whenever input 

variables are subject to unpredictable variations. The m ajority  of the control prob­

lems in continuous chemical engineering processes involves th e  regulation of ou tput 

variables to  desired steady s ta te  values despite the presence of disturbances. Im por­

tan t control problems in batch and semi-batch processes involve tracking of output 

profiles in the  presence of disturbances. Moreover, m easurem ents of the  disturbance 

inputs are often available, allowing for significant improvement in the  control quality, 

if properly incorporated in the  controller synthesis.

M otivated by the above, this thesis studies the unified problem  of d is tu r b a n c e  

re je c t io n  a n d  s e t- p o in t  t r a c k in g  for general nonlinear processes, w ithin a feedfor­

w ard/feedback controller synthesis framework. N atural im plications of the  solution 

of th is problem in the synthesis of control configurations are also identified and stud­

ied. More specifically, the  m ain objectives of the  thesis are :

® The development of analysis tools for studying the role of d isturbance inputs 

in nonlinear control

e The synthesis of feedforward/feedback controllers for m ultivariable nonlinear
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processes

• The development of an evaluation framework for the  selection of control con­

figurations for m ultivariable nonlinear processes

T he m athem atical and methodological framework of the  thesis lies within the differ­

ential geometric control approach. T he emphasis, however, is on the development of 

explicit results, which are transparent from an analysis point of view and consistent 

w ith intuitive considerations. For this reason, the trea tm en t is purely analytical, and 

is very often related  to  key structural characteristics of nonlinear systems.

In C hapter II, an analysis framework is developed, based on various formula­

tions and in terpretations of the  concept of relative order. The general disturbance 

rejection and set-point tracking problem is addressed for SISO nonlinear processes in 

C hapter III. The key step to the  solution of th is problem  is the synthesis of nonlinear 

feedforw ard/state  feedback control laws th a t  com pensate completely for measurable 

disturbances and induce a linear in p u t/o u tp u t behavior. Em phasis is placed on in­

terp reting  the s truc tu re  and the natu re  of the control laws. Closed-loop stability 

issues are addressed in detail. The application of the  m ethod is illustrated in a 

system  of chemical reactors. C hapter IV generalizes the  results of C hapter III in 

MIMO nonlinear processes. Closed-loop design considerations, including stability, 

perform ance and degree of coupling are studied in detail. A comparison with the 

classical d isturbance decoupling problem is also included. T he m ethod is applied 

to a polym erization reaction system. M otivated by the controller synthesis results, 

C hap ter V addresses the problem of selection of control configurations among a  set 

of alternative ones. S tructural evaluation guidelines are developed for this purpose, 

and a num ber of chemical engineering examples are studied to illustrate  the proposed 

methodology. Finally, in C hapter VI, the m ain results of the thesis are summarized
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and future research directions are outlined.
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CHAPTER II

RELATIVE ORDER: A FUNDAMENTAL 
ANALYSIS TOOL

2.1 Introduction

In this chapter, the main analysis tools of the thesis will be studied. In particular, 

following a brief discussion on the form of nonlinear systems studied in this thesis, 

the  concept of relative order will be introduced in various forms. A graph-theoretic 

in terpretation of relative order will establish its struc tu ra l nature. Relative order 

will also be shown to  quantify the notions of “direct effect” and “physical closeness” 

between input and ou tpu t variables, and to provide a m easure of sluggishness of the 

response of the  o u tpu t variables. The detailed study of the concept of relative order 

and its interpretations will establish an analysis framework, which will allow the 

controller synthesis results of Chapters III and IV to find transparen t and intuitively 

appealing in terpretations. T he same analysis framework will provide the theoretical 

basis for studying the problem of selection of control configurations in C hapter V.

7
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2.2 Prelim inaries

The nonlinear processes (systems) considered are described by continuous-tim e 

state-space models of the  form:

m  p

i  =  f { x )  +  '52uj { t)gj {x)  +  j 2 d K( t ) w K{x)
j= i *=1 (2.1)

Vi = hi(x)  , i =

where x  denotes the vector of s ta te  variables, uj  denotes a m anipulated inpu t, dK de­

notes a d isturbance input, and y,- denotes an o u tp u t (to be controlled). It is assumed 

th a t x  G X  C  IR", where X  is open and connected. Also, u(t)  =  [ui(i), ■ • •, itm (f)] G 

IR"1 and d(t) =  [di(t), ■ ■ ■, dp(t)]T G IRP, V/ G [0, oo), and y -  [j/i, • • •, ym]T G IR”1. 

The dependence of a: and y on tim e t is suppressed throughout the thesis for nota- 

tional simplicity, /(a :), gj (x) ,  w K(x)  denote analytic vector fields on IR", and /i;(a?) 

denote analytic scalar fields on IR". Some of the results of the thesis will hold even 

under weaker smoothness assum ptions on the above fields. If uj(t )  and dK{t) are 

piecewise constant functions, then there  exists a unique solution of Eq.2.1, a t least 

locally. Conditions th a t guarantee existence and uniqueness of the solutions of Eq.2.1 

for m ore general input functions (e.g., piecewise continuous) can be found in s tan ­

dard nonlinear systems textbooks (e.g., V idyasagar, 1978, Hirsch and Smale, 1974). 

Finally, it is assumed th a t the  input and ou tpu t variables in Eq.2.1 represent devia­

tions from some nominal values. Then, x 0 G X  will be a nom inal equilibrium  point 

(or steady sta te) for Eq.2.1 if f ( x 0) — 0.

The following rem arks should also be m ade w ith regard to the process model of 

Eq.2.1:

1. It describes general MIMO processes with an equal num ber of m anipulated 

inputs and controlled outputs. SISO process models can be easily obtained by
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setting m  =  1 .

2. It identifies and models explicitly the disturbance inputs dK. These disturbance 

inputs will be assum ed to be m easurable for controller synthesis purposes, 

although for analysis purposes this is irrelevant.

3. It has an affine and separable structure, i.e., d isturbance inputs and m anipu­

lated inputs enter the  dynamic equations linearly and separately. This struc­

tu re  corresponds to a broad class of practical situations and is especially con­

venient from a m athem atical point of view. Treatm ent of more general process

models is also possible, and is briefly discussed in some parts of the thesis.

4. The standard  linear model description of the form:

m  P
x  =  A x  + ^ 2 uj(t)bj  +  7*

j=i K=1 (2 .2 )

y{ -  a x  , i =  1 ,- • • ,m  

is easily recovered from Eq.2.1, for f ( x )  =  Ax,  gj(x) = bj, w K(x) = ~fK and 

hfix)  =  ctx, where A,bj,-yK, a  are matrices of appropriate  dimension.

2.3 T he concept o f relative order

In this section, various form ulations of the concept of relative order will be in­

troduced. All the definitions, unless otherwise sta ted , refer to  nonlinear systems in 

the  form of Eq.2.1. For the  definitions, as well as for *he subsequent results, the 

standard  Lie derivative notation will be used, which is explained in Appendix A. 

F irst, a standard  concept of relative order for MIMO nonlinear systems will be re­

viewed (e.g., Ha and G ilbert, 1986, Kravaris and Soroush, 1990):

Definition 2.1: The relative order r; of  the output ?/,• with respect to the manip­

ulated input vector u is defined as the smallest integer for  which there exists some

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



10

j  €  {1 , 2 , • • • ,m } such that:

L 9]L ri - % { x ) 4  0 (2.3)

f or  x  €  X .  I f  no such integer exists, r,- =  oo.

Proposition 2.1 (Isidori, 1989): Consider the nonlinear system of  Eq.2.1, and 

assume that each output y, possesses a finite relative order r,. Then, ( r jT -  • • +  r m) <  

n.

It will be assumed th a t each ou tpu t j/,- possesses a finite relative order r,-. This 

is a necessary condition for ou tpu t controllability, since, otherwise, certain ou tpu t 

variables would not be affected by any of the  m anipulated inputs.

Proposition 2.2: Consider the nonlinear system of  Eq.2.1 and assume that dK =  

0, Vk =  1, • • • ,p.  Then,  r,- is the smallest-order derivative of  yi that explicitly depends 

on u.

Proof: Based on Definition 2.1 and the  assum ptions of Proposition 2.2, the following 

expressions for the derivatives of the  ou tpu t y; can be easily obtained:

=  hfix)

= L jh f i x )

\ (2.4)

=  L rf - ' h i { x )
m

= U f h f i x )  +  J 2 uj ( i )L SlL rf ~ 1 hfix)  
i=i

which directly establish the validity of Proposition 2.2.

Note th a t the above concept of relative order relates a single output variable with 

the whole manipulated input vector. For analysis purposes, it is also meaningful 

to  relate a single output variable w ith a single manipulated input. T he concept 

of relative order between a single ou tpu t variable and a single m anipulated input for 

SISO systems is originally due to Hirschorn, 1979a. Definition 2.2 provides a  natural

Vi
dyi
dt

dTi~l yj
dtTi~l
dTiyi
dtT‘
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generalization of th is concept in a MIMO context:

D e f in it io n  2 .2: The relative order rij o f  the output y, with respect to a manipulated 

input Uj is defined as the smallest integer f o r  which:

LgjlSj’-1 h{(x) ^  0 (2.5)

for  x  e  X . I f  no such integer exists, r,j =  oo.

P r o p o s i t io n  2 .3: Consider the nonlinear system o f  Eq.2.1. Then,

r,- =  m i n  {r(1 , r i2 , • • • , r im} (2 .6 )

P ro o f :  T he above relation is a  direct consequence of Definitions 2.1 and 2.2.

Based on Proposition 2.3, the relative orders r :- can be im m ediately identified, once 

the individual relative orders r tJ have been calculated.

In analogy with Definition 2.2, the  relative order between an o u tp u t  v a r ia b le  and 

a d is tu r b a n c e  in p u t  can be defined as follows (Daoutidis et al., 1990, Daoutidis 

and Kravaris, 1989):

D e f in it io n  2 .3 : The relative order piK o f  the output  y,- with respect to the disturbance 

input dK is defined as the smallest integer for  which:

L ^ L p - ' h & x )  $  0 (2.7)

fo r  x  G X . I f  no such integer exists, p1K =  oo.

R e m a rk  2 . 1 : Proposition 2.2 can be easily modified to establish th a t p,-* is the

sm allest-order derivative of the output y,- th a t explicitly depends on dK, assuming

th a t all o ther input variables are equal to 0 .

In w hat follows, unless otherwise stated, the term  relative order will imply the relative 

order between an in p u t/o u tp u t pair (Definitions 2.2 and 2.3).

R e m a rk  2 .2 : For the  special case of a MIMO linear system of the form of Eq.2.2,
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r ,j is th e  sm allest integer for which:

C i A ^ - ' b j  ±  0 ( 2 .8 )

while piK is the smallest integer for which:

±  0 (2.9)

T he quantities C{Akbj, k = 0 ,1 , ••• are known as Markov param eters in linear 

system s theory (e.g., K ailath, 1980), and are used to  characterize the in p u t/o u tp u t 

behavior of linear systems.

Furtherm ore, for a linear system , the relative order between any in p u t/o u tp u t pair 

is equal to  the difference between the degrees of the denom inator and the  num erator 

polynom ials of the corresponding transfer function.

Finally, if the  transfer m atrix  between u and y, G (s), has the  m atrix  fraction form:

G(s)  =  N(s){D (s ) )- '

where N ( s )  and D(s)  are polynomial m atrices and D ( s ) is column reduced, then the 

relative order r,- is equal to the difference between the column degrees of ,'ie i-th 

column of D ( s ) and the i-th  column of N (s ) .

2.4 R elative orders, graph-theory and th e notion  o f “direct 
effect”

In th is section, a graph-theoretic in terp reta tion  of relative order will be developed, 

which will provide intuitive insight on the concept and will also suggest an alternative 

way for its calculation. F irst, a brief review of notions from  graph-theory will be 

given. T he state-space model of Eq.2.1 can be associated with a directed graph 

(digraph), defined by a set of vertices (or nodes) and a set of edges as follows :

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



13

• T he vertex set consists of the set of m anipulated inputs (it*, • ■ • ,i tm), the  set of 

disturbance inputs (d\, • ■ ■, dp), the set of s ta te  variables (x i, • • •, xn) and the 

set of ou tpu t variables (j/i, • • •, ym).

• The set of edges consists of directed lines connecting two vertices according to 

the  following rules:

dfi(x')
-  If ^  0, k, I — 1, • • •, n, then there is an edge from x k to xi

o x k

-  If gji (x) ^  0, / =  1 , • • •, n, then there is an edge from  Uj to  x;

-  If wKi(x ) ^ 0 ,  / =  1 , • • ■, n, then there is an edge from dK to xj

dhi(x)
-  If ■ ■ ^  0, k =  1, • • • ,n , then there is an edge from x k to  yt

d x k

where f i{x) ,gj i (x) ,  wKi(x) denote the /-th element of the vector fields / ( x ) ,  gj(x)  

and wK(x),  respectively.

A path of a digraph is a  particu lar directed sequence of some of its edges, such that 

the  initial vertex of the succeeding edge is the final vertex of the preceding edge. The 

num ber of edges contained in a  path  is called the length of the path  (for a detailed 

review of notions of graph theory see e.g., Ore, 1962).

It can be easily seen from the above rules th a t the digraph representation of

a dynam ic system  contains much less information than its detailed state-space de­

scription. In particu lar, for nonlinear systems of the  form of Eq.2.1, their digraph 

representation contains no inform ation about:

1. The dependence of the vector fields gj and wK on x

2. T he exact functional dependence of the vector field /  on x

3. The numerical values of the system  param eters
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Figure 2.1: A typical digraph

In fact, a digraph representation contains only the pa tte rn  of interdependencies 

am ong the variables and is uniquely determ ined by them . This pa ttern  of interde­

pendencies can also be expressed through the notion of a struc tu ra l model, associated 

w ith the well known notion of structu ral (or s tructured) matrices (e.g., Shields and 

Pearson, 1976). Figure 2.1 provides a typical illustration of a digraph corresponding 

to  the  class of dynam ic systems with a  s truc tu ra l model of the form:

i i  =  f i ( x i , x 2, x 3) -f u(t)gx(x)  

x 2 =  f 2( x u x 2)

&3 = h { x - i , x 2, x 3) +  d(t)w3(x)  

y = h{x  2)

Applying Definitions 2 . 2  and 2.3 for the calculation of the  relative orders between u 

and y and between d and y , one easily finds th a t r = 2 and p = 3. Referring to the 

digraph of the  above system  in Figure 2.1, it is also easily seen that the shortest path 

between u and y has length equal to 3, while the  shortest pa th  between d and y has
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length equal to  4. T he above example suggests an interesting connection between 

relative orders and length of paths in a digraph. This connection will be rigorously 

established in Theorem  2.1 th a t follows, which generalizes a result by Kasinski and 

Levine, 1984. T he proof of Theorem  2.1 is given in Appendix B.

T h e o re m  2 .1 : Consider the nonlinear system of  Eq.2.1 and its corresponding di­

graph. Let iij and denote the lengths of  the shortest paths connecting Uj and y,-, 

and dK and yi, respectively. Also, let rij and p{K be the relative orders between Uj 

and yi, and dK and yi, respectively. Then, the following relations hold generically: 

r,j — j 1 and piK @iK 1 .

R e m a rk  2.4: By generically in the above theorem , it is m eant th a t the result holds 

for all vector fields f , g j , w K and all scalar fields hi, except possibly for a “set of 

m easure zero” . Non-generic situations in the calculation of relative orders through 

the  digraph may arise because of the  specific nonlinear dependence of the vector and 

scalar fields on x.

A num ber of im portant observations arise from Theorem  2.1:

o Firstly, the  result of Theorem  2.1 establishes th a t the generic calculation of 

relative orders for a process requires knoweledge of its structural model only, or 

equivalently its digraph, i.e., the  lowest level of information about the  process. 

This fact makes the relative order a generic analysis tool and establishes its 

structural nature.

® Furtherm ore, it is clear from the definition of a graph th a t, except from the 

edges connecting sta te  and o u tpu t vertices, every o ther edge denotes the ef­

fect of one variable on another through an integration step. Therefore, the 

result of Theorem  1 leads to a  graph-theoretic in terpretation of relative order 

as the num ber of integrations th a t an input has to go through before it af­
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fects an ou tpu t, generalizing the well-known SISO result obtained through the 

Byrnes-Isidori normal form. In the above sense, relative order is a  rigorous 

and meaningful m easure of how d ire c t  e ffec t an input variable has on an 

o u tpu t variable. The above in terpretation is also supported  by the  result of 

Proposition 2.2. Theorem  2.2 in the next section will illustrate  how this notion 

of direct effect m anifests itself in typical response characteristics.

•  Finally, the result of Theorem  2 .1  can be used to increase the efficiency of cal­

culation of relative orders in a symbolic m anipulation environm ent, especially 

for large-scale systems.

R e m a rk  2.5 : For linear system s, the  existence of a finite relative order r,j corre­

sponds to  the property of a c c e s s ib ili ty  (Lin, 1974) of the  ou tpu t node y, from the 

input node uj .  To denote accessibility of an ou tpu t node from a d isturbance node, the 

term  d i s tu r b a b i l i ty  has been used (Shah et ah, 1977, Morari and Stephanopoulos, 

1980), which obviously corresponds to a finite relative order between a disturbance 

input and an output.

2.5 R elative order as a m easure o f sluggishness

In th is section, a  rigorous in terpretation  of relative order will be provided as a 

m e a s u re  o f  s lu g g ish n e ss  of the  response of a dynam ic system. The main result is 

sum m arized in Theorem  2.2 th a t follows (the proof is given in Appendix B): 

T h e o re m  2 . 2 : Consider the nonlinear system o f  Eq.2.1 at an initial condition 

x(0) =  Xo, where Xo is a nominal  equilibrium point. Also, let rij denote the rela­

tive order o f  the output yi with respect to the manipulated input Uj. Then, the initial 

response of  the output y{ under a unit-step change at the input Uj can be approximated
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f or  small t imes t by:

0) p f  (2 .1 1 )
r ij-

C o ro lla ry  2 . 1 : Consider a SISO linear system o f  the form:

x = A x  + u(t)b
(2 . 1 2 )

y = cx

and let r denote the relative order of the output y with respect to the manipulated 

input u. Then, the initial response of  the output y under a unit-step change at the 

input u can be approximated for  small t imes t by:

y(t ) = { c A ' - ' b ) ^  (2.13)
r!

R e m a rk  2 .6 : The result of Corollary 2.1 is already known and proven independently 

in s tandard  linear control books (the independent proof is included in Appendix B 

for completeness).

The result of Theorem  2.2 establishes in a rigorous way th a t the relative order r^  is 

a  s truc tu ra l m easure of how sluggish the response of the ou tpu t ?/,• is for step shanges 

a t the input Uj: the larger the relative order, the more sluggish the response is. More 

specifically (see Figure 2.2):

o r,j =  1 implies th a t the  initial slope of the response will be non-zero

e r ^  =  2  implies th a t the  initial slope of the response will be zero, but its rate  

of change will be non-zero

o rij > 2  implies th a t the initial slope of the  response as well as its rate  of change 

will be zero, while a higher-order derivative of the  slope will be non-zero if r,j 

is finite
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r = l

r= 3r = 2

Figure 2.2: Relative order as a measure of sluggishness

The overall characteristics of the ou tpu t response to an input change will also depend 

on:

o the  tim e constant, which will determ ine how quickly the ou tpu t will ad just to 

the  input change, once it responds

« the steady s ta te  gain, which will determ ine the large tim e value of the output

As the tim e constant quantifies how “quick” the effect of an input variable is on 

an o u tpu t variable and the sta tic  gain how “significant” this is, the relative order 

quantifies how “d irec t” this effect is.

R e m a rk  2.7 : A sim ilar result to Theorem  2.2 can be obtained for the relative order 

PiK, as well as for r,. Clearly, r,- is a m easure of the sluggishness of the ou tpu t ?/, with 

respect to the m anipulated  input vector, i.e., a measure of the m aximum  sluggishness 

of the response of the o u tpu t ?/,■ with respect to any of the m anipulated inputs.
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y ( t )  a

p r o c e s s

a p p r o x im a te  m odel

Figure 2.3: Typical step-response of a  high-order process

2.6 R elative order, dead tim e and th e  notion o f “physical 
closeness”

T he analysis so far has indicated th a t the  concept of relative order quantifies how 

“d irec t” the  effect of an input variable is on an o u tpu t variable and has dem onstrated 

how th is property  affects the  small-tim e response characteristics. In what follows, 

m otivated by the  previous discussion, the concept of relative order will be associated 

w ith apparent dead time, which has trad itionally  been used to  capture small-tim e 

response characteristics. Consider a typical step response of the output of a process 

w ith dynamics higher than first-order (Figure 2.3). Along the lines of the  above 

trea tm en t and assuming negligible transporta tion  delay (which is the most common 

case in a single processing un it), one can obtain  a clear interpretation of the sigmoidal 

shape of the response: it is due to  the presence of a higher than  one relative order 

between the input and the ou tpu t. W hen such a high-order process is approxim ated 

by a first-order lag plus dead time model, the neglected dynamics gives rise to the
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dead tim e, which is therefore an apparent but not real quantity; although it provides 

a  useful indication of how responsive the o u tpu t is, it has no physical significance 

or rigorous justification. On the other hand, w ithout any response d a ta  and based 

purely on struc tu ra l inform ation, one can rigorously assess the  qualitative feature of 

the  initial part of th e  response through the concept of relative order. It should be 

clear, therefore, th a t relative order represents the  struc tu ra l analog of apparent dead 

tim e. This analogy becomes obvious in the  context of discrete linear system s, where 

the  pole excess of the  pulse transfer function (i.e., the  relative order) is exactly the 

tim e delay of the process.

T he above analogy between relative order and apparent dead tim e leads to an 

in terpreta tion  of relative order as a  m easure of “physical closeness” between an input 

variable and an o u tpu t variable. An especially appealing illustration of this inter­

preta tion  can be obtained in the case of staged processes (e.g., distillation columns, 

cascades of chemical reactors, etc.). Consider, for example, the cascade of two con­

tinuous stirred tank  reactors shown in Figure 2.4, where a  second order reaction 

A  — > B  takes place. Under standard  assum ptions, the m aterial and energy bal­

ances th a t describe the dynam ic behavior of this process take the following form:

<-— )
( c AO —  C A l )  —  ̂ 0 e CA \ 2

_ E
1 D T  1 o

d,CAl F
dt ~  V

dCA2 F
dt V

dT\ F
dt V

dJj. F
dt V

E  . (2-14)

t m kj ~ R T ,>c^ +  > e i
pCsp v p c p

+ rr^jrCh
pCp VpOp
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where

F T o c A0

F TN c1 At

?

Q2 6. V

0 0
F T2 c A2

Figure 2.4: A cascade of two continuous stirred tank reactors

Cp =  heat capacity

E  =  activation energy

F  = volumetric flow rate

Q 1 1 Q 2 =  hea-t inputs to tanks 1 and 2

Tu T2 =  tem peratures in tanks 1 and 2

To =  inlet tem peratu re

V  =  volume

—A H  =  heat of reaction

c a i  i CA 2  — m olar concentration of A  in tanks 1 and 2

ĉ io =  inlet m olar concentration of A

ko = A rrhenius frequency factor

p =  density
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" * ©
-A2

Figure 2.5: The digraph of the reactor cascade

From the  dynam ic model of Eq.2.14, one can easily obtain the  digraph of the process, 

which is shown in Figure 2.5. Suppose th a t we wish to  control the concentration at 

the exit of the second reactor, 2, and available m anipulated inputs are the heat 

inputs to  the  reactors, Q\  and Q2. For notational consistency, set y-i =  c&2 — 

and Ui = Qi — Q i ,, u 2 = Q 2 — Q 23 for the alternative m anipulated  inputs, where the 

subscript s denotes a nom inal steady s ta te  value. Based on the  result of Theorem  

2 .1  and the digraph of Figure 2.5, we can easily calculate the corresponding relative 

orders which take the values: r u  =  3 and r i 2 =  2. Clearly, the smallest relative 

order corresponds to  the heat input Q 2 which is “physically closer” to the controlled 

o u tpu t and has a more “direct effect” on it than  the heat input Q j.
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2.7 N otation

Roman Letters

dK =  disturbance input

f , g j , w K =  vector fields

hi =  ou tpu t scalar field

£ij =  the lenght of the shortest path  connecting Uj and y,

i iK — the lenght of the shortest path  connecting dK and y,-

n  =  relative order of the output y,- with respect to the

m anipulated input vector u 

= relative order of the output y,- with respect to the 

m anipulated input uj 

t — time

Uj = m anipulated input

x = vector of s ta te  variables

y:- =  ou tpu t to be controlled

Greek Letters

PiK = relative order of the  ou tpu t y,- with respect to the d isturbance dK
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M ath Symbols

>  =

e

c

V

T

i =

oo = 

m in  —

E  =

IR" =

approxim ately equal to

graeter than

belongs to

subset

for all

transpose

factorial

infinity

minimum element 

real line

n —dimensional Euclidean space

Acronyms

SISO

MIMO

single-input single-output 

m ultiple-input m ultiple-output
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C H A P T E R  III

FEEDFORWARD/FEEDBACK CONTROL OF 
SISO NONLINEAR PROCESSES

3.1 Introduction

In th is chapter, the unified disturbance rejection and set-point tracking problem 

will be studied for SISO nonlinear processes. More specifically, the  problem  will be 

form ulated in two-steps: a) a feedforw ard/state feedback synthesis step, and b) a 

linear controller design step. In the first step, feedforw ard/state  feedback laws will 

be calculated th a t completely elim inate the  effect of m easurable disturbances on the 

o u tpu t, and induce a well-characterized linear in p u t/o u tp u t behavior. The concept 

of relative order will arise natu rally  in the  calculation of the control laws and the 

in terp reta tion  of their nature. Im portan t stability  notions for the  closed-loop system 

will be studied. Finally, the developed feedforward/feedback control methodology 

will be applied to composition control in a system  of three C ST R ’s in series.

25
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3.2 Form ulation o f th e  feedforw ard/feedback control prob­
lem

SISO nonlinear processes will be considered w ith a state-space representation of 

the form: p
i  -  f ( x )  +  u(t)g(x)  + J 2 d K(t)wK(x)

«=i (3.1)

y = h(x)

where x  G X ,  u ( t ) G IR and d(t) G IR, Vi G [0, oo), and y G IR. A general control 

problem for processes of the above form, within a feedforward/feedback framework, 

can be s ta ted  as follows:

Calculate a feedforward/feedback control law of  the form:

u — ^ { x % y, dK,

where x, y and dK are measurements of  the states, the output and the disturbances, 

and ysp is the output set-point, which :

® Rejects the effect of  disturbance inputs on the output  

o Enforces fast and smooth tracking o f  set-point changes 

•  Maintains stability in the closed-loop system

Figure 3.1 provides a pictorial representation of the desired control structure. 

Clearly, the above form ulation of the  problem is too  general to  allow analytical 

control laws to be derived. For this reason, the following two-step form ulation of the 

problem  is proposed, which will lead to a corresponding two-step control m ethodol­

ogy:

« S te p  1 : Calculate a feedforward/state feedback control law o f  the form:

u = p ( x ) +  q(x)v  +  q'(x)Q(x,  dK)
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DISTURBANCES

SET-POINT STATESINPUT OUTPUTOUTPUT
MAP

NONLINEAR
PROCESSCONTROLLER

Figure 3.1: General feedforward/feedback control structure

where p(x) ,  q(x) and q'{x) are algebraic funct ions of  the states, with q(x) in­

vertible on X , v is an external reference input and Q is a nonlinear operator 

that may include time derivatives, which:

-  Completely eliminates the effect o f  measured disturbances on the output

— Induces a linear input/output  behavior between y and v of  the form:

a dky
Y i 7 P  = v

where flk are adjustable parameters

® S te p  2: Design a linear controller with integral action around the linear v / y  

loop, to achieve the desired servo and regulatory behavior, in the presence of 

unmeasured disturbances and /or  modeling errors

The overall control structure resulting from the above two-step methodology is de­

picted in Figure 3.2.

Step 1 will be referred to as the f e e d f o r w a r d /s ta te  fe e d b a c k  s y n th e s is  p ro b -
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OUTPUT
MAP

NONLINEAR

PROCESS

EXTERNAL
LINEAR

CONTROLLER

STATE FEEDBACK 
COMPENSATOR

Figure 3.2: Proposed feedforward/feedback control s tructu re

le m  and its solution will be the m ain focus of the subsequent sections. Note th a t 

the  control law requested in Step 1 can, in general, be a  dynam ic feedforw ard/state 

feedback law, including derivative action on both  the  s ta te  variabes and the d istur­

bance inputs.

Step 2 will be referred to  as the  l in e a r  c o n tro l le r  d e s ig n  p ro b le m . Given the 

available linear control design m ethods, the  solution to this problem is straightfor­

ward and a brief discussion will be included in Section 3.6.

R e m a rk  3 .1 : The requirem ent of complete elim ination of disturbances in Step 1 is 

reasonable, since m easurem ents of the  disturbances are allowed to  be incorporated in 

the  control law. The requirem ent of linear in p u t/o u tp u t behavior in the same step is 

by no means restrictive. As will be shown later, a nonlinear in p u t/o u tp u t behavior 

can also be requested and easily achieved. I t is the linear dynamics however, th a t we 

can b e tte r understand and for which we can more conveniently express performance 

specifications. Moreover, requesting a  linear in p u t/o u tp u t behavior in Step 1, allows 

a  straightforw ard incorporation of integral action in the  control structure  through
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the  linear control loop of Step 2.

3.3 T he feed forw ard /state feedback synthesis problem

Referring to nonlinear processes in the  form of Eq.3.1, let r  denote the relative 

order of the  o u tpu t y  w ith respect to  the m anipulated input u, i.e., th e  smallest 

integer such tha t:

LgL rf ' h { x )  ^  0

for x  G X .  W ithou t loss of generality, it will be assumed th a t X  does not contain any 

singular points, i.e., points x  G IRn for which LgL Tf xh[x ) =  0. In particu lar, as long 

as L gL Tj~l h{x0) 7  ̂ 0, where x0 is the nominal equilibrium  point, by the  continuity of 

L gL Tj~1h(x)  one can always redefine X  as an open and connected set th a t contains 

xo and is such th a t L gL'j~1h ( x ) 7  ̂ 0, Vx G X .  T hen, let pK denote the relative order 

of the  ou tpu t w ith respect to the disturbance input dK, i.e., the  smallest integer for 

which:

L ^ L f - ' h i x )  p  0

for x G X .

Based on the results of C hapter II, the  above concepts of relative order capture the 

dynam ic effect of the various input variables on the o u tpu t variable. In particular, 

they represent a m easure of how direct the effect of an input variable (m anipulated 

or disturbance) is on the ou tpu t variable, in the sense of the num ber of integrations 

th a t the  input variable has to  go through before it affects the  ou tpu t variable. Thus, 

by com paring the m agnitudes of r  and pK, one can determ ine which input, the 

m anipulated u or the disturbance dK, has more direct effect on the process output. 

M otivated by the above, the  following classification of the disturbances to the classes
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A ,  B  and C is proposed:

dK 6  A  pK > r

dK £  B pK =  r  (3-2)

dK € C <=f- pK < r

Referring to  the above classification:

® D isturbances th a t belong to class A  have a less direct effect on the output 

com pared with the effect of the m anipulated input

• D isturbances th a t belong to  class B  have an equally direct effect on the output 

com pared with the effect of the m anipulated  input

•  D isturbances th a t belong to  class C have a  more direct effect on the output 

com pared with the effect of the m anipulated input

Given the com peting natu re  of m anipulated inputs and disturbance inputs from a 

control point of view, it is intuitively expected th a t the degree of difficulty of the

regulatory control problem will be lower for disturbances th a t belong to class A

and higher for disturbances th a t belong to  classes B  and C. The above intuitive 

considerations will arise natu rally  in the solution of the feedforw ard/state feedback 

synthesis problem , which is given in Theorem  3.1 th a t follows. The proof can be 

found in Appendix C.

T h e o r e m  3 .1 : Consider the SISO nonlinear process described bij Eq.3.1. Let r, pK 

denote the relative orders o f  the output y with respect to the manipulated input u 

and the disturbance inputs dK, respectively. Let also A ,  B, C denote the classes of  

disturbances defined in Eq.3.2. Then, a feedforward/state feedback law of  the form:

u = \0TLgU f ' h { x ) \ ~ X |  v -  PkLkjh (x )  -  Y  PrdK(t )LWKU f ' h ( x )
1 fc=0  d^B
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• Completely eliminates the effect of  the disturbances dK on y

•  Induces the linear input /output  behavior:

£ & §  = » <*•*)
/:=1 UL

where /?/. are adjustable parameters

R e m a rk  3 .2 : The feedforw ard/state feedback law of Eq.3.3 is composed of:

• a  pure s ta te  feedback component, which is static  in nature:

v f b  ~  Y l P k L ks h { x )

U = f f L gU f l h(x)  (3'5)

• a feedforw ard/state feedback component, which in general involves anticipatory 

action:

Vfb — v Y , P r d . { t ) L WKL y ' h { x ) -  (dK( i ) L WKLkf l- 1h(xj)
(=o  k=PK+i

(3.6)

These two parts are clearly depicted as two separate com pensators in the  control 

s truc tu re  of Figure 3.2.

R e m a rk  3 .3 : The feedforw ard/state feedback component v f b  of Eq.3.6 contains 

explicit com pensation terms for each disturbance th a t belongs to  the classes B  and 

C. Note the distinct and intuitively consistent natu re  of these compensation terms. 

D isturbances th a t belong to class B require s ta t ic  feedforw ard/state  feedback com­

pensation. This is consistent with the argum ent th a t these disturbances have an 

equally direct effect on the ou tpu t compared with the effect of the m anipulated 

input. D isturbances th a t belong to class C require d y n a m ic  feedforw ard/state feed­

back com pensation. This is consistent with the argum ent th a t these disturbances
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have a more direct effect on the output compared w ith the effect of the m anipulated 

input. Finally, disturbances th a t belong to  class A  and have a less direct effect on the 

o u tp u t than  the m anipulated input, do not require a n y  feedforward com pensation. 

M easurem ents of these disturbances are not used in the control law. All the useful 

inform ation on how these disturbance change is cap tured  in the s ta te  m easurem ents. 

In fact, in the absence of disturbances th a t  belong to  classes B  and C, Eq.3.3 reduces 

to a  s ta tic  s ta te  feedback law of the form:

’ -  i 2 ^ L k} h(x)
u —

v
k=0

!3rLgLrf l h{x)

and the  control structure  of Figure 3.2 reduces to the  Globally Linearizing Control 

(GLC) structure (Kravaris and Chung, 19S7).

R e m a rk  3 .4 : In the  presence of disturbances th a t belong to class C the  control law 

of Eq.3.3 includes the tim e derivatives of sta te  and disturbance dependent term s. 

For the  im plem entation of these components of the  control law, one would have 

to employ filtering of the data , in order to  obtain approxim ations of the derivative 

term s.

R e m a rk  3 .5 : Following a procedure sim ilar to the  one the proof of the Theorem  3.1, 

it is possible to calculate a control law th a t induces any desired nonlinear disturbance- 

free behavior of the  form:

dry  , ,  dy dT~l y
= (3'7)

Such an extension, however, does not seem particularly meaningful.

R e m a rk  3 .6 : Consider the class of nonlinear processes of the form:

i  = f ( x ) +  u (t), d*(t))g(x)  +  d*{t)wK{x) (3.8)
K-l
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where <f>(x, u , d*) is a  scalar function solvable for u, and d ’ is an additional vector 

of disturbances. This is a more general class of system s than  the one described by 

Eq.3.1. The proposed m ethodology can be applied to  the above class of systems 

by sim ply letting  <f>(x,u,dm) =  U,  calculating U  from Eq.3.3 and solving for the 

actual m anipulated input u. In this way, com pensation for the  disturbances d* is 

also possible.

Proposition 3.1 th a t follows provides a solution to the  feedforw ard/state  feedback 

synthesis problem for the special case of a  linear process description.

P r o p o s i t io n  3 .1 : Consider a SISO linear system o f  the form:

p
x — A x  + u(t)b-\-

«=i (3.9)

y — cx

where A,b,~fK,c  are matrices o f  appropriate dimensions. Let r, pK denote the relative 

orders of  the output y with respect to the manipulated input u and the disturbance 

inputs dK, respectively. Let also A ,  B,  C denote the classes of  disturbances defined in 

Eq.3.2. Then, a feedforward/state feedback law of  the form:

u =  [facAT *&] i v -  ^2 BkcAhx -  ^  /3rdK{t)cAr l -yK
k=o d«ee

- e ' e * E  (3-ic)
dKec i=o k=PK+i )

e Completely eliminates the effect o f  the disturbances dK on y

® Induces the input /output behavior:

V ' R dk]) 
k=1 UL

where fa  are adjustable parameters
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P ro o f :  It is straightforw ard to verify th a t, for f ( x )  = A x ,  g(x) = b, w K(x)  =  ~fK and 

h(x)  = cx,  the following relations hold:

L kh(x)  =  cAkx

L gL kf h{x ) =  cAkb 

L WKL k h{x) = c A k lK

Substitu ting  the  above relations to the  control law of Eq.3.3, Eq.3.10 is easily ob­

tained.

The result of Proposition 3.1 lends itself to  a num ber of im portan t observations. 

More specifically:

• According to Proposition 3.1, the solution to the feedforw ard/state feedback 

synthesis problem  for linear systems is a control law, which may be dynam ic 

in the  disturbance inputs, bu t is always s ta t ic  in the s ta te  variables. On 

the o ther hand, Eq.3.3 indicates th a t the corresponding solution for nonlinear 

systems is a  control law which may be dynam ic both  in the s ta te  variables and 

the d isturbance inputs. Therefore, from a theoretical point of view it would 

be very interesting to characterize the  class of nonlinear systems for which a 

sta tic  in the  states control law solves the  posed synthesis problem.

o From a practical point of view, the com putational effort required for the im­

plem entation of the dynam ic components of the control law of Eq.3.3 increases 

considerably w ith their complexity (see also Rem ark 3.4). Clearly, a control 

law which is sta tic  in the sta tes would be significantly easier to implement. 

It would simply require filtering of the  disturbance m easurem ents in order to 

suppress noise effects, and this can be easily achieved using an appropriate 

low-pass filter.

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



35

M otivated by the above considerations, the  rest of this section will be devoted to 

obtaining a characterization of the class of nonlinear systems for which, a feedfor­

w a rd /s ta tic  s ta te  feedback law of the  form:

(3.11)

where p(x) ,  q(x) are algebraic functions of the  states with q(x)  invertible on X ,  and Q' 

is an algebraic function which is nonsingular under nominal conditions (i.e., remains 

finite when d(t) =  0), induces the  in p u t/o u tp u t behavior of Eq.3.4 independently of 

the  values of the disturbance inputs.

W ithout loss of generality and in order to simplify the notation, SISO nonlinear 

system s w ith a single d isturbance (SISOSD) will be considered initially, i.e., systems 

of the form:

x = f { x )  + u{t)g{x) + d(t)w{x)

y = H x )

For such systems, the relative order of the  ou tpu t with respect to the m anipulated 

input will be denoted by r , while the relative order of the ou tpu t with respect to the 

d isturbance input will be denoted by p. Then, according to Theorem  3.1, a control 

law which elim inates the  effect of d on y  and induces the in p u t/o u tp u t behavior of 

Eq.3.4, has the  form:

u —

v -  ^ / 3 kLkjh (x )
k= 0________

pTL aL Tf xh{x)  ’ 

u -  ' £ P k L kJh{x) -  PTd( t)LwL'j~1 h(x)
fc=o____________________________

PTL gL rs- l h{x)

V  -  f : ^ L ) h { x )  -  £  £  (d{t)LwL)~l- l h{x))
fc=0 ;=o k=p+i

PrL g L j h ( x )

i f  p >  r 

i f  p = r

i f  p < r

(3.13)

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



36

Obviously, the  case of p > r  is of no interest, since in this case the resulting control law 

does not require any dynam ic compensation. Proposition 3.2 th a t follows provides 

necessary and sufficient conditions in order for a  control law of the form of Eq.3.11 to 

induce the  disturbance-free in p u t/o u tp u t behavior of Eq.3.4 in the case th a t p < r. 

T he proof can be found in Appendix C.

Proposition 3.2: Consider the nonlinear system of  Eq.3.12. Let r  and p denote

the relative orders o f  the output y with respect to the manipulated input u and the

disturbance input d, respectively, with p < r. Then, the conditions:

L g<f>t {x,d{t)) =  0, £ = 0,1, - ■ ■ , r  — p — I (3.14)

where

<t>e(x,d(t)) = E L ef- » ( d ( t ) L w + ^ J  ( * / + W X .  +  ! ) V « . )  (3 '15)

are necessary and sufficient in order for  a feedforward/static state feedback law of  

the form o f  Eq.3.11 to:

•  Completely eliminate the effect of  the disturbance d on y, and

9  Induce the linear input/output  behavior:

Y" a dky
k=l UL

where are adjustable parameters.

I f  these conditions are satisfied, the appropriate control law takes the form:

u = [ f fL gL ) - l h ( x ) Y l I v  -  j 2 P kL kjh (x )

- j : M > : - P { x A t ) , d ( t ) {1\ - - - , d ( t f - p)) (3.16)
k=P )
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R e m a rk  3 .7: The m ultiplication of the operators ( L f  + d ( t )Lw 4 - J7) is not asso­

ciative. Therefore, the following convention is assum ed in Eq.3.15:

( L f  + d( t )Lw + j iy L p}- 1h(x)  =

(.L j  +  d(t)Lw + £ )  ( ( .Lf  + d{ t)Lw +  | ) M_1 T f 1/ ^ ) )  , n = 1 ,2 , --- 

R e m a rk  3 .8 : The functions fa defined in Eq.3.15 take the following form for various 

values of £:

•  f a ( x , d ( t ) )  = d ( t )LwL pf 1 h{x)

•  fa (x ,d (f ) ,d ( f ) (1)) =

d(t) [ L jLwL pf xh(x)  + L wL ph{x)\  

+d(t)2 [ L l L pf l h { x ) \ + d { t ) W  [LwL p~l h(x)}

9 fa  ( x , d ( f ) , d ( f ) (1), d ( f ) (2))  =

d(t) [ L j L v L f ' h i x )  + L f L wL ph{x)  +  L wL p+1h(x)] 

+d( t)2 [ L j L l L f ' h i x )  +  L WL j L wL pf l h(x)  +  L 2wL pf h(x)\  

+ d ( t f  [ L l L pf l h{x)\  

+ d{t)W \LwL pf h{x)  +  2L s L wL pf l h{x)\

+d{t)d{t)W [?>LlLpf ' h { x ) \ + d { t ) W  [LwL pf ' h { x ) \

o fa  (x ,d (f ) ,d ( f ) (1) ,d (f)(2),d (f)(3>) =

d{t) \LwL pf+2h(x) + L j L wL p+'h{x )  + L 2L wL Pjh (x )  + L ) L wL pf xh{x)\  

+ d ( t f  [ L l L p+lh(x)  +  L wL s L wL ph(x)  +  L wL 2L wL pf l k (x )  +  L f L 2wL pk(x)  

+ L JL wL JL wL pf 1h{x)  +  L } L 2wL pf l h{x)\  

+ d ( t f  [ L l L ph(x)  +  L l L j L wL pf l h ( x ) + L wL sL l L pf l h(x)  +  L j L l ^ f 1 h(x)} 

+ d ( t y  [ L i L pf l h(x)} 

+d{t)M \LwL pf+lh{x)  +  2L f L wL Pjh (x )  + 3 L 2LwL pf l h(x)}
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+d(t)d( t )W  [3L l L pf h{x) + ALwL f L wL pf 1h(x)  +  5L s L 2wL pf l h{x)\

+d(t)2d(t)W [§L3wL pf l h(x)\ + d ( t f ) d ( t ) U  [zL2wL pf l h(x)\

+d( t)W [LwL Ps h(x)  + ZL}L wL pf l h{x)\

+d( t)d( t )W [± L lL pf l h(x)\ + d ( t ) M  [LwL p}- l h(x)\

.  <f>4 ( x , d ( t ) , d ( t ) M ,d ( t ) W ,d ( t ) {3],d ( t )W )  =  

d(t) \LwL p+3h{x)  +  L f L wL pf +2h{x) + L } L wL p+lh(x)  + L 3f L wL ph{x ) 

+ L 4L wL pf ' h { x ) \

+d(t)2 [ L l L pj +2h(x)  + L wL f L wL pf +1h{x)  +  L wL 2L wL pf h(x)  +  L wL 3L wL pf l h{x)  

+ L f L 2wL p+1h(x)  +  L }L wL }L wL ph(x)  +  L 2L 2wL ph(x)

+ L f L wL 2L wL pf 1h{x) +  L ) L wL JL wL f 1h{x)  +  L ) L l L f l h{x)\

+d(t)3 [ L l L Pj +1h(x)  + L 2wL f L wL pf h(x)  + L wL f L 2wL p}h(x)  + L f L 3wL pf h(x)  

+ L 2wL 2L wL pf 1h ( x ) + L wL j L wL j L wL pj~1h(x)  +  L wL 2L 2wL p~l h(x)  

+ L j L 2wL j L wL pJ~1h(x)  +  L f L wL sL 2wL pf l h{x)  +  L 2L l L pf l h{x)\

+d(t)4 [ L i t f h i x )  +  L 3wL sL wL Ps- l h{x) A -  L wL j L 3wL pf l h{x)  + L 2WL s L 2wL pf l 

+ L f L4wL p~1h(x)}

+d(t)5 [L3wL pf l h{x)\

+d{t)W  [.LwL p}+2h ( x ) +  2Lf L wL ps+1h{x) +  3L ) L wL ps h(x)  +  4L 3j L wL pf l h{x)\ 

+d(t)d( t )W  [3L 2wL p+1h(x)  +  ALwL j L wL jh {x )  +  5L j L 2wL ph(x)

+  bLwL 2L wL j ~ 1h(x)  +  6 L f L wL }L wL pf l h{x) + 7 L ) L 2wL pf l h{x)\

+d{t)2d{t)W  [6 L l L ph{x) + 7L2wL j L wL pf l h{x)  +  8 L wL f L l L pf l h{x)

+9 L }L 3wL pf ' h ( x ) }

+d(t)3d(i)M  [lOL 4wL p}- l h(x)\

+d( t)Wd( t )W  [ U 2wL ph(x)  + ALwL s L wL Ps~1h{x)  +  %L}L 2wL pf l h{x)\ 

+d{t)d{ t)Vd{ t)M  [1 5 L 3wL pf l h{x)\

+d(t)M \LwL p+1h(x)  + 3L j L wL ph(x)  +  QL)LwL pf l h{x)\

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



39

+d{t)d{t)W  [4L 2wL Pjh{x)  + 7LwL j L wL pJ- 1h(x)  + 9L f L 2wL fif - 1h(x)]

+d( t)2d( t)M [ lO LlLpf ' h ( x ) \  + d ( t ) W d ( t )M  [lQL2wL pf l h{x)\

+<f(0(3) [LwL pf h{x) + A L fL wL j~ Jh(x)\

+d( t)d( t )&  \ $ L l L pf l h { x ) \ + d ( t ) W  [LwL pf ' h { x ) \

•  etc.

Under nom inal conditions (i.e., d(t) = 0), the above functions vanish and the  control 

law of Eq.3.16 reduces to a  sta tic  s ta te  feedback law, as expected. Furtherm ore, for 

d(t) a sufficiently sm ooth function of tim e, the control law of Eq.3.16 is nonsingular 

for all values of the  disturbance.

R e m a rk  3 .9: It is im portant to note th a t the functions <j>( (:r, d(t) ,d(t )^l \  • • ■, d ( t ) ^  

are polynomial forms in d(t) and its derivatives. Therefore, the conditions of Eq.3.14 

should be interpreted  in the sense th a t all the  x-dependent coefficients of the poly­

nomials m ust be identically equal to  zero. More specifically, the p a tte rn  of the 

conditions develops as follows:

•  r  — p — 1 :

which implies:

o r — p =  2 :

Lg4>o (x ,d { t )) =  0

LgL wL pf lh{x)  =  0 (3-17)

L g<f>0 {x,d{t)) — 0

Lg( j ) x { x ,d { t ) , d { t ) ^  =  0 

which, in addition to  Eq.3.17, also imply:

Lg {LwL j  + L j L w) L pf l h(x)  =  0 

LgL 2wL pf l h{x)  =  0
(3.18)
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4i i—  p  =  3:

L g<f)0 ( x , d ( t )) =  0

L g^ { x , d { t \ d { t ) ^ )  =  0

L a<j>2 ( x ,d { t ) ,d { t )M ,d ( t )W )  =  0 

which, in addition to  Eqs.3.17 and 3.18, also imply:

L g (LwL J + 2LI L w) L pf 1h(x)  =  0

L g i L l L j  + L v L j L v  + L j L D L ' - ' H x )  = 0 

L g ( L wL 2f  + L f L wL f  + L } L w) L pf l h{x) =  0 

L gL 3wL pf ' h ( x )  =  0

• r — p — 4:

L g<j)o{x,d(t)) =  0

L g<f>i (a :,d (f),d (f)(1)) =  0

L g4>2 ( x ,d ( t) ,d ( t) (1),d ( t) (2)) =  0

d(0 ,<*(0 (1),d ( 0 (V ( 0 (3)) =  0

which, in addition to Eqs.3.17, 3.18 and 3.19, also imply:

L g ( L wL} + L JL wL} + L } L wL J + L 3JL vl) L pf - 1h{x) =  0

Lg {L2WL 2 +  L wL j L wL j  +  L 2L 2W + L SL 2WL } +  L WL 2L W 

+ L f L wL j L w) L p- 1h{x)  =  0

L g ( L 3wL j  + L 2wL j L w +  L wL j L 2w + L j L 3J  L pf l h(x)  =  0

Lg ( L wL 2f  + 2Lf L wL f  + U 2f L j ) L pf - 1h{x)  =  0

L s i U l L j  + i L v L j l v  + b L f L D L ' j - ' h i x )  = 0

LgL l L p~l h(x)  =  0

® etc.
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R e m a rk  3 .10 : Suppose th a t the conditions of Eq.3.14 are violated, and, in partic­

ular, let r'  <  r be the  smallest integer for which:

L g<j>r^  ( x , d ( t ) , d ( t f \ - - - , d ( t ) ^ ' - p- V )  ^ 0  (3.21)

T hen, it is straightforw ard to verify th a t a  feedforw ard/static s ta te  feedback law of 

th e  form:

u = [ ^ L gcf>rl_p_l (a;, d(f), d (t)(1), • • •, d (t)(r'-p-1))]
i - i

u -  £  pkL)h{x )  -  Y l M k - o  (x, d(t), d ( t f \  • • •, d ( t f - * )  (3.22)
{ k=o k=p )

eliminates the effect of the disturbance on the ou tpu t and induces the in p u t/o u tp u t

behavior:

(3-23)fc=o ai

The above suggests th a t, in principle, one can achieve elim ination of the  disturbance 

and an in p u t/o u tp u t behavior of order lower than  r , using feedforw ard/static s ta te  

feedback. It can be easily verified, however, that:

L a4>r'-p-i (x, d ( t ) , d ( t f \ -  ■ •, d ( 0 (r' - p- 1)) = L 3 ( l j  + d( t )Lw + P L pf ' h ( x )

(3.24)

which is equal to zero when d(t) =  0. In other words, under nominal conditions the

control law of Eq.3.22 becomes singular, which makes such an approach meaningless.

E x a m p le  3 .1 : Consider the system:

i j  =  x \  -  Ci -f d ( i ) x i x 3

%2 =  2-3 — C?
(3.25)

x 3 = x-i -  c3 +  u(t)

y = xj
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where Cj,C2 ,C3 are positive real num bers and x 6  1R3. Let x’o =  (c3, c°-5 , 0 2 )^ be the 

nom inal equilibrium  point (corresponding to u — d — 0). For the  above system:

x^ — ci 0 XiX3

/ ( x )  =  x 3 - c 2 » 9{x)  =  0  , w ( x ) =  0  , h ( x )  = x 1

xi -  c3 1 0

I t can be easily verified that:

Lgh(x)  — L gL j h [ x )  — 0 

LgL)h{x)  =  2x2 ^ 0  

Consequently, the relative order of y w ith respect to u is r  =  3. Let:

S  = {x G IR3 : x 2 =  0 }

Define a set X  C IR3 with the  following properties:

• X  is connected and open

o X  contains the nominal equilibrium  point x0

• * n s  =  0

The set X  will be considered to  be the sta te  space for Eq.3.25. Then,

L wh(x)  -  x xx 3 ^  0

for x G X . Consequently, the relative order of y with respect to d is p = 1. 

p < r and the control law:

1
u =

k= 0

2 3 dl

PzLgL jh (x )  y k=0 (=0 k—i+i

enforces the in p u t/o u tp u t behavior:

dtl

3 jk
sr '  o d y _  
^  dtkk= 0

(3.26)

Clearly,

(3.27)

(3.28)
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independently of the values of the disturbance d(t).

It can be easily verified th a t the conditions of Eq.3.14 are not satisfied. More specif­

ically, r  — p =  2 , and for £ =  0 :

L gL wh(x)  =  ^  0 (3.29)

Therefore, dynam ic feedforw ard/state feedback is necessary in order to achieve the 

in p u t/o u tp u t behavior of Eq.3.28 for all values of d(t).

Theorem  3.2 th a t follows generalizes the  result of Proposition 3.2 for general SISO 

nonlinear systems of the form of Eq.3.1. The proof of Theorem  3.2 is completely 

analogous to  the one of Proposition 3.1 and is om itted for brevity.

T h e o r e m  3 .2  : Consider the SISO nonlinear process described by Eq.3.1. Let r, 

pK denote the relative orders o f  the output y with respect to the manipulated input u 

and the disturbance inputs dK, respectively. Let also A ,  B, C denote the classes of  

disturbances defined in Eq.3.2 and assume that C ^  0. Then, the conditions:

Lg<f>e (x,d( t ) )  =  0, £ =  0,1 , • ■ • , r  -  p,  -  1 (3.30)

where

M * , m )  =  E d ' "  ( d * . ( 0 £ « . + 1 )  ( i / + f  ) V ‘ ' kw

(3.31)

and

pm= r n i n { p i , - - - , p p} (3.32)

are necessary and sufficient in order for  a feedforward/static state feedback law of  

the form of  Eq.3.11 to:

a Completely eliminate the effect of  the disturbance d on y, and
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•  Induce the linear input/output  behavior:

sp  a dky
■L ^  = v k=1 al

where fik are adjustable parameters.

I f  these conditions are satisfied, the appropriate control law takes the form:  

u =  [firLgL ) - l h{x)]~l \ v  - j 2 f i k L ) h { x )  -  Y ,  ^ d K{t)LWKL rf - l h(x)

-  E  M k - P .  { x , d ( t ) , d ( t f \ - - - , d ( t f ~ ^ )  (3.33)
k=p. )

R e m a rk  3.11: The results of Theorem s 3.1 and 3.2 and Proposition 3.1 illustrate 

the fundam ental differences in the  solution of the feedforw ard/state feedback synthe­

sis problem between linear and nonlinear systems. In particular, for linear systems, 

the solution to the feedforw ard/state feedback synthesis problem is a  control law 

which is a lw ays sta tic  in the sta tes, and affine in the  disturbances and their deriva­

tives (Eq.3.10). On the  o ther hand, it is only for a specific  class of nonlinear systems 

(i.e., those satisfying the conditions of Eq.3.14) th a t the resulting control law is static 

in the states. Even for this class of system s, however, the control law is not affine in 

the disturbances and their derivatives, in general (Eq.3.33).

3.4 C losed-loop stab ility  considerations

The purpose of this section is to  develop a framework th a t will allow the charac­

terization of the stability  of the closed-loop system under the control law of Eq.3.3.

Clearly, the BIBO stability characteristics of the v — y system depend on the 

location of the roots of the characteristic polynomial:

fio +  f i i s  +  +  • • • +  =  0
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Since the param eters /?* are adjustable, they can be chosen by the designer for in­

p u t/o u tp u t stability  and fast dynamics. In the absence of disturbances, ISE-optim al 

response for step changes in v  can be achieved as the  roots of the above characteristic 

equation approach —oo.

An interesting observation regarding the v — y  system  is th a t the relative order 

between y and v is exactly equal to r , i.e., in loose tem rs, relative order is preserved 

under the  control law of Eq.3.3. Moreover, the  order of the  v — y system  is equal 

to r , where r  <  n , and the v — y system  has no zeros. This effective reduction in 

the order of the  original system implies th a t part of the dynamics of the original 

system  has become unobservable. Intuitively, the unobservable dynamics must be 

stable in some sense, in order for the closed-loop system  to be well behaved. More 

precisely, in addition to  in p u t/o u tp u t stability, a s y m p to t ic  s ta b i l i ty  o f  th e  s ta te s  

of the unforced closed-loop system is also required. In the absence of disturbance 

inputs, th is would be equivalent to the requirem ent of internal stability  for the closed- 

loop system, i.e., the  requirem ent of asym ptotic stability  of the  states with respect 

to perturbations in the  initial conditions. Conditions th a t guarantee the internal 

stability  of the  closed-loop system, in the context of in p u t/o u tp u t linearization, have 

been obtained based on the  concepts of zero dynamics (Byrnes and Isidori, 19S5) and 

forced zero dynamics (Kravaris, 1988). These concepts have provided meaningful 

generalizations of the notion of zeros in linear system s, in a nonlinear context. In 

the case of nonlinear system s with disturbances, a  characterization of the asym ptotic 

stability  of the  states must be more general, including stability  with respect to the 

disturbance inputs, as well as the initial conditions. Such a  characterization will be 

obtained through a concept analogous to the zero dynamics of a disturbance-free 

system.
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At first, one m ust observe th a t when the  system  of Eq.3.1 is subject to  the control 

law of Eq.3.3, the  o u tpu t dynamics of the unforced closed-loop system  is governed 

by:

i > $ = °
k= 0 al

under appropriate  initial conditions. Thus, by choosing the ad justab le  param eters

/3jt so th a t closed-loop system  is BIBO stable, any initial conditions of the states

will generate exponentially decaying signals for the  o u tpu t y and its derivatives 

dy dr~1y
—  , • • • ,  . Moreover, the o u tpu t and its derivatives will get arb itrarily  close to
( it  Uli

zero in finite time. Consequently, the  asym ptotic stability  of the states (i.e., the

stab ility  as t —> oo) of the  unforced closed-loop system  will depend, for all practical

purposes, on the  asym ptotic stability characteristics of the dynam ic system  resulting

dy dr~1y
when y — —  = •■• = —— -  =  0. T he above considerations m otivate the definition

y dt dt r~ 1

of a  concept of zero dynamics for a  system  described by Eq.3.1, as its dynamics 

when the o u tpu t y is constrained to  rem ain a t zero for all times. The above concept 

of zero dynamics is consistent with the Byrnes-Isidori concept of zero dynamics for 

disturbance-free systems. In what follows, a norm al form for system s of the form of 

Eq.3.1 will be introduced and will be used for the  calculation of a representation of 

the  zero dynamics for such systems.

Referring to SISO nonlinear systems of the form of Eq.3.1, consider the following
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nonlinear coordinate transform ation (Byrnes and Isidori, 1985):

C -  T (x )  = (3.34)

U(x)

t n—r(x) 

h(x)  

L j h ( x )

L Tf l h(x)

where:

•  <i(x), • • • , t n- r(x), h ( x ) ,L f h (x ) ,  • • ■, L rf 2h ( x ) , L rf 1h(x)  are linearly independent 

scalar fields

•  L g t i ( x )  = 0, i -  l , - - - , ( n - r )

The above coordinate transform ation has been used to  obtain  a normal-form descrip­

tion of disturbance-free SISO nonlinear system s (Byrnes and Isidori, 1985). In what 

follows, the  same transform ation will be used to  develop a normal form for systems 

of the  form of Eq.3.1, which include disturbance inputs.

Consider first the case where only disturbances th a t belong to  classes A  and B  are 

present. Then, the system  of Eq.3.1 under the coordinate transform ation of Eq.3.34
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becomes:

Ci =  Lj t i {Q+ dK(t)LwJ i ( 0
d«€A,B

C n - r  — L f t n - r ( ( )  +  d K( t ) L WKt n - r { ( )
d«e A, B

Cn—r+1 — Cn—r+2 (3.35)

Cn-1 — Cn

c „  =  L } h ( Q  + u ( t)LgL rJ- 1h { Q +  Y 2 d K(t)LWKL T f ' h ( 0
d*£B

V ~  C n -r+ l

where the (C) dependence in the  right hand-side of the above equations implies that 

the  corresponding expressions are evaluated at x =  T -1 (£). In this new system 

representation, it is clear how the  various disturbances enter the system  and affect 

the  ou tpu t. In particular,

• D isturbances of class A  enter the  system only through the first n — r s ta te  

equations. T he first n — r s ta te  variables in tu rn  affect the  right-hand side of 

the  last s ta te  equation and finally through a chain of r integrations, the  output 

V — C n -r+ l-

e The effect of disturbances of class B  is similar, except th a t they also affect the 

right-hand side of the last s ta te  equation in a direct way.

Referring to  the new system representation given by Eq.3.35, the conditions:

_  dy _  _  dr~hy _
V dt  "  dtT- x

imply:

C n - r + l  =  0  =£■ Cn —r + 2  — 0  =r> • • • = >  £ n  =  0
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Consequently, the zero dynamics of Eq.3.1 is given by the dynamic system:

Cl =  ■ • , C n - D  0 ,  • • • , 0 )  +  £  dK( t)LWKt i( ( i ,  ■ ■ ■ , C n - r 5 0 j  ' '  ‘ r 0 )
d « e A , B

C n - r  — L f t n - r ( ^ i ,  • • • , C n - 7-5 0 )  ' '  '  i 0 )  +  ^ £  d K{ i ) L WKt n - T{(>\ , • • • , C n - r  i 0 ,  ' '  ’ , 0 )
d « e A , B

(3.36)

T he asym ptotic stability  characteristics of Eq.3.36 w ith respect to the disturbance 

inputs and the  initial conditions, will then determ ine the asym ptotic stability  of the 

unforced closed-loop system.

R e m a rk  3 .12 : In the  coordinate system  of Eq.3.34, the  control law of Eq.3.3 takes 

the  form:

U =  [ p TL g L y \ Q \ ~ l  ( u  -  £ & C „ - r + i f c + l  -  / U r, A ( C )  -  £  P r d K( i ) L ^ L rf l h ( 0  1 
(  k = 0 dKe B  J

(3.37)

S ubstitu ting  the above control law in Eq.3.35, the following closed-loop dynamics is 

obtained:

Ci =  £  dK{t)LwJi(( )
dK£ A , B

C n - r  — L j t  „ - r ( C )  +  £  d K( t ) L WKt n - r { C )
dK£ A , B

Cn—r + 1  — Cn —r + 2 (3.38)

Cn—1 Cn

Cn 1 A ) C n - r + l  / ^ l C n - r + 2  ' P r -  l C n )
P r

V  C n - r + l

Clearly, the first n — r s ta te  variables which correspond to  the  zero dynam ics, become 

unobservable in the v — y system, whose dynamics depends only on the last r s ta te
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variables and is not affected by the disturbance inputs.

In the  general case where disturbances th a t belong to  class C are also present, the 

system  of Eq.3.1 under the coordinate transform ation of Eq.3.34 takes the form:

Ci — L f h i Q  +  E dK( t)LwJ i ( ( )
dKn£A,B,C

C n - r  ~  L f t n - r { ( )  +  E  d K( t ) L WKt n - r { C )
dKeA,B,C

C n - r + l  — Cn—r + 2

C n - r + p . - l  — C n - r + p .

C n - r + p .  =  C n - r + p . +1 +  X) dK( t)LWKL j '  h(()
d«ecW

Cn— Cn—r + p * + 2
dxecWucw

(3.39)

Cn—1 =  Cn+ E ^ ( 0 ^ ^ - 2MC)
d«£C

Cn =  L}h(C) + u ( t )LgL rf l h ( 0 +  E  dK[ t ) L ^ r K 0
d«eB,C

y — Cn-r+l

where p . was defined in Eq.3.31, and C^  =  {dK 6  C : pK =  /?„}, C ^  = {dK G C : 

Pk ~  P~ +  1}, etc. In this system  representation, it is easy to see th a t the effect of 

disturbances of class C on the ou tpu t y =  Cn-r+i is much more direct compared with 

th a t of the  disturbances of classes A  and B. D isturbances of class C affect not only 

the  last s ta te  equation but also some of the previous s ta te  equations, and therefore 

have to go through a smaller num ber of integrations before they affect the output y. 

Imposing the zero-output conditions in the above system  representation, we obtain

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



51

th e  zero dynamics of Eq.3.1 as the  dynamic system:

Ci — L / t i ( Q +  dK( t)LWKt i ( ( )

C n - r  =  L j i n - r ( C )  +  ^  dK( t)LwJ n- r(()
d*eA,B,C

subject to  the  constraints:

C n - r + l  =  0  

Cn—r + 2  — 0

(3.40)

C n - r + p ,  

C n - r + p . +  1

C n - r + p . +  2

=  0

-  £  d M L ^ L y - ' h i 0  
dKeco>

-  £  dK( t)LWKL p/ h ( ( )

-  E
dK£CW

C» =  -  £  d S ) L * . L Y 2k(0
dK£ C( r - P . )

</Kec(r-P.-i) L ai

-  £  ( + ( i ) i „ . i } - 3M c)) +  • • •
dKgC(') L

+ s f S  ( 4 ( o i » . i ; - A ( o )

(3.41)

The asym ptotic stability  characteristics of the  above dynamic system  will determine 

the  asym ptotic stability of the closed-loop system under no external input. O btain­

ing algebraic expressions for the  last r — pm s ta te  variables in Eq.3.41 in terms of 

C i ,  • • • ,  C n - r  and dK and their derivatives may not always be possible. The order and 

the exact state-space realization of the zero dynamics will therefore depend on the
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specific form of the nonlinear process.

R e m a rk  3 .13 : In the  absence of d isturbance inputs (i.e., when dK =  0, Wc =  

1 , •••, /?) the  zero dynamics defined previously reduces, as expected, to the stan­

dard Byrnes-Isidori concept of zero dynamics for disturbance-free systems, i.e., the 

dynam ic system:

Ci =  • • • ,  C n - r , 0 ,  • • • ,  0 )

: (3-42)

Cn—r  =  -f '/^ n - i^ C l)  ' ' ' Cn—rt ' ' ' > 0 )

W henever the above system is asym totically stable, the  system  of Eq.3.1 is called

m in im u m -p h a s e , and the closed-loop system under the control law of Eq.3.3 (with

dK — 0 ) is internally stable.

3.5 T he linear controller design problem

The second step of the proposed methodology involves the design of a linear 

controller with integral action around the linear v  — y system, which will reject the 

effect of m odeling errors a n d /o r unm easured disturbances. F o r e x a m p le , one can 

use a P I controller:

v  =  K e
1

( y , P -  y )  + — / {y*P -  y )
T j  Jo J

(3.43)J_ [t '
T[

in which case, the overall closed-loop BIBO stability  and performance will depend 

on the location of the  roots of the characteristic equation:

(/?o +  A c) -| b (3\S +  fas2 +  • • • +  fdrsr = 0 ( 3 -44 )T}S

In  g e n e ra l,  one can choose a linear controller with transfer function:

u ( s )  00 - f  01 s +  • • • +  0tST
y s p ( s ) - y ( s )  (es + l ) r - l

(3.45)
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Figure 3.3: A cascade of three continuous stirred tank  reactors 

in order to induce a critically dam ped closed-loop response w ith the  transfer function:

3/00 1
y,P{s) (es + l)r

(3.46)

3.6 A pplication  o f th e  control m ethodology to  a cascade of 
chem ical reactors

In this section, the  developed control m ethodology will be applied to composition 

control of a system  of 3 C S T R ’s in series, where a second order reaction A  — ► B  

takes place. Figure 3.3 provides a schem atic description of the  process under consid­

eration.

It is desired to  m aintain the  composition of the stream  leaving the  last reactor con-
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stan t, despite fluctuations in the feed tem pera tu re  a n d /o r  composition.

Three cases are examined:

1 . Case 1 : T he  m ajor disturbances are the  inlet concentration and composition 

and the  m anipulated input is the  heat input in the  th ird  vessel.

2. Case 2: T he m ajor disturbance is the  inlet tem pera tu re  and the  m anipulated 

input is the  heat input in the first vessel.

3. Case 3: T he m ajor disturbance is the  inlet concentration and the  m anipulated 

input is the heat input in the first vessel.

A lthough Cases 2 and 3 could be examined together, they are examined separately for 

methodological reasons. It is assumed th a t bo th  heating and cooling of the reactors 

is possible. It is also assumed th a t the inlet and interm ediate flowrates, as well as the 

reactor volumes, are equal and rem ain constant during the  operation. The dynamic 

equations of the  system  are the mass and energy balances for each reactor and the 

form they take under the previous assum ptions is :

= F{cAQ- c M ) - V k xcM 2 

I / %  =  F (cA1 -  cA2) -  V k 2cA22

(3.47)

dt

V i t  = F{CA2 ~  °A3) ~  V hC A 3

Vf>Cpl [ t  = F Pcv(To - T i) + V ( - & H ) k 1cAl2 + Ql

V  Pcp ~ j r  =  F Pcp ( T i - T 2) + V ( - A H ) k 2cA22 + Q2
a t

dTn
V p C p =  Fpcp(T2 - T 3) + V ( - A H ) k 3cA32 + Q3

where

ki = k0e x p { - - ^ - ) ,  i =  1 ,2 ,3  (3.48)
i l i  |

The following typical values were given to  the process param eters:

F  =  54 ///j, V  = 91, E  = 76480J /m o l ,  k0 =  1.25x10u l/mol .h ,
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—A H  = 500x103J /m o /, p * Cp =  30000J j l . K

T he steady s ta te  values of the process variables were:

T 0s =  298 .13# , T u  =  T2s =  TZs =  298.131<,

caos =  2.1641 mol / l ,  cau =  1.1216mol / l ,  cAi s =  0.7071 mol / l ,  c^3j =  0.5m o ///

These conditions correspond to a stable steady s ta te  as was verified by the simula­

tions. T he states of the system  are chosen to be the concentrations and tem peratures 

in each reactor:

# 1  =  T i , X2 — CAh %3 — T 2, X4 —  CJ4 2 i  3-5 —  r 3 , Xq C>13 

all assumed measurable.

F igure 3.4 provides the digraph corresponding to this process, which can be used 

to  calculate and interpret the  relative orders and the natu re  of the  resulting control 

laws, for the three different cases examined. More precisely :

•  Case 1 : As shown in Figure 3.4 and can be easily seen from the system  dynamic 

equations, the disturbances and the m anipulated input Q 3 affect the  output 

through different paths. A change at T0 has to go through 3 m ore states 

before affecting the ou tpu t (e.g., 7o — ► 7\ — * T 2 — > T3 — > y =  C4 3 ) .  

T he path  is shorter for c^o, for which only 2 states are affected before the 

ou tpu t (cao — ► cai — ► CA2 — ► V = CA3 )- On the other hand, Q3 causes 

the  change of only 1 sta te  (T3) before the  ou tpu t. Moreover, since both the 

m anipulated and the controlled variable are in the th ird  tank, the effect of any 

of the disturbances is actually transfered to the states C42 and T2. Therefore, 

no m easurem ent of the disturbances is required in the contro law, provided 

th a t the states are measured.
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'AO 'A2A1

Figure 3.4: The digraph of the reactor cascade

e Case 2: Figure 3.4 shows clearly th a t both  inputs (the disturbance T0 and the 

m anipulated input Q i) immediately affect T\ and then two more states before 

they affect the ou tpu t. Physically, the  effects of T0 and Q j are very similar and 

a change A T 0 can be eliminated by a change A Q j =  - F p c pA T 0.

® Case 3: Figure 3.4 shows th a t the shortest pa th  th a t a change at the disturbance 

C&o m ust follow in order to reach the ou tpu t, involves two interm ediate states 

(c.4 i and C4 2 ), while the one for the m anipulated input Qj involves three (e.g. 

Tj, ca\ and c ^ ) -  Therefore, the disturbance has a more direct effect on the 

ou tpu t than  the  m anipulated input and it is expected th a t predictive action 

will be necessary to  eliminate the effect of the disturbance.

To evaluate the controller performance we tested:
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1. T he ability of the  closed-loop system  to  reject disturbances (regulatory behav­

ior)

2. T he ability of the  closed-loop system  to  follow set point changes (servo behav­

ior)

For the  two disturbance inputs considered, step changes and random  noise were 

applied. In the  sim ulated noise we used a standard  deviation equal to 0.5 for the 

concentration and 20 for the tem perature. The step changes were from 2.1641 to 

2.5m o l / l  for the concentration and from 298.13 to  308K  for the tem perature, and 

they  were applied a t T I M E  =  0.5h. Since no model uncertainty or unm easured dis­

turbances were considered, the external PI loop of the  control scheme rem ained in­

active. T he performance of the feedforward/feedback control m ethodology (F F /F B ) 

was com pared with th a t of the  Globally Linearizing Control (GLC) methodology 

(K ravaris and Chung, 1987), where no m easurem ents of the disturbances are used in 

the  control law.

C a s e  1 

Setting:

U — Qz Qzs 

d\ = T0 — T0s 

dz — cao ~  caos
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the state equations can be put in the form of Eq.3.1, where

F  f rp \ , i  \  2 i Q i

f
■̂ (C/lOs ^2 ) ki(xi)x2
F ,  , A H ,  2 t Q2
—{xl -  2 : 3 -------- «2 l 3 I 4 +  77—V pcv V pcp
F ,/(*) =
^ { x 2 - x 3) -  k2{x3)xl
F .  A H  2 Q3.
. .(^ 3  ^5) -f~pcpV v
j?
—(x4 - x 6) - k 3{x5)xl

Vpcp

L V

g( x )  =

h(x) = x6

Calculation of the relative orders yields:

1. Lgh(x) =  0 

LgLsh(x)  ^  0

2. L Wih(x) =  L wlLfh(x)  =  Lw,L 2f h(x) =  0 

L w,L3jh(x)  ^  0

0

0
1

0 
^

1 
l'q

1

0
F
V

0

0
,tui(x) =

0

0
, 102(2:) =

0

0
1

VpCp
0 0

0 0 0

5- -̂jw2 ̂  ( )  ^ ^ 2Lijh^x) 0

L W2L2f h(x) ^  0

(3.49)

(3.50)

(3.51)
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Consequently, r =  2, pi =  4, p2 =  3, and d i , d 2 €  A  Hence, according to Theorem  

3.1, the  control law :

u — k= 0

P2L gL f h( x)

elim inates the  effect of d \ , d 2 on y and induces the  in p u t/o u tp u t behavior:

v 1 ft dky 2_, P k -rr  =  V

(3.52)

*=i dtk

Choosing P0 =  100, Pi = 20, P2 =  1, the poles of the closed-loop system  were placed 

at -10,-10. The behavior of the  closed-loop system is shown in Figures 3.5 and 3.6. 

In Figure 3.5, the ou tpu t is not affected under step changes and noise in cao and To- 

In Figure 3.6, the  servo behavior of the closed-loop system  is shown under noise in 

cao and T0. The response is identical with the one obtained when the disturbances 

are not present.

C a se  2 

Setting:

u — Qi Qis

d = T0 -  T(Os

the  new /,</ and w functions are :

/(z) =

F / r r  \ 1 / _  ^ _ 2  , Q I s
T /  [TqS ^ ’ l )  T T

P^p P^p
F
^ { c a o  ~  x 2 ) -  k i ( x i ) x 22

^ - ( x i  -  x 3 ) -  ^ - k 2 ( x 3 ) x \  +  ~ ~  
V  pcv Vpcp
p
—(x2 -  x3) -  k2(x3)xl

\  I t  W 2 4-v (x3 x s ) pCpL^ ) x e +  VpCp
p
— (x4 -  x 6) -  k3(x5)xl

(3.53)

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



OU
TP

UT

60

0.36-1

0.34-

0.32-

0.30-

0 .48-

0.48-

0.44- — I—  
0.1

— I—  
0.2

-i----------1----------r
0.3 0.4 O J

TIME

— i—  
0.8

— I—
0.7 0.8

— I—
0.9

Figure 3.5: O u tpu t profile under feedforward/feedback control, for random  noise and 
step changes in the disturbance inputs (Case 1)
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Figure 3.6: Output set-point tracking under feedforward/feedback control, for ran­
dom noise in the disturbance inputs (Case 1)
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g(x)  =

• 1 ■ ' F  ‘
V  PCp V

0 0

0
,w (x )  =

0

0 0

0 0

0 0

(3.54)

and h(x)  rem ains the  same. In this case, calculation of the relative orders yields:

1. Lgh(x) =  LgLfh(x) =  LgL2jh{x) — 0 

LgL)h{x) £  0

2. L wh(x)  — L wL fh (x )  = L wL 2h(x)  = 0 

L wL zs h(x)  0

Consequently, r — p = 4, and d G B. According to  Theorem  3.1, the control law :

u =
v  -  Y ,P k L ) h ( x )  -  /34L wLz h{x)d(t)

k=o ____ (3.55)
/34L gL 3jh (x )

elim inates the  effect of d on the ou tpu t y  and induces the in p u t/o u tp u t behavior:

^  o dhy

k=i

Choosing fa  =  30000, 0i  =  9500, 02 =  1100, 0o =  55 , 04 — 1, the closed-loop poles 

were placed a t —10, —10, —15, —20. Figures 3.7 and 3.8 illustrate the  performance of 

the closed-loop system  under the feedforward/feedback control law, com paring it with 

the  perform ance under the GLC methodology, where pure s ta te  feedback is applied 

and an external P I controller is responsible for the  d isturbance rejection. In Figure 

3.7, under the  step change in the inlet tem perature, the  open-loop, the F F /F B  and 

the GLC responses are compared. The PI settings in the  GLC structu re  were chosen
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u
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a  ..........

--1—IS

Figure 3.7: O u tpu t profiles for a step change in the  d isturbance input. Comparison 
of feedforward/feedback control, GLC and open-loop responses (Case 2 )

as K c =  50000 and 17 =  0.5. Feedforward com pensation improves significantly the 

regulatory behavior of the  system . In Figure 3.8, the  system  is forced to track a set- 

point change a t T I M E  = 0.5h, under noise in the inlet tem perature. T he response in 

the  case of the  feedforward/feedback action is identical to  the  one under GLC in the 

case where no disturbance is present. Under the presence of the disturbance however, 

the feedforward action improves significantly the system  behavior, as expected. For 

the  PI controller in the GLC structure, we used K c = 5000 and 77 =  1.

Case 3
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Figure 3.8: Output set-point tracking for random noise in the disturbance input.
Comparison of feedforward/feedback control and GLC responses (Case 
2 )
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Setting:

^  — Q i Qis

d  Cj40 C/iOs

the new /  and w functions are :

f ( x ) =

0

F
V

0
,w (x )  - -

0

0

0
_

(3.56)

F <T \ A H J (  ̂ 2 , Q l.— (To -  X i) -------k1{x1)x 2 +  ——
V  pcp V pcp
p
"y^AOs ^ 2 ) &l(Xi)x2

F ,  , A H ,  , s 2 , Q 2
— (xi -  x 3) -------k2(x3)x4 + ——
V  pcp Vpcp
p
y { x 2 -  x 3) -  k2{x3)x\

F ,  , A H ,  , x 2 , Q3
t t (x3 -  X s ) -------k3[x5)xe +  77-----
V  pcp Vpcp
p

L — (x4 -  x6) -  k3(x5)x% 

where g and h rem ain the same as in Case 2. The calculation of relative orders goes 

as follows:

1. L g h ( x )  =  L g L j h ( x )  =  L g L 2 h { x ) =  0 

L g L ) h { x )  £  0

2. L wh(x) — L wL f h ( x ) =  0 

L wL 2h(x) £  0

and yields: r — 4 and p =  3. Consequently, d 6 C, and a  dynam ic feedforw ard/state 

feedback control law has to be employed. Moreover, r  — p — 1 and L wL 2j h ( x ) =  

(■p) . Clearly then, the condition of Eq.3.17 is satisfied and, therefore, a dynamic 

feedforw ard/static s ta te  feedback law can solve the posed synthesis problem . The 

required control law is obtained either directly from Eq.3.3, or alternatively from 

Eq.3.16, and has the  form:

v -  Y^P kL )h{x )  -  03 ( £ ) 3 d(t) -  (d4L wL)h(x)d{ t)  -  p4 ( £ ) 3 d(t)<1>

u — k= 0

Pi LgL 3fh(x)
(3.57)
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Figure 3.9: O u tpu t profiles for a step change in the disturbance input. Com parison 
of feedforward/feedback control, GLC and open-loop responses (Case 3)

T he choice of the adjustable param eters: /?0 =  30000, /?i =  9500, /?2 =  1100, /?3 =  55, 

/?4 — 1 places the  closed-loop poles at —10, —1 0 ,- 1 5 ,- 2 0 .  For the  im plem entation, 

the  first derivative of the disturbance was approxim ated by a  first order lead-lag, with 

the  filter param eter equal to 0.01. Figures 3.9 and 3.10 illustrate the  behavior of the 

system  under the same conditions described in Case 2. As expected, feedforward 

action improves significantly the  servo and regulatory behavior of the  closed-loop 

system .
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Figure3.10: Output set-point tracking for random noise in the disturbance input.
Comparison of feedforward/feedback control and GLC responses (Case
3)
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R e m a r k  3 .1 4 :  In all three cases presented in the exam ple, the corresponding figures 

do not show a n y  effect of th e disturbances on the process output. This happens 

because th e m odel and m easurem ents are assum ed to  be perfect, there are no active  

constraints on the input and there is not any tim e lag in the control action.
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3.7 N otation

Roman Letters

A, B  = reactant and product

E  = activation energy, J /m o l

F  =  volumetric feedrate, l /h

K c = proportional gain

Qi =  heat input in z-th reactor, J / h

Ti =  tem perature in the  z'-th reactor, K

V  — reactor volume, I

R  = Ideal Gas constant, J /m o l .K

cm = concentration of species A  in the i-th  reactor, m o l/I

dK =  disturbance input

=  fc-th order tim e derivative of the d isturbance input dK 

k0 =  specific rate  constant, l /m o l.h

k i , k 2 ,fc3 = ra te  constants, l /m ol.h

r = relative order of the output y with respect to  the

m anipulated input u 

s =  the Laplace domain variable

t =  tim e

u — m anipulated input

v — reference input

x — vector of s ta te  variables

y = output

ysp = ou tput set-point
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/ ,  g, wK =  vector fields 

h, U =  scalar fields 

—A H  =  heat of reaction, J /m o l  

A ,B ,C  =  classes of disturbances 

U  =  generalized m anipulated input

Greek Letters

/3k = param eters of the feedforw ard/state feedback law 

p *  cp =  therm al capacity, J / l . K

pK =  relative order of the ou tpu t y  with respect to  the disturbance dK 

tj -- reset tim e

£ =  transform ed s ta te  variables 

M a th  S y m b o ls

==> = implies

> = greater than

< = less than

0 = void set

G - belongs to

C - subset

V - for all

m in minimum element

E = real line

nr = n —dimensional Euclidean space
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Acronyms

BIBO

CSTR

GLC

F F /F B

SISO

71

bounded-input bounded-output 

continuous stirred tank  reactor 

globally linearizing control 

feedforward/feedback 

single-input single-output
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C H A P T E R  IV

FEEDFORWARD/FEEDBACK CONTROL OF 
MIMO NONLINEAR PROCESSES

4.1 Introduction

In this chapter, the  general feedforward/feedback control problem for MIMO non­

linear processes will be addressed. In particular, the two-step control methodology 

introduced in the  previous chapter for SISO nonlinear processes will be generalized 

to  MIMO processes. In the first step, feedforw ard/state feedback laws will be syn­

thesized, which: a) completely elim inate the effect of m easurable disturbances on the 

ou tp u t variables, and b) induce a  well-characterized linear in p u t/o u tp u t behavior. In 

analogy w ith the  SISO results, the concept of relative order will arise naturally in the 

control laws and will allow a transparen t in terpretation of their nature, consistent 

w ith intuitive considerations. Specific design objectives in the closed-loop system 

(e.g., degree of coupling) will be associated with appropriate  choice of some ad­

justab le  param eters. The relation of the feedforw ard/state feedback control problem  

with the classical d isturbance decoupling problem will also be studied. Finally, the 

developed feedforward/feedback control methodology will be applied to the control 

of tem pera tu re  and num ber average molecular weight in a continuous polymerization 

reactor.

72
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4.2 Form ulation o f the feedforw ard/feedback control prob­
lem

MIMO nonlinear processes will be considered w ith a state-space description of 

the  form of Eq.2.1, i.e., :

m p
x  = f ( x )  + J 2 uj i t )9j(x ) + j 2 dK{t)wK{x) 

j = l «=1

Vi =  hi(x)  , i =

where x  G X  C Htn, u(t) = [u i(i), • • •, um(t)]T G IRm and d(t) = [d \ ( t ), • • •, dp(t)]T 6 

]RP Vt G [0,oo), and 7/ =  • • ,y m]T G IRm. In analogy with the  SISO case, the

general servo and regulatory control problem  for such processes will be formulated 

as follows:

• Step 1 (Feedforward/state feedback synthesis problem):

Calculate a feedforward/state feedback control law o f  the form:

u -  p(x)  +  q(x)v  +  q'(x)Q(x, dK)

where p(x), q(x) and q'(x) are matrices o f  appropriate dimensions, with q(x) 

invertible on X , v is an external reference input vector and Q is a nonlinear 

operator that may include time derivatives, which:

— Completely eliminates the effect o f  measured disturbances on the outputs

-  Induces an input/output behavior between the reference inputs v and the 

outputs yi that has the form:

E E *■ i t dtk 1 = 1  k

where = (fl]k /3fk ■ ■ ■ fi™. )T G IRm are vectors o f  adjustable parameters

=  v
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OUTPUT
MAP

NONLINEAR
PROCESS

EXTERNAL
LINEAR

CONTROLLER

FEEDFORWARD/ 
.STATE FEEDBACK 
COMPENSATOR

Figure 4.1: Feedforward/feedback control s tructu re

• Step 2 (Linear controller design problem):

Design a M IMO linear controller with integral action around the linear v /y  

loop, to achieve the desired servo and regulatory behavior, in the presence of 

unmeasured disturbances and /or  modeling errors

The solution to the synthesis problem  of Step 1 will be th e  m ain focus of the subse­

quent chapters, while the solution to the linear controller design problem of Step 2 

will be briefly discussed in Section 4.5. The overall control configuration is shown in 

Figure 4.1 and it clearly depicts the  resulting two-step control methodology.

The basic analysis and synthesis tools for the solution of the feedforw ard/state 

feedback synthesis problem  will be the concepts of relative order introduced in Def­

initions 2.1 and 2.3 of C hapter II. According to  Definition 2.1, r; will denote the 

relative order of the o u tp u t j/t- with respect to the m anipulated input vector u, i.e., 

the smallest integer for which there exists a j  6 {1,2, ■ • •, m} such that:

LgiL ) ' - l h / x ) /  0
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for x  6  X .  It will be assumed th a t each ou tpu t z/,- possesses a finite relative order r,-. 

T hen, the  following concept can be defined:

D e f in it io n  4 .1  (C la u d e , 1986): Consider the nonlinear system o f  Eq.2.1. The 

matrix:

r LaiL ) ' - ' h { x )  ••• LSmL Tf ~ l h i(x )

C (x)  = (4.1)

L 9i L rf n~'1 hm(x) ••• LgrnL y - l hm{x) 

is called the c h a ra c te r is t ic  m a t r ix  o f the system.

R e m a rk  4 .1 : The characteristic m atrix  C ( x ) is also referred to as the  decoupling 

m atrix  (e.g., Ha and Gilbert, 1986), due to its significance to the nonlinear decoupling 

problem.

In analogy with the SISO treatm ent, it will be assumed th a t X  does not contain any 

singular points, i.e., points x  6  IR” for which detC(x)  =  0. As long as d e tC (x0) ^  0, 

one can always redefine X  in order to satisfy the above assum ption. According to 

Definition 2.3, piK will then denote the relative order of the  ou tpu t y; with respect 

to  the d isturbance input dK, i.e., the  smallest integer for which:

L ^ L p - ' h i W ^  0

for x  £  X .

4.3 T he feedforw ard /state feedback synthesis problem

Based on the results of C hapter III, relative orders are expected to  play a fun­

dam ental role in the  solution of the feedforw ard/state feedback synthesis problem. 

Referring to  a nonlinear process described by Eq.2.1, the  following partition  of the 

set of disturbance inputs is proposed, into the classes *4;, and C;, associated with
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the o u tpu t y,-:

dK G  A; \  V PiK >  r,-

dK G  B i  < = >  Pin  =  Ti ( 4 -2 )

dn E Ci ■ y Pin <  r,- 

Note th a t for each ou tpu t, a different, in general, partition  of the set of the  distur­

bances will be obtained. The above partition  captures the relative dynamic interac­

tions between the m anipulated input vector and the individual disturbance inputs, 

for a  particular ou tpu t. More specifically,

•  D isturbances th a t belong to class Ai  have a less direct effect on the ou tpu t y,- 

than  the m anipulated input vector

•  D isturbances th a t belong to class Bi have an equally direct effect on the output 

xji as the m anipulated input vector

•  D isturbances th a t belong to class Ci have a more direct effect on the output y,- 

than the m anipulated input vector

Based on the intuition th a t has been obtained from the SISO treatm ent of the subject, 

the following properties are expected to hold concerning the natu re  of the regulatory 

control problem:

•  = Ci =  0 : pure feedback com pensation will suffice to  elim inate the effect of 

the disturbances on the output y,-

o Bi ^  0, C{ =  0 : static  feedforw ard/state feedback com pensation will be neces­

sary to elim inate the effect of the disturbances on the ou tpu t yi

•  Ci ^  0 : dynam ic feedforw ard/state feedback com pensation will be necessary 

to  eliminate the effect of the disturbances on the ou tpu t y,-
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The overall control action must com pensate for each class of disturbances and for 

each ou tpu t in an appropriate way.

T he above considerations arise naturally  in the  solution of the synthesis problem  

which is given in Theorem  4.1 th a t follows. Its proof can be found in Appendix D. 

T h e o re m  4 .1 : Consider the M IM O nonlinear process described by Eq.2.1. Let r,- 

and p(K, i = 1, • • •, m , k =  1, • • • ,p  denote the relative orders o f  the outputs y,- with 

respect to u and dK, respectively. Consider also the output-dependent partition o f  the 

set o f  disturbances defined in Eq.4-2. Then, a feedforward/state feedback law o f  the 

form:

u —
-l

'£ .P .„ L ! ,L rr ' h i (x)  . . .  Y . h t m . L T ' h M
L*=l :=1

i m  T{ m

E P i r A W u . j y - ' h i i x )

1=1 k = o  i = i  <fKe n ,

m r , - p , K r, ,I 1

- E E E E (4.3)
i = i  d«ec, 1=0 k = PiK+i )

® Completely eliminates the effect of the disturbances dK on yi

« Induces the linear input/output behavior:

m Ti dk 7/-E E f t ^  = » m
i =  1 Jfc=0

where (3^ =  [f3}k /3fk ■ ■ ■ j3’ik]r 6 IRm are vectors o f  adjustable parameters with

det [/3ln /?2r2 • • • PmrJ ±  0 (4.5)

and v — [uj v2 • ■ • vm]T E lRm is a vector o f  reference inputs

R e m a rk  4 .2 : Despite the apparent complexity of the control law of Eq.4.3, a rather 

simple structu re  is present. In particular, Eq.4.3 is composed of three distinct parts: 

© a pure sta tic  s ta te  feedback part, which accounts for in p u t/o u tp u t linearity and
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elim inates, for each z, th e  effect of the  disturbances in Ai  on the ou tp u t z/,-:

( I )  . . .  £ f t , , £ a. £ / ' ' M x )
L:=l i = l

{ m r
V - E E W / W

i = l  k= 0

o a s ta tic  feedforw ard/state  feedback part which eliminates, for each z, the  effect of 

the  disturbances in Bi on the ou tpu t z/,-:

E A ^ r ' M * )  • • •  e  ^ .L smLrr ' l‘-(x'i
Lt=i t = l

— 1 | m
“ E E  P i r . U L ' r ' k M i '

1 i = l

•  a dynamic feedforw ard/state feedback part which eliminates, for each z, the  effect 

of the  disturbances in C,- on the o u tp u t z/,-:

m m " — *
Y t h r i L n l f j ' - ' h i i x )  ••• Y . f r r t L9mL rr l h x{x)
.t=l i= 1

{ m r , - p i K r ,  Jl  ^

- E E  E £  A1- 7(z„,z5-,-1A,(i)i)
>'=i <z«ec, (=o fc=p,„+/ a i J

In each one of the above parts of the  control law, the control action results by

superim posing explicit com pensation term s for each ou tpu t and for each disturbance,

depending on the  corresponding partition  of the set of disturbances. It is exactly this

explicit character of the control law th a t results in its rather complicated form. More

com pact expressions can be w ritten, by adopting a more com pact vector notation.

At this point, let us summ arize the  basic characteristics of the proposed approach.

® Calculating the relative orders r,- and piK for every ou tpu t z/,- and disturbance 

and

o Im plementing the control law of Eq.4.3, for an appropriate  choice of the ad­

justab le  param eters /3Jik,

all the available process information is used, so that:

e The in p u t/o u tp u t behavior of the closed-loop system for changes in the refer­

ence input is linear
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•  The regulatory behavior of the closed-loop system  is perfect with respect to 

the  m easurable disturbances

under the  assum ption of course, of a  perfect model and perfect im plem entation of 

the  controller. In the  next section, the  choice of the  ad justab le  param eters (3̂ k will be 

associated w ith the stability  characteristics and the degree of coupling in the closed- 

loop system . It should be mentioned th a t an implicit assum ption in the previous 

development is th a t m easurem ents of the system ’s states are available. In fact, this 

assum ption is a key one in obtaining the perfect disturbance rejection property on 

the ou tpu t y i  for the  disturbances th a t belong to  the class A i ,  without using m ea­

surem ents of these disturbances. The m easurem ents of the sta tes completely capture 

the effect of these disturbances and since the m anipulated input vector has a more 

direct effect on the o u tpu t ?/; than  these disturbances, it completely compensates for 

their effect.

R e m a rk  4.3 : T he control law of Eq.4.3 simplifies greatly  in the following two cases:

•  C{ — 0 for every i:

u —
- l

f 2 (3 tr,L giL } '-1hi(x) ••• Y l 0 iTiLgmL r/ - 1hi{x)
.1 =  1 1 =  1

m  r ,  m     I

” -  E E PikLjhiix)  -  E E dKm riL w^ / - l ht(x) (4.6)
i=l k =0 :'=! d K e B i  )

which is a s ta tic  feedforw ard/state  feedback control law 

® Bi = Ci = 0 for every i :

u = Y , P i r i L g i L J - 1 h i ( x )  ••• Y , P > T , L g m L rs ' - l h i { x )  

L» =  l  i=  1

1 /* m r t

r - E E ^ W
1=1 k =0

(4.7)

which is a pure s ta te  feedback control law, identical to an in p u t/o u tp u t lineariz­

ing control law in the  absence of disturbances (Kravaris and Soroush, 1990)
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T he above results conform with the  previous intuitive argum ents concerning the 

na tu re  of the control law, depending on the classes of disturbances present in each 

partition .

R e m a rk  4 .4 : In the case of a  SISO nonlinear process (i.e., for m  = 1), the  control 

law of Eq.4.3 reduces to:

u =  [prL gL Tf l h { x ) Y l \  v - Y ' P kL kf h ( x ) -  J 2 d K(t)l3rLWKLk}- l h(x)
k=o

“E E  E (dK{t)LWKL kf  1 (̂x))!
dK&C /=0  k=pK+l a l  )

which, as expected, is identical to the  previous result for SISO systems (Eq.3.3). 

R e m a rk  4 .5 : A key assum ption throughout the  previous treatm ent was th a t the 

characteristic m atrix  C(x)  defined in Eq.4.1 was non-singular for all x 6  X .  The non­

singularity of C(x)  is a sufficient condition for a s ta tic  sta te  feedback in p u t/o u tp u t 

linearizing control law to exist. It has been shown, however (Ivravaris and Soroush, 

1990), th a t in p u t/o u tp u t linearization can be achieved for a larger class of disturbance- 

free systems than  those satisfying this assum ption. Generalization of Theorem  4.1 

for this class of systems is possible, bu t would involve several technicalities which go 

beyond the scope of this thesis.

R e m a rk  4 .6 : The proposed m ethodology can be easily generalized to achieve any 

nonlinear in p u t/o u tp u t behavior of the form:

dxyx driyi dym dTmym  ̂ _
dt ’ dr> ’ 2/m’ dt ’ d r -  ) ( }

In analogy with the SISO case, however, such a generalization does not seem partic­

ularly meaningful.

R e m a rk  4 .7 : Consider the more general class of nonlinear processes with a state-
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space description of the form:
m P

x  =  f { x )  +  + Y ldK(t)wK(x)
i=i «=i (4.9)

y{ = hi(x)  , i =

where (f>j(x, u j , dj|) is a scalar function solvable for Uj and d,'- is a  vector of additional 

m easurable disturbances. The above class incorporates cases where some m anip­

ulated  inputs appear in the sta te  equations coupled with some m easurable d istu r­

bances. In this case, the proposed m ethodology can be applied by simply letting 

Uj =  <f>j(x,Uj,dj), calculating Uj from Eq.4.3, and then  solving for the actual m a­

nipulated inputs Uj. Following this procedure, com pensation for the disturbances d* 

is also possible.

R e m a rk  4 .8 : The disturbance rejection capability of the control law of Eq.4.3 with 

respect to  the disturbances in class A{ can find an interesting robustness interpre­

tation . In particu lar, consider a localized perturbation  (model uncertainty an d /o r 

unm easured disturbance) of arb itrary  m agnitude which enters the system  dynamic 

structu re  in an additive w?y at a certain location (i.e., a certain sta te  equation). Such 

a pertu rbation  can be viewed as an unm easurable disturbance and can be assigned an 

“equivalent relative order” . The particular pertu rbation  can then be included in one 

of the classes of disturbances defined by Eq.4.2. If it belongs to the class A i,  it will 

not affect the ou tp u t ?/;, under the control law of Eq.4.3. The above inherent robust­

ness feature of the  control law is extremely meaningful in chemical system s, where a 

model uncertainty can often be identified with errors in certain system  param eters, 

e.g., kinetic ra te  constants, heat transfer coefficients, etc.

Proposition 4.1 th a t follows provides a solution to  the  feedforw ard/state  feedback 

synthesis problem for the special case of a linear process description.

P r o p o s i t io n  4.1 : Consider a M IM O linear system of the foi~m o f  Eq.2.2. Let r,
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and piK) i — 1 , • • • ,m ,  k = 1 , • ■ • ,p  denote the relative orders o f  the outputs yi with 

respect to u and dK, respectively. Consider also the output-dependent partition o f  the 

set o f  disturbances defined in Eq.4-2. Then, a feedforward/state feedback law o f  the 

form:
m

Y . P i n C i A ' i - ' b !  • • •  Y , ^ r , C l A T ' - X b v  

Lt=i i = i

m ri
V - J 2 Y 1  PikCiAkx  /3iTidK(t)c iAr'

■ t=l k= 0 i= 1 dK£Bi

m ri-Pi* rt il
- E E  E  E  PikCiA*-1- 1- ! ^  {dK(t)) I 

i= id Kec, i=o k=PU+i J

e Completely eliminates the effect o f  the disturbances dK on yi 

a Induces the input/output behavior:

(4.10)

m rv

i=l t=o ai

where fdik — [fd}k fffk ■ ■ • /3t™]T G IRm are vectors o f  adjustable parameters

P ro o f :  It is easily verified th a t, for f ( x ) =  A x, g f fx )  =  bj, ioK(x) =  7 K and h f x )  =  

c,x, the  following relations hold:

L)h i{x)  = CiA kx

L9lL k hi{x) =  a A kbj

L WiiL k hi(x)  =  CiA klK

Substitu ting  the above relations to the  control law of Eq.4.3, Eq.4.10 is easily ob­

tained.

M otivated by the corresponding discussion and results of C hapter III, the class 

of MIMO nonlinear systems will now be characterized, for which the solution to the
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feedforw ard/state  feedback synthesis problem is a feed fo rw ard /s ta tic  s ta te  feedback 

law of the  form:

u  =  p(x)  +  q(x)v  +  Q' { x , d ( t ) , d ( t ) ^ \ d ( t ) {2\  • • •) (4.11)

where p(x) , q(x)  are m atrices of appropriate dimensions, w ith q(x)  invertible on X ,  

and Q' is a vector function which is nonsingular under nom inal conditions. Such 

a  characterization is useful bo th  from a theoretical and practical perspective, given 

the result of Proposition 4.1 and the considerations regarding the im plem entation of 

the  dynamic components of Eq.4.3. Theorem  4.2 th a t follows generalizes the  result 

of Theorem  3.2 for MIMO nonlinear systems in the form of Eq.2.1. The proof of 

Theorem  4.2 is completely analogous, although notationally  m ore complicated, to 

the  one of Proposition 3.2, and is om itted for brevity.

T h e o re m  4 .2  : Consider the M IM O nonlinear system described by Eq.2.1, Let r; 

and piK, i =  1, ■ • •, m , n =  1, • • •, p denote the relative orders o f  the output ?/, with 

respect to u and dK, respectively. Consider also the output-dependent partition o f  the 

set o f  disturbances defined in Eq.f.2, and assume that C{ ^  0, fo r  some output yi. 

Then, the conditions:

L gj<j>ie(x ,d ( t))  = 0 (4.12)

I  -  0 ,1 ,- • • , r ;  -  P i  -  1, i — 1, • • •, m , j  =  1,- •• ,m

where

fe(M(i)) = E L ' r  ( l ,  + £ < ! , ( t ) L „ .  + I ) ' L ’r ' k ( x )

(4.13)

and

P i  = m in  {/?,!,• p,p} (4.14)
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are necessary and sufficient in order fo r  a feedforward/static state feedback law o f  

the form, o f  Eq.4-11 to:

•  Completely eliminate the effect o f  the disturbances dK on yi, and

•  Induce the linear input/output behavior:

V ' V ' A  dkyi
;=i k=o at

where fiik =  [ffik P?k • ■ • /% ]T £ H m are vectors o f  adjustable parameters.

I f  these conditions are satisfied, the appropriate control law takes the form:

u = '£ / 3 ir,L giL y - 1hi (x) . . .
Lt= i t= i

( m Ti m
<«- E Y j * LkM x )  - E E  P i T i d n W ^ L y - ' h i i x )
[ t=l k=0 i=l dKeBt

m ri 1
-E  (;x ,d ( t ) ,d{ t)w , - - - , d { t){k~p■>) > (4.15)

t=i J

4.4 C losed-loop design considerations

a) Design of the feedforward/feedback inner loop: Under the  control law of Eq.4.3, 

the dynamics of the v — y system  is governed by:

{ P  102/1 +  • • • +  P \ Tl ) +  • • •  +  {PmOVm +  h = V (4.16)

or, expanding the ,3-column notation:

( P i o V T l +  h ^Jr] ) +  ••• +  ( P m O V m  H h /?mrm ) -  1>1

{PloVl + ----- 1- Plr,~17~)  +  ■ • • +  {PmoVm + ------ h ) =  V2

( P w V l +  h / 5 ™ ,  +  • • •  +  {PmOVm  H I- P m r m

(4.17)
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or, in the  Laplace dom ain and using a m atrix  fraction description:

s M (£**»*) (£iW) ••• (E/U)
L k=0 k=0 fc=0

-1
u(s) (4.18)

T he  order of the closed-loop system  is (ri +  f 2 H h r m) <  n. In analogy with the

SISO case, the closed-loop system  does not possess any finite zeros. On the other 

hand, the  poles of the closed-loop system  are the roots of the characteristic equation:

det
L it=o fc=o fc=o

Consequently, the BIBO stability  characteristics in the closed-loop depend on the 

values of the  m (r l +  • • • +  rm) +  m 2 adjustable param eters (3fk.

The issue of asym ptotic stability  of the sta tes in the  unforced closed-loop system 

can be addressed following a similar procedure to  the one followed for SISO systems. 

In particular, one can generalize the  disturbance-free concept of MIMO zero dynamics 

(e.g., Isidori and Moog, 1988, Daoutidis and Kravaris, 1991a) to obtain  a concept 

of zero dynamics for MIMO nonlinear systems with disturbances; then, appropriate 

stability  conditions on the zero dynamics will guarantee the asym ptotic stability  of 

th e  unforced closed-loop system.

In some cases, it may be desirable to achieve in p u t/o u tp u t decoupling in the 

closed-loop system, i.e., to have each reference input Vj affect only the ou tpu t ?/;. In 

th is  case, the  postulated closed-loop response is:

drl'h
lri

(0201/2 4----- b 02t2 j p i '  ) = V2
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and one simply sets

01k =  o > * #  j

in the  control law. Any kind of partially  decoupled closed-loop response can also 

be achieved, by appropriate  choice of the adjustable param eters f3Jtk, as long as 

the  nonsingularity condition of Eq.4.5 is satisfied. By requesting any kind of in­

p u t/o u tp u t decoupling, additional struc tu ra l constraints are imposed on the closed- 

loop system , which may cause deterioration in its perform ance characteristics. On 

the  o ther hand, several advantages are present, such as fewer ad justab le  param eters

((^i -j (- rm +  m ), in the case of full decoupling) and the use of SISO controllers in

the  external loop, in which case their tuning is straightforw ard. Physical constraints 

on the m anipulated input an d /o r physical im portance of the  controlled ou tpu t may 

often d icta te  w hether decoupling is realistic an d /o r  desirable. In general, despite 

the extensive research effort in this area, there is a  lack of system atic m ethods of 

fundam ental rigor for assessing when decoupling is favorable, even in the  case of 

linear system s. It should be noted th a t, w ithin the proposed synthesis framework, 

any degree of decoupling can be achieved by simply an appropriate  choice of the 

adjustable param eters (w ithout any m odification in the actual synthesis procedure). 

This fact allows a significant degree of flexibility to  the  designer, who can incorporate 

h is/her own in tuition and experience in the tuning procedure and test the resulting 

perform ance characteristics.

b) Design of the external linear controller: T he design of a m ultivariable linear 

controller for the  linear v /y  system  can be performed using techniques from linear 

control theory. Of course, if the v / y  system  is decoupled, the  controller designer 

has a much sim pler task  of synthesizing and tuning the corresponding SISO linear 

controllers. In any case, the external linear controller must be designed to ensure:
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•  Stability of the overall closed-loop system  y avj y

•  Satisfactory tracking of set points and rejection of the  unm easurable d istu r­

bances

•  T h a t the m agnitude of the  m anipulated inputs Uj will not exceed the bounds 

imposed by practical constraints

4.5 F eedforw ard/state feedback and the d isturbance de­
coupling problem

In this section the relation between the feedforw ard/state  feedback synthesis prob­

lem and the classical disturbance decoupling problem  of the theoretical litera tu re  will 

be studied. Referring to a nonlinear system  of the  form of Eq.2.1, the  disturbance 

decoupling problem is to  find a s ta tic  s ta te  feedback law u =  p(x)  +  q(x)v,  where 

p (x), q(x)  are m atrices of appropriate  dimension, w ith q(x)  invertible, such th a t the 

d isturbances do not influence the o u tpu t vector in the  closed-loop system. In the 

case of a  system  with nonsingular characteristic m atrix , the necessary and sufficient 

condition for solvability of this problem  takes an explicit form (e.g., see Isidori et al., 

1981), given in the theorem  th a t follows:

T h e o r e m  4 .3 : Consider the nonlinear system o f  the fo rm  o f Eq.2.1. Let r,-, i — 

1, ■ • ■ ,m  denote the relative order o f  the output ?/,• with respect to u. Then, the dis­

turbance decoupling problem is solvable in X , i f  and only if,

m
w n(x ) £ P| [^er d h f x )  P | ker d L j h f x )  Q ... P | her dL Tf ~ l h f x ^  (4.20)

;=i

fo r  every n and every x  6  X .

R e m a rk  4 .9 : In geometric term s, the right-hand-side of the above equation is equal
m

to the  m axim al controlled invariant d istribution contained in ker dh = p |fcer d h f x ) ,
i= i
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where dhi(x)  is the  covector associated with /it (x).

Proposition 4.2 th a t follows provides an equivalent representation of the  condition 

of Eq.4.20, in term s of the relative orders of the ou tpu t variables. T he proof can be 

found in Appendix D.

P r o p o s i t io n  4 .2 : Consider the nonlinear system o f  the fo rm  o f  Eq.2.1, Let ri and 

p i K) i =  1, • • • ,m , k =  1, • • • ,p  denote the relative orders of the output yi with respect 

to u and dK, repsectively. Then, the disturbance decoupling problem is solvable in X , 

i f  and only if,

P i n  > (4.21)

for  every i and k .

The condition of Eq.4.21 is equivalent to the condition C, =  Bi =  0, for all i. W hen 

this condition is satisfied, the control law of Eq.4.3 takes the  form of Eq.4.7, which 

clearly represents a solution to the disturbance decoupling problem  for the  system 

under consideration.

T he condition of Eq.4.21 is rarely m et in practice; this realization m otivated 

the study of a modified disturbance decoupling problem (Moog and Glum ineau, 

1983) where a s ta tic  feedforw ard/state feedback of the form u = p(x)  +  q(x)v  +  

s (x)d  is allowed. T he treatm ent of this problem parallels the  one for the  original 

disturbance decoupling problem. As expected, the  necessary and sufficient condition 

for its solvability is weaker and, for the special case of nonsingular characteristic 

m atrix , takes the following form:

T h e o re m  4 .4 : Consider the nonlinear system o f  the fo rm  o f  Eq.2.1. Let ri, i — 

1, • ■ • , 77i denote the relative order of the output yi with respect to u. Then, the

R eproduced  with perm ission o f the copyright owner. Further reproduction prohibited without perm ission.



89

modified disturbance decoupling problem is solvable in X , i f  and only if,

m
wK(x)  €  P | |ker d/i,(x) (~) fcer dLj hf i x )  P |. . .  f ] k e r  dL Tf  _1/i,(a:)j 

1 = 1

+  span{g1{x) ,g2(x), ■ ■ - , gm(x)}  (4.22)

fo r  every k and every x  £  X .

Similarly w ith the original case, Proposition 4.3 th a t  follows provides an equivalent 

form ulation of the above condition in term s of the  relative orders of the outputs. 

The proof can be found in Appendix D.

P r o p o s i t io n  4.3 : Consider the nonlinear system o f the form  o f  Eq.2.1. Let r,- 

and piK, i =  1 k =  denote the relative orders o f  the output j/, with

respect to u and dK, respectively. Then, the modified disturbance decoupling problem 

is solvable in X , i f  and only if,

Pin > ri (4.23)

fo r  every i and k .

The condition of Eq.4.23 is equivalent to the  condition: C, =  0, for all i. W hen 

this condition is satisfied, the control law of Eq.4.3 takes the form of Eq.4.6, which 

obviously represents a solution to the modified disturbance decoupling problem  for 

the  system  under consideration.

R e m a rk  4 .10: Based on the above discussion, it is clear th a t, the  conditions for 

the  solvability of the disturbance decoupling and the modified disturbance decou­

pling problem  take a much more transparent and easier to  verify form in term s of 

the  relative orders. Furtherm ore, whenever the  d isturbance decoupling problem  or 

the  modified disturbance decoupling problem are solvable, the control law of Eq.4.3 

provides a  solution to these problems, and in addition, induces a well-characterized 

in p u t/o u tp u t behavior. Finally, the control law of Eq.4.3 allows the elimination
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Monomer+Solvent Initiator
mlin

c w

Figure 4.2: A continuous polym erization reactor

of the  effect of all m easurable disturbances on the ou tpu ts, even when the d istu r­

bance decoupling problem  and the modified disturbance decoupling problem  are not 

solvable.

4.6 A pplication  o f the control m ethodology to  a continuous 
polym erization  reactor

In this section, the developed feedforward/feedback control m ethodology will be 

applied to a polym erization reaction system. In particular, consider the C STR  shown 

in Figure 4.2, where free-radical polym erization of m ethyl m ethacrylate (MM A) takes 

place, with azo-bis-isobutyronitrile (AIBN) as in itia tor and toluene as solvent. The

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



91

reaction is exotherm ic and a cooling jacket allows the  heat removal. The standard  

m echanism of free-radical polym erization is assum ed, together w ith the resulting rate  

laws (Ray, 1972, Ray et al., 1971, Congalidis et al., 1989, Schm idt and Ray, 1981, 

Tsoukas et al., 1982). The following assum ptions are also made:

® perfect mixing in the reactor

• constant density of the reacting m ixture (no volume shrinkage)

• constant heat capacity of the reacting m ixture

• uniform coolant tem peratu re  in the jacket 

® insulated reactor and cooling system

•  constant density and heat capacity of the  coolant

• no polymer in the  inlet stream s

e no gel effect (because of low conversion of the monomer)

•  constant reactor volume (constant volumetric flowrate of the  monomer stream)

• negligible flowrate of the  in itiator solution, in comparison to the flowrate of the 

m onomer stream

® negligible inhibition and chain transfer to solvent reactions

® quasi-steady s ta te  and long-chain hypothesis
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T he dynam ic behavior of the process is then described by the following m ass and 

energy balances:

dCrr,
dt

dT
dt

-  z  ex„ A c  ( ~ A g p )

~ s .  =  f ^ ^ exp[^ . ) + z Ttex P[ - ^ - ) ) [ P c ( C h T ) f

+ Z ImeXp ( - ^ r ) C mPa( C , , T )  -  ^

dDi
dt

. ~ E - E ,
=  M m Z pexP(— £ )  + Z u exp(— ^ )  CmP0(Ch  T)

R T R T
F D i

V

dJ)
dt

where

v o  r t v  w  v  o

Po(CI ,T )  =
2 f mCI Z i e x p { - ^ r )

0 .5

Z TdexP { - ~ - )  +  Z Tce x p { ^ ^ ) j

(4.24)

P iControl of the  tem perature T  and the num ber average molecular weight of the
E q

polymer product is considered, by m anipulating the volumetric flow rate of the ini­

tia to r Fj  and the volumetric flow ra te  of the cooling water Fcw. T he concentration 

of monomer in the inlet stream  Cmin and the tem perature of the  inlet stream  2jn 

are the m ajor m easurable disturbances. Thus, following the standard  procedure and
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setting:

X\ — Cm) x2 — FJ i , x 3 — T  , X4 Do, x$ D \ ,  xq Tj

and:

U\ — F[ Fjs, U2 — Fcw Fcws

d \  =  C m ,„  ~~ C m ,n s ,  d.2 — Tin — T in s

D 1 T2 /1  =  7 7 -, 2 /2  =  i

where the subscript s denotes steady s ta te  values, the  system  dynamic equations are 

put in the form of Eq.2.1, with n =  6 ,m  =  2,p  =  2 and

/i(z) 

f i i x )  

h ( x )

h [ x ) 

M x )

fs{x )

n*) =

Zpe x p ( - ^ - )  + ZU exP ( ~ j ^ ) )  ZiF0(x2,x 3) +  - - - - - ----—
ZT_ J?_ /"*.

F ( T , n , - X 3)

, F/sC,,n -  F x 2 
- Z , « p (  —  -------------------------------

Zpexp 1 i i ----------- P0 x2,x 3)  r
rtJ-, PCr, pC„V VD 1 16) "t"« J 3 pcp pcp t-

n rp v  ^  f  X
0.5ZT<:e x p (-^ —) + ZTde x p ( - ~ - ) J  [/b(x2,x 3)]2 + Z/mexp( ^ ) x iP 0(x2,x 3) ----

F xs
A/m ( ZPexP ( - ^ )  + X' P^ X?'X̂  ~ y

UACW3 l rj~\ _  x f U A  /  _  ^  *
I - (jfl/o *̂6) ~f" t r (*̂ 3 6̂.)
V0 Pw^W*0
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9i(x)  =

£*»
v
0

0

0

0

, f f i ( x )  =

0

0

0

0

0

FWq Xq

Vo

, U 7 j ( x )

F
V

0

0

0

0

0

, w 2{x)

0

F
V

0

0

0

hi (x )  = — , h2(x) = x 3

For the above system, the  relative orders are easily found to take the following values:

o O u tp u t  yx: rq =  2, pn  = 2, pn  =  2

•  O u tp u t  y2: r2 = 2, p2l -  2, p22 =  1

Consequently, the set of disturbances is partitioned as follows:

• A j  — 0, B\  — {c?i, c/2 }, Ci — 0

® A 2 =  0, B 2 =  {di}, C2 =  {c^}

Clearly, as a result of the  dynam ic structu re  of the particular system , static  feedfor­

w ard/feedback compensation is required in order to elim inate the  effect of di and d2 

on y 1 and the effect of dj on y 2, while dynam ic feedforward/feedback com pensation 

will be necessary to elim inate the effect of d2 on y2.

T he characteristic m atrix  C (x )  of this system  defined by Eq.4.1 becomes:

C(x)
■̂ 31 (^0 ^ 9 2  L jh i  (x)

L g i L f h 2 ( x )  L g 2 L f h 2 ( x )

(4.25)
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where

' 9 f s (x )  x 5 d f 4( x ) \  C Iu
Lgi L j h i  (x) —

8x2 X4 0x2 )  V x4

L n L M x )  — 0

d f 3(x) Chn
L giL f h2{x ) =

d x 2 V  
U A  Two — x 6

pcpV  V0

It can be easily checked th a t C(x)  is generically nonsingular, which allows the 

straightforw ard application of the Theorem  4.1. The control law of Eq.4.3 takes 

the  form:

u — 0 n L giL j h i ( x )  +  (3 22 LgiL f l i 2 {x) 0 1 2 Lg2 L f h i ( x )  +  0 2 2 L g2 L f h 2 (x) 

v ~ Y ; Y l P * L )hi{x)
:=1 k=0

— (0 1 2 L Wl L fh i ( x )d i ( t )  +  0 i2 L W2 L f h i ( x ) d 2 (t) +  0 2 2 L Wl Ljh,2 (x)d\(t ))

~  ( 0 2 i L W2 h,2 (x)d 2 (t) +  0 2 2 L W2 LfI i 2 (x)d 2 (t) 4- 0 2 2 ^  (Luj2h2(x)d2( t )) J 1 (4.26)

where:

L j h i ( x )  = ( j s ( x )  -  ^ / 4 ( x )) “

L j h 2(x) = f 3(x)

d f 4(x)r 2 h ,  \ M x ) ( d f s ( x )  x 5 d f 4( x ) \  f 2( x )  ( d f g j x )  X 5 ,

* 1 x 4 y  d x i  x 4 d x i  )  x 4 y  d x 2 x 4 dx 2

f s ( x)  ( d f s { x )  x 5 d f 4( x ) \  f 4(x) ( x 5F  2x5/,,(x)
+ —T - \ ^ r - M x ) +  -------x4 \  d x 3 x 4 d x 3 J x 4 \  V x 4

f s ( x ) ( - F  f 4(x)'

X4 V ^ x‘l
t 2 v , \ 9 h ( x )  t , s , d f 3(x) d f 3( x ) r /  , , d f 3( x ) r t _^
l ‘ H x ) = — { ' { x ) + ~ ^ r M x ) + ~ B ^ b { x ) + ~ ^ r M x )

F
L W2h2(x)  - —
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In order to obtain full inp u t/ou tpu t decoupling of the form:

i ai yi t a 
2/1 +  + /5 12 £2

„ +  ,32 f v iy2 + 02l ^  @22 dt2 =  V 2

we simply set:

/̂ 2Q ~  021 ~  @22 ~  020 — ^

0 lo  =  A 2! =  =  0 ,  # 0 =  1

in Eq.4.26. The kinetic and physical param eters and the operating steady s ta te  

conditions for the  particu lar process are given in Tables 1 and 2. Integration of the 

system  dynamic equations was performed (after appropriate  dedim ensionalization) 

by using the subroutine LSODA from the ODEBACK Library, on the Apollo network 

of The University of Michigan. The values for the  adjustable param eters in the

feedforward/feedback (F F /F B ) control law of Eq.4.26 were chosen as:

0\\ — 021 = 0.44k, /?12 =  /?22 =  0 .0 1 6 /i

to place the closed-loop poles a t -2.5 and -25.0 for the two decoupled i>i/y i and v2/ y 2 

systems. The location of the closed-loop poles was chosen so th a t the constraints on 

the m agnitude of the m anipulated input variables (F / >  0 and Fcw >  0) be satisfied. 

T he external linear controllers in the F F /F B  control structure  were chosen as two 

P I controllers with settings K c = 15 and 77 =  0.4h. A num ber of simulation runs
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b Zi, Reference

Tc 3.8223 x I 0 lok m o l / m 3 .h 2.9442 x 103k J / k m o l (Schm idt and Ray, 1981)

Td 3.1457 x I 0 11k m o l / m 3 .h 2.9442 x  W 3k J / k m o l (Schm idt and Ray, 1981)

I 3.7920 x l O ^ / r 1 1.2877 x I0s k j / k m o l (T obolsky and Baysal, 1953)

P 1.7700 x 109k m o l / m 3.h 1.8283 x  10* k J / k m o l (M ahabadi and O ’Driscoll, 1977)

Sm 1.0067 x 1015k m o l / m 3 .h 7.4478 x 10Ak J / k m o l (Stickler and M eyhoff, 1978)

S'  =  0.58 (T obolsky and Baysal, 1953)

Table 4.1: Kinetic param eters

F — 1.00 m 3 Fi, = 0.01679 m 3 / h

V = 0.1 m 3 R = 8.314 k J  / k m o l . K

P - 866 k g / m 3 M m - 100.12 k g / k m o l

c , tn 6.0 k m o l / m 3 Cmtni = 8.0 k m o l / m 3

C p - 2.0 k J / k g . K - A  H P = 57 ,800 k J / k m o l

A = 2.0 m 2 U 720 k j / m 2 . h . K

PlV = 1,000 k g / m 3 Cw 4.2 k J / k g . K

Vo - - 0 .02 m 3 T i r i j - 350 I<

Vlsp = 25 ,000 k g / k m o l 1/2 ip - 335 I<

F1 cuts = 3.26363 m 3/ h 7 b  o = 293.2 K

Table 4.2: Process param eters and steady s ta te  values
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verified the  stability  of the open-loop system  around the operating steady sta te  and 

the  internal stability  of the  closed-loop system.

T he perform ance of the  proposed feedforward/feedback control m ethodology was 

tested  in term s of rejection of step changes a t the  two m easurable disturbances. The 

process was initially assumed to be a t steady sta te . At tim e t =  l h  a step change 

a t the  inlet monomer concentration Cmin was applied, from 6 to 5 k m o l / m 3. The 

process was allowed to  reach a new steady sta te , and a t tim e t =  6/i a step change 

a t the  inlet tem perature T{n was applied, from 350 to 345 I(.

Figures 4.3 through 4.7 illustrate the profiles of the two controlled outpu ts and 

the two m anipulated inputs, under the  assum ption of perfect model and perfect 

m easurem ents. The figures provide a  comparison of the ou tpu t and input responses 

under

a) The MIMO F F /F B  control s tructu re

b) The MIMO GLC structu re  (Kravaris and Soroush, 1990)

c) Two linear SISO PI loops (coolant flow rate/tem perature, in itiator flow rate/num ber 

average molecular weight)

T he tim e derivative of the  disturbance in Eq.4.26 was approxim ated by a lead-
£

lag elem ent w ith transfer function ---------------. In the im plem entation of the GLC
0.001s+  1

structu re , the same values of 0 Jik were used as in the F F /F B  structu re , while the 

external linear controllers were chosen as PI controllers with the sam e settings as 

in the  F F /F B  structure. Finally, in the linear control approach, the two SISO PI 

controllers were tuned through a trial-and-error procedure which resulted in the

values I<c =  —1 x 10~ ' m 3/h,  77 =  0.075/i and K c =  —0 . l m 3/ h . K ,  ti =  0.075/i,

respectively for “best” closed-loop performance. Due to the severe nonlinearity of
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th e  process, the  response characteristics were found to be very sensitive to the  values 

of the  PI controllers’ settings.

Clearly, as the  theory predicts, the  F F /F B  control law results in perfect regulation 

of the  ou tpu ts , i.e., an  obvious improvement of the  closed-loop behavior com pared 

with the  one under th e  GLC structu re  (where no m easurem ents of the disturbances 

are used in the  control law), or the  linear P I controllers.

In another set of sim ulation runs, assum ing the same disturbance changes as 

previously, the  robustness characteristics of the  F F /F B  m ethod were tested  in the 

face of m odeling error and m easurem ent noise. In particu lar we compared the closed- 

loop behavior of the process under:

a) Perfect model and perfect disturbance m easurem ents

b) 20% error in the frequency factor Z\  and the heat of reaction A Hp

c) Sinusoidal noise in the m easurem ents of the disturbances d\ and c?2 of am pli­

tudes 0.05 kmol  I  m 3 and 0.5 K ,  respectively, and period of oscillation of 10 

m in

Figures 4.7 and 4.8 depict the  excellent performance of the F F /F B  struc tu re  in 

rejecting the applied step changes in the  disturbances for the case when the above 

model uncertainties exist. As shown in the two figures, even in the presence of 

the  modeling errors, the o u tpu t profiles are very close to  the ones obtained when a 

perfect model is available. Figures 4.9 and 4.10 depict the performance of the F F /F B  

struc tu re  in rejecting the applied step changes when the disturbance m easurem ents 

are corrupted with the above noise. Clearly, although the ou tpu t regulation is not 

perfect in the presence of m easurem ent noise, the proposed m ethod performs very 

satisfactorily.
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4.7  N otation

Roman Letters

A  =  heat tranfer area, m 2

C ( x ) =  characteristic m atrix

Cm — molar concentration of the  monomer, k m o l / m 3

CL =  molar concentration of m onomer in the monomerm m

inlet stream , k m o l / m 3 

Cj  =  molar concentration of the  in itiator, k m o l / m 3

Cr =  molar concentration of the in itiator in the in itia to rMn

inlet stream , k m o l / m 3 

D 0 =  molar concentration of the  dead polymer chains, k m o l / m 3

Di  — mass concentration of the  dead polymer chains, k g / m 3

E Jm, E P , E i  = activation energies for chain transfer to monomer, propagation, 

and initiation reactions, respectively, k J / k m o l  

ETciETd = activation energies for term ination by coupling and

disproportionation reactions, respectively, k J / k m o l  

F  = volumetric flow rate  of the  inlet monomer stream , m 3/ h

Fi  = volumetric flow rate  of the  inlet in itiator stream , m 3/h

F cw =  volumetric flow rate  of the inlet cooling water, m 3/ h

K c =  proportional gain

M m =  molecular weight of the monomer, kg /km o l

Po =  molar concentration of the  live polymer chains, k m o l / m 2

R  =  Ideal Gas constant, k J / k m o l . K

T  = reactor tem perature, K

Tj =  jacket tem perature, A'
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Tin =  tem peratu re  of the inlet stream s in the  reactor, K

Two =  tem peratu re  of the inlet coolant stream , K

U =  overall heat transfer coefficient, k J / m 2.h .K

V  — reactor volume, m 3

V0 =  overall effective volume of the cooling subsystem , m 3

Z /m, Z p  = frequency factors for chain transfer to  monomer,

and propagation reactions, respectively, k m o l / m 3.h 

Z Tc, Z Td — frequency factors for term ination by coupling

and disproportionation reactions, respectively, k m o l / m 3.h 

Z\  =  frequency factor for initiation reaction ,/i_1

cp =  heat capacity of the reacting m ixture, k J / k g . K

cw =  heat capacity of water, k J / k g . K

d =  vector of disturbance inputs

/*  =  in itia tor efficiency

/ ,  g j , w K =  vector fields

h{ = o u tpu t scalar field

r,- =  relative order of the ou tpu t ?/; with respect to u

t — tim e

u — vector of m anipulated inputs

v =  external reference input vector

x  = vector of s ta te  variables

y — vector of ou tputs

ysp = vector of ou tpu t set-points

—A Hp = heat of propagation reaction, k J / k m o l

Ai ,Bi ,Ci  =  partition  of disturbances for the ou tpu t y,
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G re e k  L e t te r s

Pik =  param eters of the  feedforw ard/state feedback law 

t j  = reset tim e

p = density of the  reacting m ixture, kg/m?  

pw — density of water, k g / m 3

PiK = relative order of the ou tpu t ?/,• with respect to  the disturbance dK 

M a th  S y m b o ls

= implies

= is equivalent to

0 = void set

G — belongs to

C = subset

V = for all

n = intersection

= inner product

T = transpose

m in = m inim um  element

det = determ inant of a m atrix

ker = kernel of an operator

dhi = gradient of a scalar field hi

1R = real line

IRn — 7?—dimensional Euclidean space
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A cronym s

BIBO =  bounded-input bounded-output

CSTR =  continuous stirred tank reactor

FF/FB  =  feedforward/feedback

GLC =  globally linearizing control

SISO =  single-input single-output

MIMO = multiple-input multiple-output
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C H A P T E R  V

STRUCTURAL EVALUATION OF CONTROL 
CONFIGURATIONS FOR MIMO 

NONLINEAR PROCESSES

5.1 Introduction

T he first step in the synthesis of a control system for a given process is the synthe­

sis of the control configuration. Although this step precedes the  controller synthesis 

itself, it affects significantly the final performance of the  control system. The prob­

lem of synthesis of control configurations has been investigated from various points of 

view in recent years (see e.g., Stephanopoulos, 1983), and, mainly for methodological 

purposes, can be viewed as consisting of the  following two sub-problems:

1. Generation of all feasible control configurations

2. Evaluation and selection of a control configuration

T he first sub-problem  includes the  specification of the control objectives, the 

identification of the available m anipulated inputs and the assessment of feasibility 

of the  resulting control configurations. Research in this area  is extensive regarding 

linear tim e invariant processes, for which the system  theoretic properties of sta te  

controllability, ou tpu t controllability and ou tpu t functional controllability have been 

used as feasibility criteria. On the other hand, research regarding nonlinear processes

112
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is still a t the  stage of understanding the corresponding system theoretic properties. 

In analogy w ith linear results, right invertibility, a concept closely related to ou tput 

functional controllability, is the  criterion th a t determines the feasibility of control 

configurations for most practical purposes. The first a ttem pts to study this issue 

for general MIMO nonlinear systems have been within the framework of algorithm ic 

procedures for the construction of inverses (Hirschorn, 1979b, 1981a, Singh, 1982a, 

1982b, 1982c). In a differential algebraic framework (Fliess, 1985, 1986), the notion 

of differential ou tpu t rank has generalized the notion of rank of a  transfer m atrix  

in a nonlinear setting and has led to  necessary and sufficient rank conditions for 

invertibility, analogous to the  ones for linear systems. Finally, conditions for right 

invertibility for a particu lar class of nonlinear systems have also been derived in 

term s of the  “structu re  a t infinity” (Nijmeijer, 1986). The implications of the above 

theoretical results, however, in the synthesis of control configurations have not been 

investigated yet.

Given a num ber of alternative feasible control configurations, the  second sub­

problem  consists of the evaluation of the alternative control configurations and the 

final selection of the one to  be employed. In this direction, the  m ajority  of research 

effort for processes described by linear models concerns a) dynam ic resilience and

b) decentralized control studies. Dynamic resilience studies have mainly focused on 

identifying factors th a t pose lim itations on the system  invertibility (M orari, 1983) 

and consequently on the achievable control quality. Such factors include dead time 

(Holt and M orari, 1985a), right-half-plane zeros (Holt and M orari, 1985b), model 

uncertain ty  (Skogestad and M orari, 1987), etc. In decentralized control studies, a 

variety of s ta tic  and dynamic interaction measures have been proposed for identify­

ing favorable pairings of m anipulated inputs and controlled outputs (for a review see
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Jensen et al., 1986). By far the  most popular analysis tool for this purpose is the rel­

ative gain array (RGA) (Bristol, 1966) and its generalizations th a t take into account 

dynam ic considerations (e.g., Tung and Edgar, 1981 and G agnepain and Seborg, 

1982) or disturbance inputs (e.g., Stanley et al., 1985). All the above approaches 

assum e a transfer function description of the  process, often obtained from experi­

m ental d a ta  and therefore, are based on linear control considerations. On the other 

hand, in nonlinear process control theory, there are essentially no results related to 

the  problem  of evaluation of control configurations except for some results concern­

ing the calculation of nonlinear gains (e.g., Mijares e t al., 1985, M anousiouthakis 

and Nikolaou, 1989). One possible direction is to study the  effect of nonlinearities 

w ithin a  linear analysis (and consequently linear controller synthesis) framework. 

An alternative, much more meaningful direction is to develop analytical tools and 

methodologies which arise from the nonlinear description of a process itself.

In this chapter, a s truc tu ra l perspective will be introduced in the  problem  of eval­

uation of control configurations for MIMO nonlinear processes. S tructu ra l m ethods 

have already been introduced in the  generation and assessment of feasibility of con­

tro l configurations for linear processes (Morari and Stephanopoulos, 19S0, Govind 

and Powers, 1982, Johnston and B arton, 1985, Johnston et al., 1985, Russel and 

Perkins, 1987, Georgiou and Floudas, 1989). They are essentially based on graph- 

theoretic concepts and the notion of structural controllability (Lin, 1974, Shields and 

Pearson, 1976, Glover and Silverman, 1976). The m ajor advantage of these m ethods 

is the  genericity of the results and the  minimum am ount of process inform ation th a t 

they require, which allows them  to be efficiently used at the early stages of the design 

procedure. There has not been any a ttem pt, however, to system atically introduce 

structu ra l considerations in the  evaluation and selection of control configurations ei­
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th er for linear or nonlinear processes. On the other hand, intuitive guidelines for the 

selection and pairing of m anipulated inputs do make im plicit use of s truc tu ra l con­

siderations, through the notions of “direct effect” and “physical closeness” (see e.g., 

th e  m odern process control textbooks by Stephanopoulos, 1984 and Seborg et al., 

1989). T he idea is th a t chosing a m anipulated input which is “physically close” to a 

controlled variable (or has a “direct effect” on it), we have good chances of obtaining 

favorable s ta tic  and dynamic characteristics for the  particu lar in p u t/o u tp u t pair, 

i.e., small tim e delays, small tim e constants as well as significant sta tic  gain. Clearly 

though, as the  size and complexity of the  process increase, such in tuitive consid­

erations become obscure and sometimes misleading, especially in a MIMO context. 

Furtherm ore, there is no theoretical justification on the use of such intu itive notions 

as evaluation criteria. The results of C hapter II with regard to the concept of relative 

order established th a t relative order quantifies the  above intuitive notions of “direct 

effect” and “physical closeness” . Also, the controller synthesis results of Chapters 

III and IV showed th a t relative order arises naturally  in the synthesis of nonlinear 

control laws, capturing im portant struc tu ra l characteristics of a process. M otivated 

by the above, the purpose of this chapter is:

1. To identify and quantify lim itations th a t the  struc tu re  of a process poses on 

the control quality

2. To develop guidelines for the struc tu ra l evaluation of alternative control config­

urations based on control quality characteristics and structu ral coupling con­

siderations

T he above guidelines will allow a system atic hierarchization of alternative control 

configurations at the early stages of the design procedure, based on a minimum
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am ount of process inform ation. Q uantitative, sta tic  and dynam ic, process informa­

tion can be used at later stages of the design procedure to complement the results 

of the  structu ral analysis.

Standing assum ptions throughout this chapter will be the following:

1. The control of a  single processing unit is considered

2. O perational, environm ental, economical, safety and production requirem ents 

have resulted in a set of control objectives (controlled outpu ts)

3. The m ajor disturbances have been identified (from physical considerations and 

possibly steady s ta te  gain information)

4. The physical phenom ena with non-negligible dynamics have been identified

The term  “alternative control configurations” will then imply alternative sets of m a­

nipulated inputs, while the term  “multi-loop configuration” will be used to denote 

the specification of in p u t/o u tp u t pairs for a given set of m anipulated inputs. In 

general, d isturbance inputs th a t can be m anipulated may also be considered as m a­

nipulated input candidates. Each control configuration will then correspond to a 

state-space model of the form of Eq.2.1.

In Section 5.2 th a t follows, the  fundam ental lim itations th a t the s tructu re  of 

a process poses on the control quality will be studied, as they are expressed by 

relative orders; this will naturally  lead to guidelines for the s truc tu ra l evaluation of 

control configurations on the  basis of the  overall servo and regulatory characteristics. 

Then, a m atrix  of relative orders will be introduced, which will allow quantifying 

structu ra l coupling among input and ou tpu t variables; the analysis will naturally  lead 

to guidelines for evaluating alternative multi-loop configurations, based on structural
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coupling considerations. Finally, chemical engineering examples will illustrate  the 

application of the  proposed generic evaluation framework.

5.2 Structural lim itations in the control quality and overall 
evaluation o f control configurations

At a first level of evaluation of alternative control configurations (i.e., a lternative 

sets of m anipulated  inputs), one would like to  identify inherent lim itations in the 

control quality imposed by the structure  of the  process itself. Since the whole tre a t­

m ent is based on structu ral considerations, issues like non-minim um-phase behavior, 

open-loop instability or constraints on the m anipulated inputs are beyond consid­

eration a t th is point, since their assessment requires more quantitative information. 

Instead, we are concerned with the general tracking and regulatory characteristics 

of the control configurations and the  way th a t they are affected by structural con­

straints. The above issues will be investigated in the  light of results on nonlinear 

inversion and nonlinear feedforw ard/state feedback control. The analysis will focus 

on system s with non-singular characteristic m atrix , which guarantees the feasibility 

of the  corresponding control configurations (Daoutidis and Kravaris, 1991a).

5 .2 .1  R e la t iv e  o rd e r s  in  an  e x p lic it  in v e rs io n  c o n tro l f ra m e w o rk

In the case of a general MIMO nonlinear system , the issue of invertibility is 

extrem ely involved. Hirschorn, 1979b suggested an a lg o r i th m  for the construction 

of a left inverse, th a t recursively generates a sequence of operators Si, S2 , •••, Sk, by 

differentiating the ou tpu t map. The sequence term inates when the o u tpu t m ap for 

Sk can be solved for the m anipulated input vector, in terms of derivatives of the 

ou tpu t. Under certain conditions, invertibility of this m ap implies invertibility of the 

original system . In Theorem  5.1 th a t follows, an e x p lic it  fo rm u la  for the system ’s
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inverse is derived for systems with non-singular characteristic m atrix  (the proof can 

be found in Appendix E):

Theorem 5.1: Consider a M IM O  nonlinear system o f the form:

(5.1)
x = f ( x )  + g(x)u  

Vi = hi(x) , i = 1,

where g(x)  is a (n X  m)  matrix with columns the vector fields g \ ( x ), • • • , gm(x).  A s ­

sume that detC(x)  ^  0 fo r  x  £  X ,  where C(x)  is the characteristic matrix defined in 

Eq.Sf.l. Then, the dynamic system :

i  = n o + g i t m r 1

l  r dT1yi 
dtr»

dTmym

u -1

d trm

dr'yi  
dt ri

dTmy-n
dtTm

L rr h m( o

L ? h i (  o

L rr h m{ o  
\ (5.2)

is a realization o f  the inverse o f  the original system.

Remark 5.1: In the case of a  SISO nonlinear system  (m = 1) with relative order r, 

the inverse given by Eq.5.2 reduces to:

f  =  / « ) + ? « )

u =

LgL Tf 1h(()

% - L W )
L g U f ' h { 0

which, as expected, is exactly the  form ula for the inverse of a SISO nonlinear system 

originally derived by Hirschorn, 1979a.

It is im portan t to note th a t the order of the ou tpu t derivatives required in Eq.5.2 is 

determ ined by the relative orders 7’i , r 2, • ■ •, r m, which therefore represent a measure
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of “im properness” of the  inverse system. Therefore, in any explicit inversion-based 

control s tructu re  like IMC, Inferential Control, etc. (Economou e t al., 1986, Parrish 

and Brosilow, 1988), the  relative orders r 1, r 2, - - - , r m will determ ine the  order of 

the filter required in order to make the control action finite and  consequently the 

order of the  closed-loop response. In the above sense, the  relative orders r,- play a 

fundam ental role in “shaping” the closed-loop response.

5.2.2 Relative orders in a feedforward/state feedback control framework

The considerations of the previous subsection become even more transparent 

within the feedforw ard/state  feedback controller synthesis framework of C hapter 

IV. Referring to  MIMO nonlinear systems of the form of Eq.2.1 with non-singular 

characteristic m atrix , the  control law of Eq.4.3 induces the closed-loop response of 

Eq.4.4 which is of order exactly equal to (ri +  r 2 +  • • • -f rm). This should not be 

surprising since such an in p u t/o u tp u t linearizing control law can also be interpreted 

as an implicit and finite approxim ation of an inverse-based controller. Furtherm ore, 

considering the relative orders of the outpu ts ?/,- with respect to  the external input 

vector v, it is clear th a t they are exactly equal to  r,-. This implies th a t the  order 

of the  closed-loop response for the individual ou tpu ts ?/; is exactly equal to  r,. It 

also implies, in loose term s, th a t the relative orders r, are preserved in closed-loop 

and the  outputs can not be m ade more responsive than  they were in open-loop. 

Similar characteristics have been a ttribu ted  to dead tim e w ithin the framework of 

linear control (Holt and M orari, 1985a), which is consistent w ith the connection of 

the relative order w ith apparent dead tim e established in C hapter II. In the above 

feedforward/feedback framework, the role of the relative orders piK is also significant. 

In particular, the extent th a t the condition r,- <  piK is satisfied determines the
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extent th a t m easurem ents of the  disturbances and derivatives of the  disturbances are 

required for complete disturbance rejection on the o u tpu t ?/,•; moreover, the  difference 

(r,- — piK) represents the  order of finite approxim ation required for the derivatives of 

the disturbances in the control law.

5.2.3 Overall evaluation of control configurations

T he fundam ental structural lim itations in the  control quality expressed by the 

concept of relative order lead naturally  to  a framework for the  structu ral evaluation of 

a lternative control configurations, on the basis of their overall servo and regulatory 

characteristics. In particular, the following criteria arise as the  basis of such an 

evaluation:

1. Low order response characteristics for the  individual ou tpu ts (min r,)

2. Low order overall response characteristics (min (rj +  • ■ • +  rm))

3. More direct effect of the m anipulated inputs than  the disturbance inputs on 

the controlled ou tpu ts (r; <  piK)

The intuitive basis of the above criteria lies exactly on the notions of “direct ef­

fect” and “physical closeness” (see e.g., the reactor cascade example), for which they 

provide a  quan tita tive  expression. Obviously, the  most favorable control configura­

tion would be one for which r,- =  1 and />,-* >  1 for all ou tpu ts y,- and disturbances 

dK. W hen such a configuration does not exist, one m ust carefully hierarchize the 

a lternative control configurations depending on the natu re  and the specific control 

needs of the  process under consideration. A ranking of the  ou tpu ts according to their 

im portance may then be helpful in order to identify the most favorable control con­

figurations. The above procedure will also allow identifying disturbances for which
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feedforward com pensation may be required.

R e m a rk  5.2: It is clear from the above discussion th a t the relative orders r, (instead 

of th e  individual relative orders r ,j)  capture the  overall control quality characteristics. 

This is a consequence of the  fact th a t we have used m ultivariable control consider­

ations as the basis of the  discussion. In the next section, multi-loop configurations 

will also be discussed and the individual relative orders r tJ- will naturally  arise.

5.3 Structural coupling and evaluation o f m ulti-loop con­
figurations

At a  second level of evaluation, one would like to  identify control configurations 

w ith favorable in p u t/o u tp u t coupling characteristics. This is especially im portant 

when one is faced with the possibility of employing a multi-loop control configura­

tion (i.e., a partially  or completely decentralized control configuration). Obviously, 

in th is case, there is a tradeoff between the simplicity in the  controller synthesis and 

the performance deterioration due to neglected interactions. Steady sta te  gain and 

tim e constant considerations, encoded in appropriate interaction measures have been 

traditionally  used in the linear control literature to identify favorable in p u t/o u tp u t 

pairs and evaluate the resulting configurations.

The graph-theoretic representation of a process introduced in C hapter II lends itself 

naturally  to a notion of s t r u c tu r a l  c o u p lin g  (or struc tu ra l interaction), i.e., cou­

pling in the sense of structu ral interdependencies among the process variables. In 

the light of Theorem  2.1, relative order arises then as a na tu ra l measure of structural 

coupling between input and ou tpu t variables. Based on the above, in w hat follows, 

we will introduce a m atrix of relative orders and use it to system atically form ulate in­

tuitive guidelines for the synthesis and evaluation of m ulti-loop configurations based
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on structu ra l coupling considerations.

Definition 5.1 (Daoutidis and Kravaris, 1991b): For a nonlinear process with 

a model o f  the form  o f  Eq.2.1, we define the relative order matrix:

M r =

n  i • • • r lr

(5.3)

T’ml ' ' '

with elements the individual relative orders rij between the manipulated input and 

output variables.

Clearly, the relative order m atrix  of Eq.5.3 captures the overall p a tte rn  of structural 

coupling among m anipulated input and ou tpu t variables in the  process under consid­

eration. Before proceeding any further, the well-known notion of a structu ral m atrix  

and its generic rank will now be reviewed (e.g., Shields and Pearson, 1976, Glover 

and Silverman, 1976):

Definition 5.2: A structural m atrix is a matrix having fixed zeros in certain 

locations and arbitrary entries in the remaining locations. For a given matrix, its 

equivalent structural matrix is the one which has zeros and arbitrary entries in 

exactly the same locations as the zeros and the non-zero entries o f  the original ma­

trix.

Definition 5.3: The generic rank of a structural matrix is the maximal rank that 

the matrix achieves as a function o f  its arbitrary nonzero elements.

Theorem  5.2 th a t follows will facilitate the synthesis and evaluation of multi-loop 

configurations based on structural coupling considerations (the proof is given in Ap­

pendix E):

Theorem 5.2: Consider a nonlinear system in the form o f  Eq.2.1 and its character­

istic matrix C(x) .  Then, the generic rank o f  the structural matrix which is equivalent
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to C ( x ) will be equal to m , i f  and only i f  the outputs can be rearranged so that the 

m inim um  relative order in each row o f the relative order matrix appears in the major  

diagonal position, i.e., M r takes the form:

M r  =

r i r u  ■■■ r lm

r 21 r2 ■■■ r2m

T 'rn l T m 2  * * * f*m

(5.4)

Remark 5.3: If the m atrix  C(x)  itself is nonsingular (i.e., has full num erical rank), 

its equivalent s tructural m atrix  will also have full generic rank, and the ou tpu t rear­

rangem ent will therefore be possible. The converse, however, is not necessarily true. 

Remark 5.4: The ou tpu t rearrangem ent contained in Theorem  5.2 is sim ilar to  the 

ou tpu t rearrangem ent suggested by Holt and M orari, 1985a in studying the effect of 

dead tim e in dynam ic resilience and by Jerom e and Ray, 1986 in the  context of dead 

tim e com pensation for MIMO linear systems. This is consistent with the connection 

between apparent dead tim e and relative order established earlier.

Given a process model w ith a characteristic m atrix  whose equivalent s truc tu ra l m a­

trix  has full generic rank, the  result of Theorem  5.2 is im portan t in two ways:

9  The suggested o u tp u t rearrangem ent indicates the in p u t/o u tp u t pairings iq /y , 

w ith the  dom inant struc tu ra l coupling

o After the ou tpu t rearrangem ent, the off-diagonal relative orders allow the  eval­

uation of s truc tu ra l coupling between a specific in p u t/o u tp u t pair and the 

rem aining input and ou tpu t variables

In particu lar, off-diagonal relative orders in a row indicate the coupling between 

a specific ou tpu t and the o ther inputs, and they will necessarily (due to the rear-
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rangem ent) be larger or equal to  the  diagonal relative order. On the o ther hand, 

off-diagonal relative orders in a  column indicate the coupling between a  specific in­

pu t and the o ther outputs, and there is no guarantee th a t they will be larger or equal 

to  the  diagonal relative order. The differences between off-diagonal and diagonal rel­

ative orders a) in a column of the  relative order m atrix: (ru — r t), and b) in a row of 

the  relative order m atrix: (r,j — r t ), provide then a measure of the  overall struc tu ra l 

coupling in the  system , for the  particu lar in p u t/o u tp u t assignm ent. T he larger these 

differences are, the weaker the structu ra l coupling is in the system, and the more 

favorable the  employment of a multi-loop configuration is from a s tructu ra l point of 

view. In the  above spirit, it is also possible to identify groups of inputs and outputs 

such th a t structu ral coupling among members of different groups is weak, providing 

thus favorable candidates for partially  decentralized control structures.

R e m a rk  5 .5 : In the special case of an in p u t/o u tp u t decoupled system, M r becomes:

T\ oo • • • oo 

oo r 2 • • • oo
M r  =

OO oo

The linear analog of this case would be a diagonal transfer function m atrix .

5.4 C oncluding remarks

Relative order has been established as a fundam ental structural concept, which 

quantifies the notions of “direct effect” and “physical closeness” , expresses fundam en­

ta l s truc tu ra l lim itations in the control quality and allows the evaluation of structural 

coupling among input and ou tpu t variables in a  process. The above properties al­

lowed us to  develop general guidelines for the struc tu ra l evaluation of alternative
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control configurations. In summary, for a particular process and after the alternative 

control configurations are identified,

•  The relative orders r,j and ptK for all i . j ,  tt are calculated

•  The relative order m atrix  M r is formed

Then, after checking the nonsingularity of the  characteristic m atrix  C(x )  (or its 

equivalent structu ral m atrix), we proceed w ith an evaluation of the  overall servo 

and regulatory characteristics of the alternative configurations and the evaluation 

of structural coupling. Clearly, the above evaluation framework is a  generic one; it 

allows quantifying structu ral differences of control configurations, if there are any, 

and allows a  h ie r a rc h iz a t io n  o f  a l te rn a t iv e  c o n tro l  c o n f ig u ra tio n s , often based 

on the  specific control needs of the process under consideration. At the early stages 

of the design procedure, w ith a m inimum  am ount of inform ation availabe, this is 

clearly the  best we can hope for. In later stages of the design procedure, when 

more quantitative inform ation becomes available, additional analytical tools have 

to be employed in order to check the  modeling assum ptions and make sure that 

the structurally  favorable control configurations are statically and dynamically well- 

defined and well-behaved.

5.5 Illustrative exam ples

In this section, the struc tu ra l evaluation guidelines developed previously will be 

applied to three typical chemical engineering processes. In the first two examples and 

w ithout loss of generality, the analysis will be based on detailed state-space models 

in order to be tte r illustrate  the  procedure. In the  th ird  example, the analysis will be 

based on purely structu ral information.
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D x D=0

Q

Figure 5.1: A single effect evaporator

5 .5 .1  A  s in g le -e ffe c t e v a p o ra to r

In this example, the single-effect evaporator shown in Figure 5.1 is considered. A 

solution stream  at solute m olar concentration X f  enters the evaporator a t a molar 

flow ra te  F.  H eat provided by steam  is used to vaporize the water, producing a 

vapor stream  D  and a liquid effluent B  a t solute concentration x b • For the purpose 

of th is example, the  following simplifying assum ptions are made:

1. The liquid is perfectly mixed

2. The solute concentration in the vapor stream  is negligible compared with that 

of th e  liquid stream  (xp  =  0)

3. The vapor holdup is insignificant

4. The feed and bottom  stream  have a  constant m olar density c

5. The vapor and liquid are in therm al equilibrium  at all tim es

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



127

6. All the heat input to  the evaporator is used for vaporization

7. T he heat capacities of the steam  chests, tube  walls etc., are negligible

Under the  above assum ptions, the  following equations describe the dynam ic behavior 

of the  process:

•  Total m aterial balance

A c ^  = F  — B  — D  (5.5)
at

•  Solute balance

A c d{hxB) = F x f  _  B x b  (5 6)
at

where

A  =  cross sectional area

F , B , D  =  molar flow rates

c =  molar density of feed and bottom  stream s

h =  liquid level in the  evaporator

x f , x b  =  solute concentration at the feed and bottom  stream  respectively

(in mole fractions)

A ssum ption 3 implies th a t the  flowrate D  is equal to the  ra te  of evaporation and 

together w ith assum ption 6 imply tha t:

=  - s k  ( 5 ' 7 )

where A H v is the la ten t heat of vaporization and Q is the  heat input to the  evapo­

rato r. The above equation can then be substitu ted  to the  to ta l m aterial balance. 

Clearly, the  variables to  be controlled are the liquid level in the evaporator, h , and 

the  concentration of the  effluent stream , xg-  Available m anipulated variables are the

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



128

flow rate B  and th e  heat input Q, while xp  is the m ajor disturbance. T hus, setting:

X i  —  /l /i3, X 2 —  ' XS

and also:

U \  — B  B „  i i 2 Q  Q s

d\ — x f  — xps 

yi -  xi,  y2 -  x 2

w here the subscript s  denotes a nom inal stead y-sta te  value, th e  dynam ic equations 

assum e the follow ing state-space form:

x —
0

B sx 2

A c(xi  +  hs

■ 1 '

+ Ac ui +
0

+
0
F

A Hv 
Ac

A H v(x2 +  xBs 
Ac(xx +  hs)

d\

u2

(5.8)

. Ac{xx +  ha)

y\ =  an 

2/2 =  x 2

T h e vector fields f (x) ,gi (x) ,g2(x):w1(x) and the scalar fields hx(x) ,h2{x) can be 

easily  identified from  th e  above equations. A straightforward calculation of the 

relative orders and the relative order m atrix Mr yields:

n i  n 2 1 l

r 21 r 22 2  1

M r =
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while the  characteristic m atrix of the above system  is found to be equal to:

C(x )  =
Lgih\(x)  L92h\{x)  

0 L g2h2{x) 0

{ Ac  1 
A  Hv(x 2 +  x B3)

Ac(x j +  hs)

and is nonsingular, which guarantees the feasibility of the  control configuration and 

allows the  application of Theorem  5.2.

Clearly,

n  =  1 ,  r 2 =  1

and the overall structu ral characteristics of the configuration are the  best possible. 

Moreover, the relative orders of the two outpu ts with respect to the disturbance 

input take the values:

Pn — oo, p2\ =  1

which indicate th a t the ou tpu t yi is not affected by the  disturbance d\, while y2 is 

affected in a direct way and moreover p2j =  r2. This implies th a t feedforward com­

pensation will be required for the  disturbance dx in order to completely elim inate its 

effect on y2.

Proceeding w ith the evaluation of structu ral coupling for the given control configu­

ration, note th a t the  relative order m atrix  is in a form such th a t all the r, are in the 

m ajor diagonal. This autom atically suggests an in p u t/o u tp u t pairing of the form:

(« i/y i) , {u2/ y 2)

i.e.,

{B /h ) ,  ( Q / xb )

as the m ost favorable in p u t/o u tp u t pairing from a structural point of view, while the 

off-diagonal relative orders in the relative order m atrix  indicate a significant one-way
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Figure 5.2: A continuous stirred tank reactor

structu ra l coupling. T he above conclusion clearly agrees with intuitive considerations 

based on criteria  of the “direct effect” or “physical closeness” type.

5.5.2 A continuous stirred tank reactor

Consider the  CSTR shown in Figure 5.2. Two solution stream s consisting of 

species A  and B ,  a t volumetric flowrates F a and Fb , tem peratures T a and T b  and 

concentrations cao  and c b o , respectively, enter the reactor, where the  elem entary 

reaction A  +  B  — ► C  -f D  takes place. The effluent stream  leaves the reactor at 

flowrate F,  concentrations c a ,c b , c c , c d  and tem perature T.  Heat may be added 

to or removed from the system  a t a  rate  Q ,  using an appropriate  heating/cooling 

system . Assuming constant density p and constant heat capacity C p for the liquid 

stream s and neglecting heat of solution effects, the m aterial and energy balances that
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describe the  dynam ic behavior of the process take the  following form: 

dV
, ,  =  FA +  FB -  F

n  E

dcA FA . , Fg . ( jyrp)
—J7 = T 7 \ CA0 -  CA) -  CA-rr -  kcAcBe t i lit V V

=  - ^ ( c s o  -  Ca) -  cB! y  -  kcAcBe K T  ( 5 . 9 )

dec Fjti Fg j (— p /7 -.)
—  =  cc    V kcAcBe t i l

E
d T  FA ,rp 7̂i \  , Fg . . (—A H )  (- Jjrp) 1

T t =  - ^ - T ) + T { T B - T)  + - ^ - kCACBe R T  + v ^ c r Q

where

Cp — heat capacity

E  =  activation energy

Fa , F b , F  =  volumetric flow rates

Q — heat input to the  tank

Ta ,T b , T  — tem peratures

V  = volume

—A H  = heat of reaction

c, =  molar concentrations of species i

p =  density

For the  above process, we wish to control the volume of the  liquid in the tank , V,

the  concentrations of the effluent stream , cA, cc , and the  tem pera tu re  of the  effluent

stream , T.  Available m anipulated variables are the flowrates FA,FB, F  and the  heat

input Q.  Thus, setting:

x4 —  F  V ^, X2  — cA e A s  1 ^*3  — e B  e B s  ̂ x4  —  c q  e c s t  *^5 'F Fs

and also:

Ui =  FA -  FAs, u2 - F b -  FBs, u3 =  F -  Fs, u4 =  Q -  Qs
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Vi = x i ,  y2 = x 2, 2/3 = x 4, y.) = x5
where the subscript s denotes a nominal steady-state  value, the dynam ic equations 

can be pu t in the  standard  state-space form of Eq.2.1. Then, the calculation of the 

relative orders and the  relative order m atrix  is straightforw ard and yields:

Mr =

C ( X )  =

1̂1 r12 t’13 r 14 1 1 1 OO

J’21 r22 7*23 7-24 1 1 2 2
731 r32 T'33 T’34 1 1 2 2
7*41 7-42 7'43 7*44 1 1 2 1

is given by:
LSI hi (x) '̂g2^l(x) Lg3/ii(x) 0
Lgih2{x) Lg2h2(x) 0 0
Lg\ hs{x) L g M x ) 0 0
Lgi k4(x) Lg2 h4 [x'J 0 Lg\ h4(x

and its equivalent s truc tu ra l m atrix  has full generic rank.

T he overall struc tu ra l characteristics of the  control configuration are  clearly the best 

possible, since all r,- are equal to 1.

Following Theorem  5.2, we interchange the first and the th ird  row of Afr , obtaining 

the following form of the  relative order m atrix:

1 1 2  2 

1 1 2  2 

1 1 1 oo

1 1 2  1

with the relative orders r,- in the m ajor diagonal. Further rearrangem ent of the first 

and second row is possible, w ithout affecting the form of the  relative order m atrix.

R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



133

Consequently, the in p u t/o u tp u t pairs with the dom inant structural coupling are

(“ 1 / 2/2 ), (“ 2 / 3/3 ) , (“ 3 / 2/1 ) ,  ( “ 4 / 2/4 )

i.e.,

( f a / ca ), (F b I cc), (F/n (g/r)
or:

(“ 1/2/3), (“2/2/2), (“3/2/1), (“4/1/4)

i.e.,

(iVcc), (*V<*), (F /n  (Q/r)

On the o ther hand, the  off-diagonal relative orders indicate a significant overall struc­

tu ral coupling, induced mainly by F ^ , F b -

Note th a t as in the previous example, the results conform with intuitive considera­

tions abou t the process.

5.5.3 A heat exchanger network

Consider the network of heat exchangers shown in Figure 5.3 (Georgiou and 

Floudas, 1989). The energy balances th a t describe the dynamic behavior of the 

process have the following structu ral form:

=  <f >i {Ti ,T2 , T w , F i )

^  = M T u T 2 , T 20, F 2)

f  =  ^ 3 , T 4,T3o,F 3) ( s jo )

= <f>4(T3,T 4,T 40, F 4)

^  =  <t>5{Ts,Te,T 50,F 5)

^  =  d-6 (T5,T 6,T 60,F 6)
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Fi T j

f 2 T 20 F ,  T ,

F4 t 40 o

) ---------------------

F1 T 10
F6 T G0 /

------------- -------H

F3 T 3

t  F< >

FS T S

*Q
F6 T6

f 5 T 50

F3 t 30

Figure 5.3: A heat exchanger network
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where

F, = flow rate  of stream  i 

T{ =  exit tem pera tu re  of stream  i 

Ti0 =  entrance tem pera tu re  of stream  i 

and <f>i{.) denotes a  functional dependence.

Assuming steady s ta te  conditions a t the mixing junction, the  following algebraic 

equations also hold:

F6 = f a (F 2, F 4) (5.11)

Teo =  M T 2 , T 4,F 2, F 4) (5.12)

Consequently, the  last equation in Eq.5.10 can be more appropriately represented as:

^ ■  = M T 2 , T 4,T s ,T 6, F 2, F 4) (5.13)

The control objective, determ ined by the operational needs of the plant under con­

sideration, is to keep the tem peratures T\ and T6 a t some desired values. T he m ajor 

d isturbances are considered to  be the tem peratures T30 , T50. For notational consis­

tency, let:

d \  —  T 3 0 ,  d -2  —  T 5 0  

V\ = Tu  y 2 =  T6

Available m anipulated inputs are the flowrates F i, F2 and F 4 . Therefore, th ree alter­

native control configurations are possible, corresponding to the pairs of m anipulated 

inputs ( F i ,F 2), (F 2 ,F 4), and ( F i ,F 4).

The structu ra l dynamic model of the above process corresponds to the digraph rep­

resentation shown in Figure 5.4 (where only the input nodes th a t correspond to the 

possible m anipulated inputs and the disturbances are shown, for sim plicity). For the 

three alternative control configurations under consideration, the calculation of the
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Figure 5.4: The digraph of the heat exchanger network

various relative orders can be based on the result of Theorem  2.1 and can be readily 

performed from the digraph representation of the process. More specifically: 

C o n f ig u ra t io n  1: =  F x, u2 = F2

r l l  r 12
M T =

r2\ r22

and the characteristic m atrix  has the form:

1 2 

3 1

C(x)  =
Lgih'i(x) 0 

0 Lg2h2(x)

which guarantees full generic rank of its equivalent struc tu ra l m atrix. 

C o n f ig u ra t io n  2: =  F 2, u2 =  F4
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r l l  r 12
Mr =

T21 r 2 2

and the characteristic m atrix  has the form:

2 oo 

1 1

C (*) =
L giL;h i{x )  0 

Lgih2(x ) Lg2h2{x) 

which also guarantees full generic rank of its equivalent s truc tu ra l m atrix. 

C o n f ig u ra t io n  3: u\ — F\,  u2 = F4

Mr  =
rll r 12

r 21 r 22

and the characteristic m atrix  has the form:

1 oo 

3 1

C(x)  =
L gih i(x)  0

0 L g2h2(x)

which also guarantee? full generic rank of its equivalent s tructural m atrix .

Also, the relative orders with respect to  the disturbance inputs are given by:

Pi  1 =  ° ° )  P12 =  0 0  

P21 — 3 , P22 — 2

Clearly, the relative orders with respect to  the m anipulated input vectors take the 

following values:

C o n f ig u ra t io n  1: rq =  1, r2 = 1

C o n f ig u ra t io n  2: rq =  2, r2 = 1

C o n f ig u ra t io n  3: rq =  1, r 2 =  1

Since 7q < for all z, k, all three configurations have very favorable regulatory
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characteristics from a s tructu ra l point of view. Configurations 1 and 3 have the best 

possible overall structu ral characteristics, since rq =  r 2 =  1 for both, while configu­

ration 2 has less favorable struc tu ra l characteristics since r x =  2.

We can now proceed evaluating the structural coupling in the  three configurations. 

The relative order matrices do not require any rearrangem ent and they imm ediately 

indicate the  m ost favorable in p u t/o u tp u t pairings for each configuration. A close 

inspection of the  off-diagonal elements indicates th a t configuration 2 has an unfavor­

able structural coupling, since the off-diagonal relative order in the first column of 

M r is smaller than  the diagonal. Com paring the s tructu ra l coupling in configurations 

2 and 3, it is clear th a t configuration 3 is the m ost favorable one, since it is charac­

terized by the weakest s truc tu ra l coupling. In the case of a multi-loop configuration, 

the most structurally  favorable in p u t/o u tp u t pairing would then be:

(F i/T i), (F4/T 6)

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



139

5.6 N otation

Roman Letters

C(x)  =  characteristic m atrix

M t = relative order m atrix

r; =  relative order of the  o u tpu t ?/; with respect to the

m anipulated input vector u 

T{j = relative order of the  o u tpu t y; with respect to the

m anipulated input Uj 

t =  time

Uj =  m anipulated input

x = vector of s ta te  variables

Hi = ou tpu t to be controlled

Greek Letters

PiK =  relative order of the ou tpu t y; with respect to the  d isturbance dK

Acronyms

C STR  =  continuous stirred tank  reactor 

MIMO =  m ultiple-input m ultiple-output
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CONCLUSIONS

In this thesis, a unified methodological framework was developed for the syn­

thesis of feedforward/feedback control systems for m ultivariable nonlinear processes. 

F irst, an original form ulation of the concept of relative order was introduced, in order 

to study the effect of disturbance inputs on process outputs. A num ber of a ttrac ­

tive properties of relative order were rigorously established: its generic calculation 

requires only structu ral inform ation for the process, it provides a m easure of sluggish­

ness of the respone, it quantifies the  intuitive notions of “direct effect” and “physical 

closeness” and it represents a structu ral analog of apparent dead tim e. Then, a 

general feedforward/feedback control problem was form ulated for m ultivariable non­

linear processes. The key step in the solution of this problem  was the synthesis of 

explicit feedforw ard/state feedback control laws th a t completely elim inate the effect 

of m easurable disturbances on the process outputs and induce a well characterized 

linear in p u t/o u tp u t behavior. A general feedforward/feedback control s tructu re  was 

developed, which incorporates a linear m ultivariable controller with integral action 

to account for model uncertainty and unm easured disturbances. Closed-loop s ta ­

bility, performance and degree of coupling were associated with appropriate choice 

of a num ber of adjustable param eters. The proposed m ethodology was applied to
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composition control in a  cascade of chemical reactors in series and num ber average 

m olecular weight and tem perature  control in a continuous polymerization reactor. 

Simulation studies verified the theoretical results and illustrated  the superiority of 

the  proposed m ethod over existing linear and nonlinear techniques. M otivated by 

the fundam ental properties of relative orders and the  controller synthesis results, the 

problem  of selection of control configurations was also addressed. General guidelines 

were developed for the evaluation and hierarchization of alternative control config­

urations a t the prelim inary stages of the design procedure, on the basis of their 

structu ral characteristics.

T he results of the  thesis illustrated the power of differential geometric m ethods in 

addressing typical control problems for nonlinear systems. T he state-space approach 

was advocated throughout the thesis (as opposed to  the  in p u t/o u tp u t approach), be­

cause of the  explicitness of the results and the transparent insight obtained from an 

analysis point of view. A ppropriate combination of s ta te  observers and sta te  feedback 

controllers appears to  provide effective ways for dealing w ith the issue of unavailable 

s ta te  m easurem ents (Daoutidis and Kravaris, 1991c, Daoutidis et al., 1990). The 

methodological framework introduced in the thesis can be generalized to m ore gen­

eral forms of nonlinear systems in a straightforw ard fashion. Future research in this 

direction m ust also address the development of adaptive control schemes th a t deal 

effectively with param etric uncertainty and unm easured disturbances. O ther chal­

lenging problems include the development of ISE-optim al compensators for MIMO 

nonlinear systems with tim e delays or unstable inverses, as well as the develop­

m ent of design m ethods th a t take system atically into account modeling errors and 

constraints in the  process variables. Regarding the problem of selection of control 

configurations, fu ture  research m ust focus on sta tic  and dynamic lim itations in the
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control quality  posed by different control configurations, as well as issues of feasibility 

of control configurations. Coupled with the theoretical investigations, issues related 

to the  im plem entation of the control m ethods are also of obvious im portance. These 

include the study of discretization and sampling effects, the  development of software 

packages within a symbolic com putation environm ent, and finally the  experim ental 

application of the m ethods.
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A P P E N D IX  A  

DIFFERENTIAL GEOMETRIC NOTATION

Let f ( x )  denote a sm ooth vector field on IRn and h(x)  a sm ooth scalar field on 

IRn. Then, the Lie derivative of h(x)  with respect to f ( x )  is defined as:

L f h ( x )  =  J 2  (A J )
1= 1  u x ‘

where f i ( x )  denotes the  /-th row of f ( x ) .

Higher order Lie derivatives can be defined inductively, as follows:

(A .2)
L°jh(x) — h(x)

L)h{x )  =  L s L ) - l h{x),  k =  1 ,2 , - • -

Let g(x)  denote a  different sm ooth vector field on IRn . Then, mixed Lie derivatives 

of the form:

L gL kj h ( x )

can also be defined in an obvious way.

The Lie derivative operator is a linear first-order partial differential operator 

defined by:

=  (A -3) 
1=1 UXI
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For hi,h,2 , smooth scalar fields and f , g , sm ooth vector fields, the  following properties 

of the Lie derivative operator hold:

L j (h i  +  h2) — Lfh-i +  L j h 2

Lf+g =  L j  + L g

-cfII

LgLj + LfLg
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A P P E N D IX  B 

PROOFS OF CHAPTER II

B .l  P ro o f o f Theorem  2.1

Only the p a rt of the theorem  concerning the relative order r,_, will be proved. The 

same argum ents will hold for pik . The procedure follows closely the one by Kasinski 

and Levine, 1984.

For the purpose of the  proof, define v,j as the smallest integer such th a t there exist 

integers fcj, k 2, • ■ •, kVt] 6 {1, • • •, n]  for which:

(B-I)

The proof of the  theorem  will then go through the following steps:

S te p  1: It will be shown th a t V{j =  1^ — 1.

S te p  2: It will be shown th a t <  r;j.

S te p  3: It will be shown th a t generically i/,-j =  i\j.

S te p  1: — iij — 1

From the  definition of /y,j, we have th a t :

, , d f k . (x)  d f kl{:r) dhi(.r)

( a 2 )"'3

R eproduced with perm ission of the copyright owner. Further reproduction prohibited without perm ission.



147

Consequently, according to  the definition of the graph, the sequence { u j , x kl/̂ , ■ ■ ■, x kl, y,) 

corresponds to  a  directed path  connecting uj  and y,, of length ( +  1). By its 

definition, is the  length of the  shortest pa th  connecting Uj and y,-. Therefore,

U’.j <  { v i j  +  ! )■

Suppose now th a t is strictly  less than  +  1). Then, by the definition of the 

graph and £,j, there  exist integers k i , k 2-, • • •, ^ - 1  6  {1, ■ • • > ™}i such that:

, ^df k (x) d f ki{ x ) dhi { x )

‘ ' " S T ' & T  * 0 ( a 3 )

with £{j — 1 <  Uij. B ut this leads to  contradiction, since is by its definition the 

smallest integer for which such a sequence of integeres exists. Consequently, the 

strict inequality does not hold and £{j =  (vij +  1).

Step 2: < r,-j

In order to  proceed w ith the proof, some auxiliary notation is needed. In particular,

we define the subsets T- and T- of {1, ■ • • , n } ,  with j  >  1, by induction, as follows:

T- =  {fci G {1,- • • , n} : ~q ~ ~  ^  0} =  f •

H  =  {^j £  {1, - * ■, 77.} : B k j - i  E F p 1, • • •, £ f  • :

d f k , . A x ) d f ki ( x ) dhi { x )  ) -j,, B̂-4̂
d x kj d x h  d x ki J

f i  =  r ^ u f f 1

Also, the  following analytic functions are defined:

d f k, _Ax ) d f kl{ x ) dhi ( x )
ir;(fc = --------------- ~--------~------- (B.5)

d x k] o x k2 a x ki

The dependence of 7r,- on x  is suppressed mainly for notational convenience. Taking 

into account the previous definitions of the sets IT and T;, it can be deduced th a t 

■ ■ ■, kj) is a  function of the s ta te  variables x k}, w ith kj  £  T;. Finally, the 

following lem ma will be needed (for its proof he reader is referred to Kasinski and
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Levine, 1984): 

Lemma:

L ‘j h i =  J 2  + (B.6)
fcier;,-,k,er(

where $ ; ( r | -1 ) is a linear combination with analytic coefficients of all the  term s of

r , ,  , , , 9 , _ s _ 1 7r ; ( f c i ,  • • • , & , )  r  j ,  j
the form 7 r , a n d  — ------------ x--------- , lor every 5 <  / -  1 and every

d x • • • 5 x fcs+]

k i , w , ki-1 G f  (•

In the  above lem ma, the exact dependence on x  is also suppressed. W hile 7r,-(&i, • • •, ki) 

is a function of Xkn with ki G f - ,  it can also be deduced th a t is a function of Xkl+1, 

w ith ki+ 1 G f  j+1.

The relative order r,j is defined as the smallest integer for which T5jT / j 1 h{(x) ^  0. 

Applying the above lemma to the case of the  scalar field L rj 3 l hi(x),  the following 

expression is obtained:

L ^ h i i x )  = £  (B.7)
f c i e r ; , - i c r ^ -1

and

r - l  » d V i 1 1hi(x)
L , t L y  % ( x )  =  £  giK,t '  =  (B.8)

a /* ,. .
£  9 j k r , ^ i ( k u - - - , k rtJ) +  £  gjkrij w,-(fei, • • •, fcr|J -  i ) ■ Try ' —

fe16r},...,ferjJ€ r ^  ^
(B.9)

i dn i (k i , • • •, kTi _ i ) 3 $ r, _i
+  £  ---------5 T — — 1 ^ - 1 +  £  d^ ~ d 7 T ~  ( B -10)

In order for the  above expression not to be identically equal to zero, a t least one 

term  should be nonzero. If the first term  is nonzero, then at least one product 

9jkr 7r»(ki, • • • 5 kTi ) should be nonzero. Since, by definition, Vij is the smallest integer
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such th a t there exist integers for which this is true, we must have r/,j <  r,j. If the 

first term  is equal to zero, but the  second is nonzero, there m ust be a product 

7T;(fci,• • • , krij), w ith 6 which is nonzero. In this case, we

should also have z/,j <  r,j. Similar argum ents can be used for the  o ther term s, 

proving th a t < rij.

S te p  3: Generically, =  r i:

Given the  result of Step 2, suppose th a t Vij is strictly  less than r tJ. Then, the 

following system  of equations will hold:

LgJL l'j3~l hi(x) =  0

: (B .l 1)

Lg}L Tj 3~2hi{x) =  0

This is a  system  of (r,j — i/,j) non-trivial partial differential equations in f , g j , h i  and 

their partial derivatives. The set of solutions of the above system will be a closed 

subset w ith em pty interior of the  space of analytic vector-valued functions on IRn. 

Consequently, = r ,j generically, i.e., for alm ost all functions f , g j , h i .

B .2 P roof o f Theorem  2.2

Under the assum ptions of the  theorem , in a neighborhood of a:0 and for sufficiently 

small tim es, the  ou tpu t y,- of the system  assumes a unique Volterra series expansion 

of the form (Fliess, 1980):

yi (t) =  k?(t ) + [  + 1 1  fcl? ( < , T 2 , r 1 ) u j (T 2 ) « j ( T 1 ) < / r 2 </T1 +  • ■ ■
Jo Jo Jo

(B.12)
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where k f ( t , T j , '  •• ,Tj) are the Volterra kernels associated w ith the ou tpu t which

assume a Taylor series expansion of the form:

o° jj 1
k°( t)=  £ l ? M x o ) - n  (B.13)

j,=0 J1-

CO OO
*,'(<,T.) = E  E  (B-14)

j 2= 0 j i = 0  Jf1 v 2 ’

OO ° 0  0 °  / ' /  —  T , V 1 ^T o  —  T i V 2 T o 3

= E  E  E  o)i— (B.IS)
j3=0j2=0ji=0 J l  J 2  J3-

The first term  of the expansion, kf( t) ,  which corresponds to the part of the response 

th a t depends only on the initial conditions, will vanish a t the  given initial condition 

xo, since the ou tpu t is in deviation variable form. Then, we obtain in a stra ight­

forward way the following form for the response under a  unit-step change at the 

input:

Z/i(0 = [Lgjhi{xo)\t T \Lgj Ljh{{xo) T LjLgjhi(xo) 4- £̂ /ii(xo)]-̂ -

+ [LgjL 2jh i(xo ) +  L j L g]L j h i ( x 0) +  L 2L9]hi(x  o) -F 2L 2̂ Ljhi(xo)  (B.16)

t 3
+  2 L j L 2.hi(x o ) ] —  +  h.o.t.

One can then easily verify that:

o if r,-j =  l ,  yi(t) = Lgjhi(x0)t as t — > 0

t 2
•  if r{j = 2, yi(t)  =  Lg L f hi{x0)— as t — > 0

t3
e if r,j =  3, y,-(f) =  LgjL 2shi{x0)— as t — > 0

r - l  r̂,Jand, by induction, y,(f) =  /;,(x0)— j- as f — > 0.
r,j.
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B .3 P roo f o f Corollary 2.1

A simple proof of Corollary 2.1, independent of the  result of Theorem  2.2, goes 

as follows:

Consider the  transfer function between u and y, G(s)  = c ( s l  — A ) ~ l b and its expan­

sion in term s of the  Markov param eters (see e.g., K ailath , 1980):

. cb cAb cA2b
G{s)  = -----1 — H----- — -1-----  (B.17)

s s * s -5

T hen, calculating the response of the ou tpu t under a unit-step change a t the  input, 

the  following relation is obtained:

t 2 t3
y(t)  =  (cb)t + (cAb)— +  (cA2b)— +  h.o.t. (B.18)

and the result of Corollary 2.1 follows immediately.
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A P P E N D IX  C 

PROOFS OF CHAPTER III

C .l P roof of Theorem  3.1

Let p,  be the minimal relative order /?,• of the o u tpu t with respect to  the d istu r­

bances in class C. Also, define the following subclasses of class C:

C(1) — {dK E C : pK — p.]

C =  {dK G C : pK =  p,  +  1}
(C.l)

CC-p.) =  {dK £ C : p K = r - l }

Then, a direct calculation of the derivatives of the ou tpu t y up to  order r  yields the 

following expressions:
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V = h{x)

f  = l ‘ h { x ]

i ” - ' y

dp'y  
dtp• 

dp’+ly 
dtp' +1

= Lp/ - Xh{x)

=  Lp/ h ( x )  + Y  dK(t)Lw«Lpf- l h(x) 
d«ecv)

= Lp/ +1h(x) + Y  dK(t)LWKLp-h(x) 
rf«ed2)

+ E
dK€C(»

d K( t ) l WKL p/ h ( x )  +  -  ( d M L ^ L f - ' h i x j )

^  = LrJ~1h(x)+  Y  dK(t)LWKLTf' 2h(3
d«ec(T-p*)

d
+ E 

+ E
dK€CO> 

t f - P . - l

+

dK{t)LWrLrf 2h(x) +  -  (dK(t)LWKLrf 3h(x)) 

dK(i)LWi<LTf 2h(x) +  j t (dK(t)LWKL Tf- 3h(x)) + • ■

+

dry
dtr

= L)h(x)  +  u(t)LgL) 1h(x)+  Y  dK(t)LWKLTf l h{x)
d*&S

+ E
d„€C(r-P‘)

+ E
dKecw 
dT-»

dK(t)LWKLrf ' h ( x )  + -  (dK{t)LWkL tj~2h(x)j 

dK{t)Lw„Uf'h{x )  +  j-t (,dK(t)LWKL rf 2h(x)) + • • •

+ dt
~  (dK{t)LWKLp/ - l h(x))

(C.2)

r dky
U sing th e above expressions to form the sum  E ^ ' T T  an<  ̂ substituting u from

t=o dt
Eq.3.3, it is easily found, after som e algebraic m anipulations, that:

A  „ dky
k=o ai

which com pletes the proof.
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C.2 P roof o f  P roposition  3.2

The operation of calculating derivatives of the ou tpu t y is equivalent to  the  recur- 

sive application of the operator ( i ,  +  +  u ( t )L ,  +  f  )  to  * ( , ) .  More specif-

ically,

y  -  h{x)

^  =  ( L j - K l ( t ) L w + u{ t)L ,  + j ^ h ( x )

i (C.3)

^ , - 1  = ( l ] + d ( t )Lw + u ( t )Lg +  k(x)

^  =  ( i f  +  d ( i )Lw +  u[ t)Lg +  h(x)

Given the definition of the relative orders r  and p, the above expressions take the 

form:

y  =  h(x)

T t  =  Lsh(x)

+ < * ( ! ) £ » + x r ' t M

= A , + <((<)£„ + <■(()£, + 1 )  f i / + <((<)£» + £ r , * W

— ( l j  + d ( t )Lw 4- u[ t)Lg -1- — ^  +  d ( t )Lw -\- — ^ L* 1 /i(z)

^  =  ( l ,  +  <*(«)£„ +  «(<)£» +  f )  ” ( i /  +  <((()£» + i f ' *( *)

(C.4)

According to  the procedure of the proof of Theorem  3.1, it is clear the disturbance- 

free in p u t/o u tp u t behavior of Eq.3.4 can be induced by a feed fo rw ard /s ta tic  s ta te  

feedback law if and only if the m anipulated input u does not appear explicitly earlier
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th a t in the  r - th  order derivative of the  ou tpu t. Imposing this condition on the 

expressions of the  derivatives of y  of order p +  l through r  — 1, the  following equations 

are easily obtained:

L g ^ L f  + d{t )Lw + ^ j  - L ^ L O f ' h i x ) ^  0, e =  (C.5)

It is also straightforw ard to show by induction th a t the  following operator identity 

holds:

( l ,  +  d(t)Lw +  |  J  -  L) = (d(t)L„  +  I )  ( l ,  +  d(t)Lw + '

( 0 .6)

Combined with the definitions of the functions (j>i(x,d) (Eq.3.15) and Eq.C.5, Eq.C.6 

directly leads to  the  conditions of Eq.3.14 for i  =  0 ,1 , • • •, r  — p — 2. Furtherm ore, 

whenever these conditions are satisfied, the expressions for the derivatives of the 

o u tpu t y  take the  form:

V =  h{x)

f t  =  L ‘h[x)

dP~l V r e - H t  \
=  L ‘ h{x)

^  =  L"t h(x)  + fo (x ,d ( t ) )
dp+1n / \  ̂ '

= L p}+1h{x) +  ^  ( x ,d ( t ) ,d { t )W )

=  L rf h{x)  +  <f>T_p ( x , d { t ) , d ( t ) ^ \ -  •• ,d { tYr~p))

+ u ( t ) L g { U f xh{x)  +  <f>r-P-x (* , , d ( t f r- p- " ) )

T hen, it can be easily shown th a t a control law of the form:
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tz =  \(3rL g ( L Tf 1h{x) + (j>r- p- 1

L  -  £  f c L ) h { x )  -  j ^ M k - P (*, d(t), d ( t f ) ,  ■ • •, d ( t f - r i )  1 (C.8)
(  fc=0 k=p  J

induces the in p u t/o u tp u t behavior of Eq.3.4, for all values of the  disturbance d(t).  

T he  control law of Eq.C.8 will be in the form of Eq.3.11 (and therefore, well defined 

for all x  G X ), if and only if:

( x , d ( t ) , d ( t f \ - - - , d ( t f - p- 1])  = 0  (C.9)

which establishes the condition of Eq.3.14 for £ = r — p — I. Under this additional 

condition, Eq.C.8 reduces to the  control law of Eq.3.16, which completes the proof.
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A P P E N D IX  D

PROOFS OF CHAPTER IV

D .l  P roof o f T heorem  4.1

Let pi =  • • • ,pip) and assume w ithout loss of generality th a t /?,■ <  r,- for

every i. Also, define the following subclasses of the classes C;:

C j 1} = {4  G Ci : p iK = p i }

C-2  ̂ = {4  G Ci • Pin = Pi + 1} ^

=  { 4 e C , : / ^  =  r , - l }
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Then, a  direct calculation of the  derivatives of each output j/,- up to order r, yields 

the  following expressions:

Vi = hi(x)

^  =  Ljh i ( x )

dPi 1Vi 
dtPi~l 
dp,Vi 
dtp■

dp,+1yj
dtp'+1

= L p' - l h{(x)

= L p' h i ( x ) +  £  dK( t)LWK L Pj ~ l hi(x)

= L p/ +lh{(x) + £  dK( t )LWKL f h , ( x )
d«ec.m

+ E
d«£C\( l )

dK( i)LWKL p/ h i ( x )  +  — (dK( t)LWKL pf  1hi( a:))

dT' l yi
dV

=  L rJ - ' h i ( x ) +  E  dK(t)L„KL Tf - 2hi(x)

dT'Vi
dtT<

d ^ : ' ^

+ E 

+ E

dK(t )LWiiL rf  2hi(x)  +  — (dK{t)LWKL rf  3/q(x)) +

d«ec ( i )

dK( t)LWKL r/ - 2h,(x)  +  -  (dK( t)LvlKL rf - 3hi(xj)  +

+ {dM)LwKLPf hi(x)j

= L r/ h i(x) + Y iu1(t)LgjL r/ ~ 1hi( x ) +  X  d M L ^ L J - ' h i i x )

+ E
d«ec\Ti- pi)

dK{t)LWKL Tj  1 hi(x)  -F —  (dK( t)LWKL j  2hi(x) j +

+ E
dKeci.1)

dK{ t ) L ^ L ) ' ~ ' h t{x) +  -  +  ■ ■ ■

^rliTi-p, (dK{t )LWKL Pj  hi(x)'j

(D.2)

Substitu ting  the above expressions and Eq.4.3 to the left-hand-side of Eq.4.4, it is 

straightforw ard to show th a t the  right-hand-side of Eq.4.4 becomes equal to v, which
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completes the  proof.

D .2 P roof o f P roposition  4.2

The condition of Eq.4.20 is equivalent to:

<  dh i (x ) ,w K(x)  >  = 0

<  d L j h i ( x ) , w K(x) > — 0
(D.3)

<  d L Tj  1h i ( x ) , w K(x) > =  0 

for every i, k and x  £ X .  Using the Lie derivative notation, the  above relations are 

equivalent to:

LwJii(x) =  0

L WKLr h i ( x )  — 0
(D.4)

L WkL Tj  1hi(x) =  0 

for every i, k and x  G X ,  which directly leads to the condition of Eq.4.21.

D .3 P ro o f o f P roposition  4.3

T he condition of Eq.4.22 is equivalent to the existence, for each k , of scalar 

functions a Kj ( x ) ,  j  =  1, • • ■ , m  and a  vector function (f>K( x ) such th a t :

m
M * )  =  & »y(a:)0 j(aO  +  <f>K{x ) (D-5)

3= 1

where

=  0

L^,KLjh i{x)  =  0 (d

L ^ L Tr lhi{x) = 0
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for every i and every x  £  X .

Then, the  following relation can be easily shown to hold for all k:

m

L WKL)hi{x)  =  £ a Kj( x ) I 5jL*/it(x) +  L ^ L ) h i { x )  ; k = 0 ,1 ,• • • (D.7)
i=i

which, given Eq.D.6, becomes:

m
L WKL hjh i(x )  = ’Y^ocKj{x)LgJL kj h i{x) ; fc =  0,1, • • ■ ,r ,- -  1 (D.8)

i=i

The condition of Eq.4.23 follows directly then, given the definitions of relative orders.
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A P P E N D IX  E 

PROOFS OF CHAPTER V

E .l  P roof o f Theorem  5.1

A constructive proof of Theorem  5.1 through Hirschorn’s inversion algorithm  is 

possible, bu t will not be given here because of the  rather com plicated procedure and 

the technicalities involved. Instead, Theorem  5.1 will be proved by simply verifying 

th a t the  system  of Eq.5.2 indeed acts as a  inverse to the  original system.

In particular, calculating expressions for the derivatives of the ou tpu ts y, of the 

system  of Eq.5.2, we get:

= L y h , ( x )  + L ,L ' } - 'h , ( x )u  

: ( e . i )

Since the characteristic m atrix  is nonsingular, the above set of equations can be 

solved for u to obtain:

\

(E.2)

/

=  C{x) - l

dTlVi
dtT'

drmVm
(Hrm

L 7 h  i(:r)

L Tr h m{x)
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subject to the  dynamics:

\

(E.3)

/

B u t the u calculated above is exactly equal to the  ou tpu t of the dynam ic system 

described by Eq.5.2 (just substitu te  x  for £). Therefore, by definition of the inverse, 

Eq.5.2 is a realization of the inverse of the original system.

E.2 P roof o f Theorem  5.2

First, we prove the “only if p a rt” of the theorem . Suppose th a t given th a t

the structu ral m atrix equivalent to C ( x ) has generic rank equal to m , the output

rearrangem ent is not possible. This implies th a t  there is at le*st one input Uj. for

which one of the following two is true:

1. There is no ou tpu t y,- with the minimum relative order a t the j* -th  column of 

the  relative order m atrix  M r, i.e., there is no ou tpu t ?/,■ such th a t r,- =  r;j..

2. There are two or more outputs, e.g. and yt-2, whose minimum relative order 

appears at the j ’-th  column of the relative order m atrix  A/r and nowhere else,

i.e., r.-, =  r,-2 =  r;2j-. and r id >  rh j ., r,2j > r,2j. for j  ^

In the first case, we would have:

L gj. L rf - 1h i( x ) = Q  (E.4)

for every i, and therefore the j '- t h  column of the characteristic m atrix (and its 

s truc tu ra l equivalent) would be zero.

In the second case, we would have:

£  o , L gj. L Tp ~ l h l2{x) ■£ 0 (E.5)

i  =  f { x )  + g(x)C{x) - l

dTly i 
dtTi

dTmym

L Tf  hi{x)

L Tr h m{x)
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and

L g ^ r ' h i A x )  =  0 , L ^ - ' h i A x )  =  0 (E .6 )

for every j  7  ̂ j m. B ut then, the corresponding to the ou tputs and yi2 rows of the 

characteristic m atrix  would have only one non-zero element, a t the sam e position 

(the j* -th ).

In bo th  cases, a rank deficiency would result, contrary to our assum ption. Therefore, 

by contradiction, the  suggested ou tpu t rearrangem ent is always possible.

Now, we prove the  “if p a rt” of the theorem . Suppose th a t the suggested output 

rearrangem ent is possible, bu t the  struc tu ra l m atrix  equivalent to C( x )  has rank 

deficiency. This implies either one of the following two for this m atrix:

1. At least one row or column has zeros in all positions.

2. There are k  (k >  2) columns or rows th a t cause the rank deficiency in a 

non-trivial way.

In the  first case, we would have the  case where all relative orders in a row or column 

are equal to infinity. In the second case, in order for rank deficiency to exist, we m ust 

have at least m  — (k — 1) zeros a t the same positions in all k columns or rows. This 

leaves (k — 1 ) or less nonzero elements a t the same (k — 1 ) positions of all k  rows or 

columns. However, because of the  rearrangem ent, there should k  nonzero elements 

in the diagonal positions of these k  rows or columns, i.e., in k  distinct positions. In 

both  cases, the contradiction is clear, and the theorem  is proved.
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