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ABSTRACT

The Milky Way’s circumgalactic medium (CGM) contains ~ 10° K gas that is
volume-filling on 210 kpc scales based on X-ray emission from the ROSAT All-Sky
Survey, detections of O vil K« absorption lines at z ~ 0 in AGN spectra, ubiquitous
detections of O vil — O VIII emission lines in ~1000 blank-sky spectra, and the dis-
covery of the ~10 kpc outflow from the Galactic center known as the Fermi bubbles.
Analyses on the line strengths in small sight line samples (<20) imply plasma densi-
ties between 107°-1072 cm ™3, but the dominant hot gas structure is debated in the
literature. This is a crucial uncertainty since different galaxy formation mechanisms
predict a wide range of hot gas morphologies and masses, and the Fermi bubbles
are recently discovered objects that are interacting with the ambient CGM. In this
dissertation, I constrain the global hot gas density structure by comparing predic-
tions from parametric density models with all-sky samples of O vil and O viiI line
strength measurements from current X-ray telescopes. I find that a spherical pro-

3/2 extending to the Milky Way’s virial radius reproduces how the

file with n oc r~
absorption and emission line strengths vary across the sky. This extended structure
accounts for 290% of the observed absorption and emission, while a disk-like mor-
phology contributes at most ~10%. These results imply a hot gas mass between
2-5x 101 M, within 250 kpc (<50% of the Galactic missing baryons), a hot gas
metallicity of Z > 0.3Z,, and that most of the hot gas formed from an accretion
shock during the Milky Way’s formation. I also model the absorption line shapes

and centroids to explore hot gas kinematic diagnostics. The observed absorption line

centroids indicate that the hot gas has bulk rotation motion similar to the disk with

xiil



a rotation curve of v, = 183 £ 41 km s™'. For the Fermi bubbles, a volume-filled
bubble and shell model with a characteristic density of ~107% cm =2 and temperature
between log(7T") ~ 6.60-6.70 is consistent with the observed line intensities and ratios.
These results imply a bubble expansion rate, age, and energy injection rate of 490™23°
km s, 4.37%% Myr, and 2.3755 x 10* erg s~!, which are consistent with the bubbles
forming due to a Sgr A* accretion event. This analysis uses the most comprehensive

observation samples and modeling techniques to reveal how and when > 10% K gas

formed in the Milky Way.
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CHAPTER I

Introduction

1.1 Hot Gas in Galaxies

A fundamental prediction of disk galaxy formation is the existence of a hot
(million-degree) galactic corona that is volume-filling, extends at least 5 kpc from
the disk, and is near hydrostatic equilibrium (Spitzer, 1956). Such a corona forms if
the cooling time is longer than the dynamical time and if the gas is in rough pressure
equilibrium with other phases of the interstellar medium (ISM) near the disk. This is
possible for gas temperatures > 3 x 10° K, and corresponding densities < 1073 ¢cm ™3
(Sutherland & Dopita, 1993; Gnat & Sternberg, 2007).

There are several plausible mechanisms that can heat gas to these temperatures in
L 2 L* galaxies (Schechter, 1976), including an accretion shock as gas falls on to the
dark matter potential well, and supernova-driven outflows closer to the disk. These
mechanisms operate on radically different spatial scales: an accretion shock would
occur near the galactic virial radius (/250 kpc for the Milky Way) while supernova
heating dominates within ~10 kpc of the disk. As a result, the predicted hot gas
structure and mass depend on the relative importance and interplay between these

processes. Thus, the ~ 10° K gas structure in L ~ L* galaxies like the Milky Way is

a unique probe of galaxy formation.



1.1.1 Hydrostatic Equilibrium

Hydrostatic equilibrium occurs when pressure gradients balance the total gravi-

tational potential well. This is represented by the following equation:

VP = —pVo, (1.1)

where ® is the total gravitational potential, p is the density, and P is the pres-
sure. For gas in galaxies, the pressure can include thermal, non-thermal (cosmic rays,
magnetic fields, etc.), or rotational support, and the gravitational potential includes
baryons and dark matter. In the case where thermal pressure dominates and the gas

is isothermal (as in a galactic corona), the hydrostatic equilibrium equation is:

kT

Ky

VP =

Vp=c3Vp=—pVo, (1.2)

where T is the gas temperature, um, is the average weight per particle, and ¢ =
kT /wm,, is approximately the sound speed. This equation can be solved to predict the
hot gas density profile, which differs depending on the hot gas origins and proximity
to the stellar disk.

If the hot gas is mostly within ~ 5 kpc of the disk, then the stars and H1 gas
in the disk dominate the gravitational potential. The gravitational acceleration due
to baryons in the disk is approximately constant if the height off the Galactic plane
(|z]) is small compared to the disk scale length. For example, the Milky Way’s radial
scale length is between 2-3 kpc (e.g., Gould et al., 1996; Klypin et al., 2002; Bovy
& Rix, 2013), and the measured gravitational acceleration perpendicular to the disk
has a characteristic value of g, ~ 107® c¢cm s72 perpendicular to the disk (e.g., Oort,

1932). Substituting —g, for —V® produces the following solution to Equation 1.2:

p(z) oc e FI/H, (1.3)



where H = ¢2/g. is the scale height of the gas. Characteristic temperatures and
gravitational accelerations for galaxies like the Milky Way predict H to be between
2-10 kpc. This is a much thicker distribution compared to the stars, neutral ISM,
and warm ionized ISM in typical disk galaxies, and exceeds the disk length (e.g.,
Tillmann et al., 2006; Li & Wang, 2013a). Thus, hydrostatic equilibrium predicts
departures from this distribution if the gas extends beyond |z| 2 5 kpc.

If instead the gas extends =5 kpc from the disk, then the dark matter halo domi-
nates the gravitational potential. The dark matter density profile is assumed to be a
spherically symmetric power law at large galactocentric radii (r). Using the circular
rotation velocity of the galaxy disk (v.) as an approximation for the gravitational
potential gradient yields —V® = GM(< r)/r* = v?/r. This leads to the following

solution to Equation 1.2:

p(r) oc r=(e/em)* o e (1.4)

which is a power law with a slope defined as o = (v./cr)?. In principle, the slope can
be a range of values depending on the dark matter profile, but a power law density

profile is predicted if dark matter dominates the gravitational potential.

1.1.2 Formation Mechanisms

The modern picture of galaxy formation (e.g., White & Rees, 1978; White &
Frenk, 1991) suggests that a galactic corona forms in massive galaxies (L 2 L*) at an
accretion shock during the early stages of galaxy formation (Cen & Ostriker, 2006;
Fukugita & Peebles, 2006; Faerman et al., 2016). As baryons from the intergalactic
medium accrete onto a dark matter halo, a shock front heats the gas to the virial
temperature. The virial temperature relates to the galactic circular velocity, v,, as
T, = 3.6 x 10° K (v./100 km s71)? (Mo et al., 2010), so galaxies more massive than

the Milky Way have virial temperatures > 2 x 10 K. At these temperatures, this hot



circumgalactic medium (CGM) is volume-filling to the galaxy’s virial radius (/250
kpc for the Milky Way) and has a density profile described approximately by a power
law (Equation 1.4).

If such hot halos are ubiquitous around L ~ L* galaxies, then understanding their
properties is critical to understanding galaxy formation. The theory above suggests
hot halos should form around typical galaxies like the Milky Way (L ~ L*), but direct
detections only exist around more massive edge-on galaxies due to their low surface
brightness (Anderson & Bregman, 2011; Dai et al., 2012; Bogdén et al., 2013b,a;
Anderson et al., 2016). This is a crucial limitation because it is unclear when, and at
what halo mass these hot halos begin to form.

Hot halos also have a significant impact on how the rest of the galaxy evolves.
The inner regions of these extended halos are dense enough to cool within a Hubble
time, and can supply the disk with low metallicity (Z < 0.5Z) star-forming material.
This process is known as hot-mode accretion, and can be the primary mechanism for
how massive galaxies form their stars (e.g., Keres et al., 2009). This also implies
that a significant fraction of the remaining baryons remain hot and extended to the
virial radius. This is important because most galaxies appear to be baryon depleted
relative to the cosmological baryon fraction (€2,/€,,, = 0.171 £ 0.006; Dunkley et al.,
2009), but hot gas masses are often not included in these estimates. If hot halos do
exist around L 2 L* galaxies, then they could contain most of these missing baryons.
Finally, hot halos could alter the evolution of anything else within the virial radius,
such as stripping H1 gas in dwarf galaxies (Blitz & Robishaw, 2000; Greevich &
Putman, 2009; Gatto et al., 2013) and confining high velocity clouds in the Galaxy
(e.g., Wakker & van Woerden, 1997). These considerations highlight the importance
of hot gas halos, which are a recent prediction for galactic corona structure.

An alternative picture of galactic corona formation suggests that supernova activ-

ity in disk galaxies can create a hot gas atmosphere. Supernova explosions in normal



disk galaxies regulate the pressure structure and dynamics of the multiphase ISM
(Cox & Smith, 1974; McKee & Ostriker, 1977). Each supernova remnant produces
a shock front capable of heating the surrounding ISM to temperatures > 10 K. In-
dividual bubbles expand to sizes of a few hundred parsecs, but these bubbles can
merge to form “tunnel” or “chimney” structures that break through the H1 disk in
a pressure-driven outflow (Shapiro & Field, 1976; Norman & Ikeuchi, 1989; Joung &
Mac Low, 2006; Hill et al., 2012). This would produce a galactic-scale hot gas atmo-
sphere confined within ~10 kpc of the disk described approximately by Equation 1.3
(e.g., Bregman, 1980).

The properties of this supernova-driven distribution offer unique insights on the
interaction between galactic disks and halos. This “galactic fountain” mechanism
would launch enriched material (Z =~ Z) from the disk into the halo, where it would
interact with the surrounding halo material and fall back onto the disk. This could
explain features such as high velocity clouds in the Milky Way (e.g., Wakker & van
Woerden, 1997) or the significant amount of dust in galactic halos (Ménard et al.,
2010; Hodges-Kluck & Bregman, 2014). Additional X-ray observations of edge-on disk
galaxies reveal hot coronae structures whose luminosity correlates with star formation
rate (SFR) and corresponding supernovae mechanical energy input rate, indicating
that supernovae indeed inject hot gas into the halo (Tillmann et al., 2006; Li &
Wang, 2013a,b). However, the amount of energy transport and metal mixing from
this disk-halo interaction is still uncertain for typical L ~ L* galaxies.

Extreme energetic events, such as an active galactic nucleus (AGN) or starburst
episode, can substantially alter the hot halo gas by injecting massive amounts of
energy on scales 210 kpc. These events operate through a combination of galactic-
scale winds (AGN or starburst) or collimated jets (AGN only) inflating hot, buoyant

1

cavities that expand at velocities 21000 km s™" into the surrounding halo (Veilleux

et al., 2005; McNamara & Nulsen, 2007; Yuan & Narayan, 2014). The characteristic



energetics imply that these outflows can be responsible for a variety of “feedback”
effects, including: shock-heating the ambient hot gas distribution, redistributing or
possibly ejecting material out of the galaxy, and quenching star formation in the disk.

The theoretical formation of accretion shocks, galactic fountains, and “feedback”
events indicates that understanding the hot gas structure in L ~ L* disk galaxies leads
to valuable insights on how galaxies form and what processes regulate their growth.
These features are fundamental predictions from galaxy formation simulations, but
the expected hot gas structure is sensitive to the input physics and amount of injected
feedback (Toft et al., 2002; Sommer-Larsen, 2006; Cen & Ostriker, 2006; Cen, 2012;
Feldmann et al., 2013; Marinacci et al., 2014; Nuza et al., 2014; Bogdan et al., 2015;
van de Voort et al., 2016). Most simulations agree that galaxies with halo masses
above > 10'? My should form massive hot halos and require some form of feedback
(either stellar or AGN) to produce observed stellar masses. The main discrepancies
exist for galaxies like the Milky Way, where it is unclear what drives the global
hot gas structure, how much hot gas mass should exist, and which is the dominant
feedback mechanism. These are important questions that can be answered by building

a complete picture for hot gas in galaxies like the Milky Way.

1.2 Observations Probing Hot Gas in the Milky Way

The Milky Way is a unique laboratory for analyses on ~ 10 K gas structure due
to our vantage point inside the Galaxy. The Sun’s proximity from the Galactic cen-
ter (Re = 8.5 kpc) implies observational signatures of a Galactic corona should vary
across the sky. The hot gas is likely in collisional ionization equilibrium since the cool-
ing time is ~10 times longer than the recombination time, and the resultant spectral
energy distribution peaks at kT ~ 0.2 keV (e.g., Foster et al., 2012). This implies
soft X-ray observations are the most direct hot gas diagnostics. Indeed, all-sky X-ray

and gamma-ray intensity maps combined with X-ray spectroscopic observations over



the past ~20 years have produced a wealth of information on the Milky Way’s hot
gas distribution. However, the perspective within the disk permits different interpre-
tations for these observations, and this leads to significantly different inferences for
the Milky Way’s hot gas structure. I discuss the most important observations below,

and summarize how different analyses lead to different conclusions.

1.2.1 X-ray Observations

The ROSAT All-Sky Survey provided the most complete observational evidence
for a Galactic-scale hot gas distribution, as it mapped the entire sky in soft X-rays
(Snowden et al., 1997). Figure 1.1 shows these maps in the three energy bands: 1/4
keV, 3/4 keV, and 1.5 keV. The anticorrelation between the 1/4 keV and 3/4 keV
bands is primarily due to neutral H1 absorption in the disk, where the X-ray pho-
toabsorption cross section from hydrogen and helium rapidly changes with energy
(Balucinska-Church & McCammon, 1992; Yan et al., 1998). The emission variation
between these two bands provided initial evidence that multiple plasma components
comprise the soft X-ray background (SXRB; Kuntz & Snowden, 2000). The emer-
gent picture is that a “local” emission source within ~300 pc of the Sun dominates
the 1/4 keV band emission and an “extended” emission source 2 5 kpc from the Sun
dominates the 3/4 keV band emission. The “local” emission includes contributions
from a supernova remnant surrounding the Sun known as the Local Bubble (LB) and
time-varying, non-thermal solar wind charge exchange reactions (SWCX; e.g., Kuntz
& Snowden, 2000; Welsh & Shelton, 2009; Galeazzi et al., 2014). The “extended”
plasma is difficult to interpret from the ROSAT maps, but the bandpass sensitivity
implies the plasma temperature is 7 ~ 2 x 10% K. The emission is systematically
stronger across the Galactic center compared to the Galatic pole or anticenter, indi-

cating the presence of a Galactic-scale hot gas distribution.
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Figure 1.1: ROSAT All-sky Survey maps of the diffuse X-ray background (Snowden
et al., 1997). From top to bottom, the maps include the 1/4 keV, 3/4
keV, and 1.5 keV bands. The 3/4 keV band map in the middle panel
likely probes a volume-filling plasma on =5 kpc scales.



More recent spectroscopic observations with Chandra, XMM-Newton, and Suzaku
built on these constraints by measuring oxygen absorption and emission line strengths
in individual sight lines. The expected lines for a T~ 2 x 10° K plasma are O VII at
E =0.56 keV (A = 21.60 A) and O viir at E = 0.65 keV (A = 19.0 A), and these are
observable with the CCDs or gratings on board current X-ray telescopes (Figure 1.2).
One detects O vil Ka absorption in grating spectra observations of bright AGNs or
X-ray binaries (Nicastro et al., 2002; Paerels & Kahn, 2003; Rasmussen et al., 2003;
Wang et al., 2005; Williams et al., 2005; Yao & Wang, 2005; Fang et al., 2006; Bregman
& Lloyd-Davies, 2007; Yao & Wang, 2007; Hagihara et al., 2010; Gupta et al., 2012;
Miller & Bregman, 2013; Fang & Jiang, 2014; Fang et al., 2015), while the emission
lines are seen in blank-sky fields observed at CCD resolution (McCammon et al.,
2002; Henley et al., 2010; Smith et al., 2007; Yoshino et al., 2009; Henley & Shelton,
2012).

These spectroscopic observations are an improvement over the ROSAT maps for
several reasons. Resolving the separate O vil and O VIII line strengths a crucial ad-
vancement since the line strengths are a better temperature diagnostic compared to
ROSAT bandpasses. The oxygen ion fractions and line emissivities peak at differ-
ent temperatures, so the line strength ratio is sensitive to the plasma temperature
between 10°-107 K (Figure 1.2). The O VvII absorption line detections also offer a
complementary observable to previous emission-based observations, which suffer from
photoabsorption in the disk. However, photoabsorption can be useful by conducting
shadowing experiments toward nearby molecular clouds that are optically thick in
X-rays. These observations measure the oxygen line emission for sight lines toward
and adjacent to molecular clouds with known distances and confirm multiple sources
contribute to the SXRB: one within ~300 pc of the Sun and one extending beyond
the Milky Way’s disk (Galeazzi et al., 2007; Smith et al., 2007; Henley & Shelton,
2015).
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Figure 1.2: Oxygen absorption and emission line spectra with ion fractions and line
emissivities. The absorption line spectrum toward Markarian 421 shows
the Ovil Ko transition at A =21.60 A (top left; Bregman & Lloyd-
Davies, 2007), while the blank-sky observation toward the molecular cloud
MBM 12 shows the O vil and O VIII emission lines at 0.57 keV and 0.65
keV respectively (top right; Smith et al., 2007). The emission line spec-
trum includes two observations with multiple spectral components: the
quiescent particle background is present in both observations (blue solid
line), an on-cloud observation of MBM 12 (green dashed line), and an
observation &~ 3° away from MBM 12 (red solid line). The bottom panels
show the oxygen ion fractions and volumetric line emissivities as func-
tions of temperature, indicating these transitions trace gas at ~ 10° K
(Sutherland & Dopita, 1993; Foster et al., 2012).
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The measured line strengths motivate studies on the hot gas structure, but varying
assumptions and small sample sizes produce significantly different interpretations for
the “extended” hot plasma structure. Prior studies typically adopt the following
methodology: the absorption line strength or emission line intensity is measured for
a small sample of sight lines (1-20), a parametric hot gas density model is defined,
and one finds the parameters that best reproduce the observed line strength(s). This
methodology is problematic because it is not possible to rule-out significantly different
models with a small number of sight lines. The observed line strengths in individual
sight lines are reproduced by either an exponential disk-like morphology with scale
height between 2-10 kpc and mass ~ 108 M, (Equation 1.3; Yao & Wang, 2007;
Yao et al., 2009b; Hagihara et al., 2010), or a spherical profile extending to ~ 7,
with mass between 10'°-10" M, (Equation 1.4; Bregman & Lloyd-Davies, 2007;
Gupta et al., 2012). These are the expected hot gas distributions to exist in the
Milky Way, but small sample sizes cannot determine which structure dominates the
observed absorption and emission.

The additional limiting factor is that most studies focus on either absorption or
emission line strengths with minimal overlap between the two observables. Several
analyses on =30 absorption line detections and <10 emission sight lines compare an
average column density (o< nR,) to an average emission measure (x n?R,) to infer
characteristic gas densities between 107*-107% cm™ and a size scale of R, 220 kpc
(Bregman & Lloyd-Davies, 2007; Gupta et al., 2012). Alternatively, SXRB spectral
fitting from =100 high-latitude sight lines confirms the extended plasma is nearly
isothermal at T' &~ 2 x 10® K (kT ~ 0.2 keV), but the measured emission measures
and oxygen line intensities vary on the sky by over an order of magnitude (Henley
& Shelton, 2012, 2013). These measurements were not included in the absorption
line-focused studies discussed above, yet the emission measure variation indicates an

average emission measure may oversimplify the true emission structure. Thus, there
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is not a consensus on whether any “extended” hot gas structure can reproduce both
types of observations because no attempts have been made to self-consistently model

the observed absorption and emission line signatures on the sky.

1.2.2 The Fermi Bubbles

The Fermi bubbles are two diffuse gamma-ray lobes extending to |b| ~ 50° (|z| ~
10 kpc for R, = 8.5 kpc) away from the Galactic plane (Figure 1.3; Su et al.,
2010). The gamma-rays have a flat intensity distribution on the sky, have an E—2
spectrum between 1-200 GeV, and coincide with diffuse microwave emission known
as the WMAP haze (Dobler & Finkbeiner, 2008; Dobler et al., 2010; Ackermann
et al., 2014). This suggests a scenario in which the bubbles are filled with cosmic rays
that radiate inverse Compton emission in gamma-rays and synchrotron emission in
microwaves, but the cosmic ray composition (leptonic electrons or hadronic protons)
is still uncertain. Regardless, the presence of non-thermal emission combined with
the bubbles’ size and symmetry above and below the Galactic plane implies they
formed from an energetic event in the Galactic center and are expanding into the
Milky Way’s ambient hot gas distribution.

Plausible bubble formation mechanisms include either an AGN event or a period of
intense nuclear star formation. Nuclear star formation can drive galactic-scale winds
with multiple type II supernova explosions, while black hole accretion events can
inflate a hot cavity with thermal and non-thermal particles through a combination
of winds or jets (e.g., Leitherer et al., 1999; Veilleux et al., 2005; McNamara &
Nulsen, 2007; Yuan & Narayan, 2014). These are important events in the Milky Way’s
evolution, since their feedback effects on the rest of the Galaxy can be substantial
(i.e., quenching star formation, heating the surrounding medium, displacing mass,
etc.). The bubbles are an exciting laboratory for studying these feedback effects

due to their size and location in the Galaxy. However, the bubbles’ origins are still

12



keVem? s sr!

keV cm? s sr'

Fermi 1 < E <5 GeV Fermi 1 <E <5 GeV
T T

IS 'S wo A8y

-80!| 05

90 0 -80 -180 180 80 0 -80 -180

IS s wo A9y

-180 180

Figure 1.3: Foreground- and background-subtracted gamma-ray maps revealing the

Fermi bubbles as diffuse gamma-ray lobes near the Galactic center (Su
et al., 2010). The top panels show 1-5 GeV emission and the bottom
panels show 5-50 GeV emission. The right panels outline several residual
features, including the Fermi bubbles (green dashed lines), an arc feature
seen in the northern hemisphere (blue dashed lines), the Loop I feature
identified in radio emission (red dotted line; Haslam et al., 1982), and
a spherical donut-like feature in the southern hemisphere (purple dashed
lines).
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uncertain since different bubble origin models with a wide range of energy injection
rates and timescales can reproduce the bubbles’ non-thermal properties. For example,
magnetohydrodynamic (MHD) simulations of starburst- and AGN-driven outflows
can reproduce the bubbles’ non-thermal emission and morphology, with characteristic

1 and ages between 0.3

mechanical energy injection rates between 103°-10% erg s~
Myr to 20.1 Gyr (Zubovas et al., 2011; Crocker, 2012; Zubovas & Nayakshin, 2012;
Guo & Mathews, 2012; Guo et al., 2012; Yang et al., 2012, 2013; Crocker et al.,
2014; Mou et al., 2014; Crocker et al., 2015; Mou et al., 2015; Sarkar et al., 2015).
These unconstrained values complicate our interpretation of the bubbles as a source
of feedback.

Measuring the bubbles’ thermal gas structure and expansion speed into the sur-
rounding medium constrains their age and energy content, since these properties
directly relate to the bubbles’ energy/pressure budget and kinematics. Simulations
predict bubble expansion velocities greater than the ambient sound speed (/220 km
s for T &~ 2 x 10% K), and a characteristic thermal gas morphology consisting of
volume-filled and shell components. The former includes a combination of shock-
heated wind material along with any entrained material in the outflow, while the
latter includes shocked ambient hot gas halo material as the bubbles expand. This
implies the gas temperature inside the bubbles and at the bubble-halo interface de-
pend on the bubbles’ expansion rate and energetics. Qualitatively, the ROSAT 1.5
keV map suggests this interaction exists as the bubbles appear to be bounded by en-
hanced X-ray emission (Bland-Hawthorn & Cohen, 2003; Su et al., 2010). Subsequent
SXRB spectral fitting studies have attempted to improve these constraints from mea-
surements near the bubbles’ edges (Kataoka et al., 2013, 2015; Tahara et al., 2015).
These studies measure systematically hotter plasma temperatures near the bubble
edges compared to the surrounding medium (k7=0.3 keV compared to kT=0.2 keV),

and infer a bubble expansion rate of ~300 km s~!. However, they do not account for
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emission from the surrounding hot gas structure, and this leads to an underestimated
bubble temperature and expansion velocity. Thus, soft X-rays constrain the bub-
bles’ thermal gas structure and kinematics, but current results are based on incorrect

assumptions.

1.3 Dissertation Overview

The goal of this dissertation is to constrain the Milky Way’s hot gas structure using
the most comprehensive samples of oxygen absorption and emission line strengths
currently available. These line measurements are often byproducts of other science
programs, so these samples primarily consist of archival data. The absorption lines
are typically seen in high signal-to-noise grating spectra of bright AGN or X-ray
binaries, and the number of detections has increased with growing exposure times
for these objects. The emission lines are present in any CCD-resolution spectral
observation, but most of these observations include point sources in the field of view
that emit below 1 keV. True diffuse SXRB emission line detections require the spectral
extraction regions exclude these point sources, and this is possible for a large number
of archival observations. These different detection methods result in significantly
different sample sizes for each observation. At the time of this work, the largest all-
sky samples consist of ~40 O vil K« absorption line detections (Bregman & Lloyd-
Davies, 2007; Fang et al., 2015) and 1003 O vir and O vIiI emission line detections
with minimal SWCX emission (Henley & Shelton, 2012). These datasets are the
primary observational diagnostics in this work.

The modeling methodology follows previous studies designed to constrain the
Milky Way’s hot gas structure, but the model constraints are a significant improve-
ment over previous works due to several advancements. I model all-sky samples of
oxygen absorption and emission lines in a self-consistent way. This is an improved ap-

proach because the characteristic model types (exponential disk or extended, spherical

15



halo) predict unique line strength variations on the sky. All-sky line strength samples
are much more powerful diagnostics than individual sight lines since they encode this
variation to distinguish between models. I also make the same parametric model
assumptions (density, temperature, metallicity, etc.) when modeling absorption or
emission line strengths, implying that the inferences gleaned from the absorption and
emission lines are comparable. Finally, the models account for absorption or emission
from all known sources (Local Bubble, extended hot gas distribution, Fermi bubbles),
resulting in robust constraints on the global hot gas structure.

The results presented throughout this work address several topics related to the

Milky Way’s hot gas structure and formation. These include:

1. Does one hot gas model distribution reproduce the oxygen absorption and emis-

sion line measurements?

2. Is the Milky Way’s global hot gas distribution a disk-like morphology contained

within <5 kpc of the disk or a spherical morphology extending to ~ r,;.?

3. How much hot gas mass exists in the Milky Way, and does it account for the

Milky Way’s missing baryons?

4. Are there velocity flows in the Milky Way’s hot gas distribution, and what are

the observable signatures with current and future X-ray telescopes?
5. What is the Fermi bubbles’ thermal gas density and temperature structure?

6. What is the Fermi bubbles’ expansion rate, age, and energy injection rate based

on the temperature structure?

7. Did the Fermi bubbles form from an AGN or starburst event?

I answer these questions using all-sky observation samples and consistent modeling
techniques, which makes this dissertation the most comprehensive analysis on hot gas

in the Milky Way.
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The rest of the dissertation is outlined as follows. Chapter II includes a modeling
analysis of 29 O viI K« absorption line strengths. Chapter III is a similar analysis to
Chapter II, except the data include 649 O vir and O VIII emission line measurements.
Chapter IV and Chapter V are complementary analyses on hot gas velocity struc-
ture and their observable signatures in absorption line measurements. Chapter VI
includes an emission line modeling analysis focused on the Fermi bubbles. Finally,
Chapter VII summarizes these results as an updated picture for the Milky Way’s hot

gas distribution.
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CHAPTER II

The Structure of the Milky Way’s Hot Gas Halo

2.1 Preface

This chapter is adapted from work of the same title appearing in the Astrophysical
Journal, Volume 770, 118 (Miller & Bregman, 2013), and is coauthored by Joel N.
Bregman. My contributions include all of the modeling and analysis, while Joel N.

Bregman contributed the absorption line measurements.

2.2 Abstract

The Milky Way’s million degree gaseous halo contains a considerable amount of
mass that, depending on its structural properties, can be a significant mass compo-
nent. In order to analyze the structure of the Galactic halo, we use XMM-Newton
Reflection Grating Spectrometer archival data and measure O viI Ka absorption line
strengths toward 26 active galactic nuclei, LMC X-3, and two Galactic sources (4U
1820-30 and X1735-444). We assume a [$-model as the underlying gas density profile
and find best-fit parameters of n, = 0.46 0ot cm™3, r, = 0.35 *0% kpc, and 3 =
0.71 1913, These parameters result in halo masses ranging between M (18 kpc) =
7.5 9% x 10% Mg and M (200 kpc) = 3.8 152 x 10 M, assuming a gas metallic-

ity of Z = 0.3 Z, which are consistent with current theoretical and observational
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work. The maximum baryon fraction from our halo model of f, = 0.07 T003 is signif-

icantly smaller than the universal value of f, = 0.171, implying the mass contained
in the Galactic halo accounts for 10%-50% of the missing baryons in the Milky Way.
We also discuss our model in the context of several Milky Way observables, includ-
ing ram pressure stripping in dwarf spheroidal galaxies, the observed X-ray emission
measure in the 0.5-2.0 keV band, the Milky Way’s star formation rate, spatial and
thermal properties of cooler gas (~ 10° K), and the observed Fermi bubbles toward
the Galactic center. Although the metallicity of the halo gas is a large uncertainty in
our analysis, we place a lower limit on the halo gas between the Sun and the Large
Magellanic Cloud (LMC). We find that Z 2 0.2 Z; based on the pulsar dispersion

measure toward the LMC.

2.3 Introduction

The detection of hot gas at zero redshift by Chandra, XMM-Newton, and FUSE
implies there exists a reservoir of gas that potentially contains a significant amount
of baryonic mass in the Milky Way. However, there have only been detections of
this hot Galactic halo with little detailed analysis of its structural properties using
multiple sight lines until this point. If the density profile of this halo was constrained,
the mass could be calculated and compared to the other baryon mass components of
the Milky Way in an attempt to account for some or all of the “missing baryons” in
the local universe.

There has been extensive work in detecting and analyzing hot gaseous halos in
galaxies other than the Milky Way as probes of galaxy formation and evolution.
Detailed analyses of individual galaxies have revealed that other galaxies have con-
siderable amounts of mass in their extended gaseous halos, but there is not enough to
account for their missing baryons (Bregman & Houck, 1997; Li et al., 2008; Anderson

& Bregman, 2010, 2011). In addition to detailed analyses of individual galaxies, there
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have been numerous studies of the global properties of diffuse X-ray emission around
galaxies (Li et al., 2008; O’Sullivan et al., 2003; Strickland et al., 2004; T{illmann
et al., 2006). These properties offer a foundation for comparing the Milky Way’s
gaseous halo to other galaxies.

The primary tracers of the Milky Way’s hot gas halo are O vi1 and O VvIiI that exist
in the 105107 K range (Paerels & Kahn, 2003). These X-ray lines have primarily been
observed in absorption of active galactic nuclei (AGNs) and blazar spectra (Nicastro
et al., 2002; Rasmussen et al., 2003; Wang et al., 2005; Williams et al., 2005; Fang
et al., 2006; Yao & Wang, 2007; Hagihara et al., 2010) as well as Galactic X-ray binary
spectra (Yao & Wang, 2005; Hagihara et al., 2011) using Chandra and XMM-Newton.
The lines have also been observed in emission with the Diffuse X-Ray Spectrometer
by McCammon et al. (2002). In addition to this X-ray emitting/absorbing gas, O vI
, the most common ion in ~10>% K gas, has been extensively studied with FUSE
(Sembach et al., 2003; Wakker et al., 2003; Fox et al., 2004). While the interaction
between these gas phases is an area of interest, mass estimates from this cooler gas
have not helped solve the missing baryon problem.

The structural properties of the Galactic halo have not been well constrained up
until this point. The combination of O VII emission and absorption has constrained
the temperature of the halo to be between log(7T") = 6.1-6.4, however these estimates
come primarily from analyses of single lines of sight toward the highest signal-to-noise
(S/N) targets (Wang et al., 2005; Yao & Wang, 2007; Hagihara et al., 2010). Attempts
to constrain the density profile and thus the mass of the halo have been limited by
the number of extragalactic lines of sight with high enough S/N (Bregman & Lloyd-
Davies, 2007; Gupta et al., 2012) or by only using Galactic sources to constrain the
density profile (Yao & Wang, 2005). If the halo extends past the disk of the galaxy,
the density profile could only be constrained with multiple extragalactic sight lines.

Bregman & Lloyd-Davies (2007) studied O viI absorption lines using the Reflection
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Grating Spectrometer (RGS) on XMM-Newton with the goal to determine if these
zero redshift absorption lines were from gas associated with the Milky Way’s halo
or from a Local Group medium. This size discrepancy between these two scenarios
is critical in terms of estimating the baryon mass of gas at this temperature. Their
analysis indicated the equivalent widths of O VII lines are positively correlated with
angle toward the Galactic center as opposed to M31 (toward the center of mass of
the Local Group). This implies these lines originate in a gas reservoir confined to the
Milky Way as opposed to the Local Group.

In this chapter, we expand upon Bregman & Lloyd-Davies (2007) by adding three
additional targets to our sample (one AGN and two Galactic targets) as well as
provide a more detailed analysis of the structure and global properties of the hot
Galactic halo, specifically the density profile. We use O Vil column densities along
different sight lines throughout the Milky Way to determine the density profile of
the hot Galactic halo. We then estimate the mass contained in the halo as well as
compare our density profile with numerous observational constraints. The outline of
the chapter is as follows. In Section 2.4, we present our object selection and data
analysis. In Section 2.5, we discuss our model fitting procedure as well as the different
models we consider. In Section 2.6, we examine the consistency of our model with
previously established constraints as well as compare our hot Galactic halo to different

phases of the interstellar medium (ISM).

2.4 Object Selection

Our initial target list was identical to that of Bregman & Lloyd-Davies (2007),
which was constructed from the brightest AGNs in the XMM-Newton RGS archival
data. In addition to finding sources with suitable X-ray fluxes at 21.6 A, the goal
was also to find sources with O VII equivalent width uncertainties less than 10 mA

(for typical equivalent widths of about 20 mA). This resulted in a sample of 25 AGNs
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plus an additional source in the Large Magellanic Cloud (LMC).

In addition to the original sample, we added an additional AGN (ESO 141-G055)
and two Galactic low-mass X-ray binaries (LMXBs; 4U 1820-30, X1735-444) to our
target list (Table 2.1). These added source spectra can be seen in Figure 2.1 while the
distribution of our sources on the sky can be seen in Figure 2.2. The motivation for
adding these sources is their proximity to the Galactic center. Two of the parameters
of interest in our model fitting are sensitive to small galactocentric radii (r < 2 kpe),
which would not be probed by the original sample (see Figure 2.2). The inclusion
of these three sources allowed us to analyze the central region of the density profile
better than the previous target list would have allowed. The additional targets also
have small uncertainties in the measured equivalent widths (< 25%) compared to the
rest of the sample.

We are unable to distinguish between O vII halo gas absorption and intrinsic ab-
sorption for our Galactic targets due to the resolution of the RGS at 21.6 A. However,
the X-ray spectra of our two Galactic sources have been previously observed with no
indication of intrinsic O ViI absorption. There has been evidence for a photoionized
wind from an accretion disk in 4U 1820-30 (Costantini et al., 2012). However this
wind has only been detected in lower ionization states of oxygen (O v and O v1 ) and
not in the O VII absorption lines used in this study. Yao & Wang (2005) also analyzed
X-ray spectra for a sample of Galactic sources, including X1735-444, to constrain the
structure of the local hot ISM. They examine the possibility that some of the un-
resolved O VvII absorption may come from photoionized winds, thus contaminating
absorption from halo gas. However, they conclude this scenario is unlikely since the
calculated radii where the lines would be produced are larger than the measured bi-
nary separations in six out of seven targets. We assume throughout our model fitting
procedure that the O VII lines are entirely due to the halo gas and not associated with

our LMXB targets.
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Figure 2.1: XMM-Newton flux of our additional targets at 21.60 A (and 18.97 A for

ESO 141-G055) to show Ovil and Oviil absorption. The continuum
and line fitting procedure is the same used by Bregman & Lloyd-Davies

(2007). There are instrumental features in the RGS near 21.82 A and

18.91 A (green points) that are not included in the continuum fitting

procedure.
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Figure 2.2: Distribution of our X-ray absorbing lines of sight on the sky. The sample
from Bregman & Lloyd-Davies (2007) can be seen with solid circles while
our additional targets can be seen as squares (Galactic sources) and a
triangle (AGN). The dashed line represents the approximate edges of
the north and south Fermi bubbles. The lines of sight of the three added
targets pass through the south bubble and allow us to analyze the bubbles’
density and temperature structure.

The data reduction and data analysis for our sample was identical to that of
Bregman & Lloyd-Davies (2007) since this work is an extension of their results. Thus,
we refer the reader to the aforementioned paper for any details concerning the data

acquisition, methods of fitting the spectra, or determining equivalent widths.

2.5 Model Fitting

Our model fitting procedure focuses on the comparison between measured electron
column densities of our targets and theoretical column densities calculated by our

model density profile. We consider both spherical and flattened density models in
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our model fitting procedure. The spherical profile is the simplest model we consider
in the fitting process while the flattened profile adds one additional free parameter
to account for the potential disk-like shape of the gas distribution. The coordinate
transformations from a galactocentric density profile to a Sun-centered line of sight

distance profile are:

R? = R? + d* cos(b)* — 2dR, cos(b) cos(l), (2.1)
2* = d*sin(b)?, (2.2)
r? = R*+ 27 (2.3)

In these coordinates, d is the line of sight distance, b and [ are Galactic latitude
and longitude, respectively, R, is the distance from the Sun to the Galactic center
(we assume 8.5 kpc throughout our analysis), and r is the galactocentric radius. We
constrain the density profile of the halo by generating model column densities for a
given set of model parameters and finding the parameter set that minimizes the x?

calculated from our data.

2.5.1 Column Density Calculation

In order to convert from measured O ViI equivalent widths to total electron col-
umn densities, we follow several assumptions presented in Bregman & Lloyd-Davies
(2007). We initially convert the equivalent widths to column densities assuming the
lines are optically thin. In this case, the resulting linear conversion between the mea-
sured equivalent width and O VIl column density is N(Ovil ) = 3.48 x 10 EW,
where EW is the O vII equivalent width in mA and the column density has units of

cm~2. However, recent work has shown the lines are likely mildly saturated based on
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the observed KA to Ka ratio for the O vir ion (Williams et al., 2005; Gupta et al.,
2012). To analyze the saturation effects in our lines, we make assumptions on the
Doppler widths of the lines since the lines are not resolved by the RGS. We expect
the gas to be turbulent from supernovae mixing and subject to turbulent mixing
layers between the hotter and cooler phases of halo gas (Begelman & Fabian, 1990;
Kwak & Shelton, 2010). Thus, we assume the gas is turbulent at the sound speed
of hydrogen, which is consistent with simulations of halo gas (Fukugita & Peebles,
2006; Cen, 2012). This results in an assumed Doppler width of b ~ 150 km s™!. For a
typical equivalent width in our sample (/= 20 mA) the optical depth at line center is of
order unity, implying minor saturation corrections for our lines. To account for this,
we initially calculate column densities linearly from our measured equivalent widths
and determine correction factors using the curve of growth and assuming a Doppler
width associated with turbulent motions discussed above. We use both sets of column
densities to calculate best-fit parameters for our halo model due to the uncertainty in
the Doppler widths of the lines and to examine how our best-fit parameters change
after accounting for line saturation (see Section 2.6.4). However, we use the model
fitting results from the saturated column densities in our analysis since the lines are
expected to be minorly saturated. Both sets of column densities can be found in
Table 2.1.

We make several assumptions while converting between O Vil and total electron
column densities. We assume that the abundance of oxygen is similar to the solar
value and thus adopt a value of log(Ap) = 8.74 (Holweger, 2001). This results in a

total electron column of:

N, A AN
o 19 O VII =)
Ne - 44 X ].0 <m) (ﬁ) (Z_®> cm o, (24)

where f is the ion fraction of O viI and Z is the metallicity of the gas. We assume an

ion fraction of 0.5 for O viI , which is constrained by the temperature of the gas. We
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note that while we do assume a solar gas metallicity initially, the metallicity of the
halo gas is a significant uncertainty in our analysis. We expect a portion of the halo
to be enriched due to feedback from the Milky Way disk, but the true metallicity
is likely less than the solar value. We discuss the implications of this assumption

throughout our analysis.

2.5.2 Spherical Model

The simplest model we consider in our analysis is the S-model. We choose this
model as opposed to a simpler model (such as a uniform density sphere) because it
reproduces the observed X-ray surface brightness profiles of other galaxies (Li et al.,
2008; O’Sullivan et al., 2003). The S-model consists of three parameters and is defined

as:

n(r) =ne(1l+ (r/rc)z)_w/z. (2.5)

In this model, n, is the core density, r. is the core radius, and [ is the slope of the
profile at large radii. The parameters n, and 7. describe the density near the center
of the profile since n, is the density at » = 0 and typical values for r. are < 1 kpec.
These parameters are of little importance for the mass estimates of the halo gas since
majority of the mass comes from material at large radii. On the other hand, 5 defines
the behavior of the density profile at » > 7. and is thus the primary parameter of
interest.

Our best-fit parameters can be seen in Table 2.2 while the O viI column densities
resulting from our best-fit models can be seen in Table 2.1. We also show how
our observed saturated column densities compare with our best-fit model column
densities in Figure 2.3. Initially, the best-fit model results in a y? that is unacceptably
large in both the optically thin and saturated column density conversions (x?% . (dof)

= 85.2 (26), X2, urareq(dof) = 56.3 (26)), which is possible if the variation due to
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Figure 2.3: Comparison between our observed O VIl column densities and best-fit
model column densities in the saturated line case. The solid line indicates
where the observed column density equals the model column density. The
larger errors with larger tick marks for each point represent the initial
error with the additional 7.2 mA added to each target in order to obtain
an acceptable x2. For clarity, the targets MR 2251-178 and 3C 59 are not
visible on the plot due to their large observed equivalent widths. However
these lines of sight also have very large uncertainties and are both within
20 of their model column densities.

substructure of the absorbing medium is larger than the statistical uncertainty of the
equivalent widths. In order to account for this intrinsic variation, we add an additional
uncertainty to all the equivalent widths of 7.5 mA for the optically thin column density
conversion and 7.2 mA in the saturated case (~30% of the average equivalent width).
We also examine the variation in our calculated x? to place a constraint on the
halo size. Initially, we assume a halo size of 200 kpc when determining our best-fit

parameters. By changing the size of the halo after we find our best-fit parameters,
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we can determine how the halo size changes the minimum x? until our fit becomes
unacceptable. We find a halo size 32 kpc at the 95% confidence level and 18 kpc at
the 99% confidence level for both column density calculations.

The quality of the constraints on the halo parameters depends on both the quality
of the data used as well as the location of our sources on the sky. The parameters
n. and r. are the least constrained primarily due to only three of our targets passing
near the Galactic center. In particular, the two Galactic targets that come closest to
the Galactic center are less than 8.5 kpc away and thus do not probe the full inner
region of the halo. Note that this would not be the case if r. were larger, implying a
more extended profile. The fact that these two parameters are not well constrained
results from a degeneracy between them which is most apparent in Figure 2.4. To
account for this, we note that for r. < r Equation 2.5 can be approximated by the
power law:

norg’ﬁ

n(r) = 25t (2.6)

This reduces the dimensionality of the problem by making the free parameters a
constant (n,r>?) and 3. We expect the constraints on these parameters to be more
reliable than the three parameter model due to the few lines of sight near the Galactic
center. The 1o, 20, and 30 contours for all of our parameter spaces can be seen
in Figure 2.4, considering the three and two parameter spherical models and using
saturated column densities. We note little difference in the quality of our constraints
between the three and two parameter spherical models. Fortunately, the parameter
[ is relatively well constrained for both models due to the majority of our sample

being extragalactic targets.
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Figure 2.4: 10, 20, and 30 contours for 7., n,, 3, and n,r?® for our spherical model
and using saturated column densities assuming b = 150 km s=!. The
elongation of the contours in the r.—n, plane illustrates the degeneracy
discussed in Section 2.5.2. The contours constraining n,r3’ are based on
the parameters in Equation 2.6.

2.5.3 Flattened Model

We also consider a flattened model in our fitting process by modifying the spherical
[-model. The motivation behind considering a flattened density profile is based on
the angular momentum associated with the Milky Way. The rotation of dark matter
and baryons in the Milky Way could potentially alter a spherical gas profile into a

flattened profile. We modify the traditional S-model in the following way:

n(r) = ne(1 + (R/R.)* + (z/zc)2)735/2. (2.7)
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In this flattened model, R is the radius in the plane of the disk and z is the height
off of the Galactic plane with R, and z. representing the effective core radii for each
coordinate. The parameters R. and z. are thus measures of density profile flattening.
For this portion of our model fitting procedure, we fix the central density and slope
of the density profile to their best-fit values associated with the spherical model and
saturated column densities. Thus, we consider a flattened model only to see how the
core radii associated with the orthogonal coordinates R and z change from a single,
spherical core radius.

The best-fit parameters for our flattened model can be seen in Table 2.2. The
flattened model initially has the same issue as the spherical model in that the best-
fit parameters result in a x? that is unacceptably large. Thus, we adopt the same
procedure applied to the spherical model and add an additional uncertainty to the
equivalent widths along each line of sight. We find that we must add the same
additional uncertainty as the spherical case, 7.2 mA, to the equivalent widths to
obtain an acceptable x2. After accounting for this additional uncertainty, the best-fit
parameters still result in core radii of less than 1 kpc and an axial ratio of ~3/2. The
lo, 20, and 30 contours for the core radii parameters can be seen in Figure 2.5 and
indicate that profile is preferentially elongated in the R direction. However, the y?
change is small between the spherical and flattened models. This implies that the
flattened and spherical models are equivalent in describing the density profile of the
halo. Thus, we assume the density profile is spherical for the rest of our analysis for

simplicity.

2.5.4 Negative Column Densities

Our sample contains three negative equivalent width measurements with corre-
sponding negative column density conversions (see Table 2.1), which are possible if

the S/N (the ratio between the measured equivalent width and corresponding uncer-
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Figure 2.5: 10, 20, and 30 contours for R, and z. for our flattened model. R, corre-
sponds to the core radius in the disk of the Milky Way and 2z, corresponds
to the core radius out of the plane of the Milky Way. The shape of the
contours indicates that the halo is preferentially aligned with the disk of
the Milky Way.

tainty) is not sufficiently high for the observations. Although negative columns are
not physical, we emphasize our measurements are all consistent with positive values
based on their 1o uncertainties and our model fitting procedure is sensitive to the
difference between the measured and model column densities and the uncertainties
associated with our measurements. Furthermore, the negative equivalent width mea-
surements are not heavily weighted in our model fitting procedure due to their large
uncertainties. We explore the effects of negative equivalent width measurements on
our model fitting procedure by truncating the negative measurements at zero and
refitting the data assuming the same spherical model and saturation effects discussed

above. The best-fit parameters for our sample with these truncated values are nearly
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identical to our results from our original sample. Alternatively, we apply a S/N cut
to our sample to remove the negative equivalent width measurements from our model
fitting procedure and determine how our results change. We choose a S/N threshold of
1.1, which removes the three negative equivalent width measurements as well as three
positive measurements. The model fitting results from these two altered samples can
be seen in Table 2.2. The best-fit parameters from these samples are consistent with
our initial model fitting results based on their 1o uncertainties. In particular, the
parameter S is nearly identical between our initial and truncated sample results and
shows a 16% variation between the initial and S/N cut sample results. It should be
noted that both of these alterations to our sample impose a slight bias to our results
toward the higher S/N observations, which may be due to strong absorption features
or simply low noise measurements. However, our model fitting results are not strongly
dependent to these changes due to the weak weighting of the low S/N measurements
in our initial model fitting procedure. We therefore use the negative equivalent width
measurements with uncertainties in our analysis, as opposed to truncating the values
to zero or limiting our sample based on S/N, to retain the most information from the
data.

We examine the validity of this model fitting approach by running Monte Carlo
simulations to determine if we could recover our best-fit model parameters with the
inclusion of negative column densities in our sample. For each line of sight, we
assume the column density is normally distributed around its best-fit model value
with o defined by the measured uncertainty. Assuming these underlying normal
distributions, we deviate the column densities from their best-fit model values and
find new best-fit parameters for the deviated data. Figure 2.6 shows histograms
of best-fit parameters 3 and n,r?® from Equation 2.6 and the number of negative
column densities in each simulation for 20,000 Monte Carlo simulations. Due to the

large uncertainties for several of our column density measurements, our simulations

35



800

600

400

Number of Simulations

200

T
— - -~ input value

Number of Simulations

4000

3000

2000

1000

Number of Simulations

300

250

200

150

100

50

0

0.00

T
input value — — - —

0.02 0.04

o

5 10

15
Number of Negative Columns

N
(@]

0.06 0.08 0.10 0.12 0.14
nore® (em~*kpc™)

Figure 2.6: Histograms of best-fit parameters 3 and n,r?” in addition to the number of
negative column densities for 20,000 Monte Carlo simulations. Our input
values for each parameter were our best-fit parameters from Table 2.2. We
found median values of 0.71 for 8 and 0.050 cm~3 kpc®® for n,r??, which
are consistent with the measured values of 0.71 and 0.048 cm™ kpc3?
(dashed lines). The distributions and medians for 3, n,r3?, and other
model parameters are consistent with our measured best-fit parameters
and their 1o uncertainties, implying we recover our best-fit model with
negative column densities in our sample.
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consistently deviate column densities to negative values (median value of 7). The
median values of 8 and n,r3” are 0.71 and 0.050 cm~3 kpc®?, which are both consistent
with our input values of 0.71 and 0.048 cm™3 kpc®® for 8 and n,r3°, respectively.
Furthermore, the distributions of 3 and n,r?® are consistent with the 1o boundaries
of their best-fit values (see Table 2.2). This implies we reproduce our model fitting

results with negative column densities in our sample and thus motivates the inclusion

of the negative column density measurements in our sample.

2.6 Summary and Discussion

2.6.1 Spatial Distribution of the Gas

There has been recent work on the structure of the Milky Way’s hot gas halo
utilizing the combination of emission (~ n2?L) and absorption (a n.L) to constrain the
density and size of the halo gas. While our model is more sophisticated than a uniform
density halo, these results serve as a foundation for comparing our density profile
results. Bregman & Lloyd-Davies (2007) initially used the same X MM — Newton
dataset as this paper without targets 27-29 (see Table 2.1) and found n, = 9 x 10~*
cm™3, L = 19 kpc. Alternatively, Gupta et al. (2012) conducted a similar analysis
with eight Chandra targets and found n, = 2 x 107% cm™3, L = 72 kpc. Both of
these results are more simplistic than our S-model and do not extend to the virial
radius of the Milky Way. For comparison, we calculate the x? for these models with
our expanded dataset, while also including an additional uncertainty of 7.2 mA, and
find x?(dof) = 39.5 (27) and 44.7 (27). Both of these are larger than the y? we find
for our best-fit model, x* = 26.0 (26). Although the halo size is not a parameter in
our model, our best-fit model is a statistical improvement over the uniform density
models that have previously characterized the halo gas.

The best-fit parameters for our density model are also comparable to observations

37



of hot gas halos around other galaxies where structural analysis has been possible.
When comparing the Milky Way’s hot halo to that of other galaxies, the core radius
and [ parameters are the most applicable. The core density acts as a normalization
of the overall profile and is physically not as significant as the other two parameters.
Li et al. (2008); O’Sullivan et al. (2003) conducted a study of early-type galaxies
and extrapolated hot gas density profiles from the observed X-ray surface brightness
profiles. Their model fitting procedure resulted in £ values between 0.4-0.8 and core
radii of less than 1 kpc for majority of their sample, both consistent with our best-fit
parameters. There has also been more detailed work on the individual early-type
galaxy NGC 1600. Sivakoff et al. (2004) analyzed the diffuse gas around NGC 1600
and found a two-component model to fit the surface brightness profile with r.;, =
4.2 kpe, Bin = 1.18, 1com = 7.3 kpc, Bowr = 0.36. The fitting results of NGC 1600
are odd in that a double § profile is not typically required to fit the X-ray surface
brightness profiles around galaxies, particularly with § values that are inconsistent
with analyses of other galaxies. This may be attributed to NGC 1600 residing in a
group environment rather than in isolation. Detailed structure analysis of hot gas
halos around late-type galaxies has been limited to only the most massive spirals.
Anderson & Bregman (2011) analyzed the hot gas halo around NGC 1961 (M, =
2.1 x 10" M) and found 8 = 0.47 and r. = 1.00 kpc. Similarly, Dai et al. (2012)
have analyzed the hot gas halo of UGC 12591 (M, = 3.5 x 10 M) and found
B = 048 and r. = 3.04 kpc. Our measured  of 0.71 is steeper than observations
of these massive spirals and the measured core radii for the most massive spirals
are larger than the core radius determined for the Milky Way. The discrepancy
between these parameters may be explained by the larger stellar disks and dark
matter halos associated with NGC 1961 and UGC 12591 compared to the Milky
Way. The comparison between the core radii and g parameters is also limited due

to the weak constraint we have on the Milky Way’s core radius and the degeneracy
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Figure 2.7: Density profile given our best-fit parameters (black line) with 1o errors
on f3 (red line) and n, (blue line). The profile also includes an additional
ambient medium of n. = 1x107° ecm™ to account for observed ram-
pressure stripping of dwarf spheroidal galaxies.

between the core radius and core density.

The best-fit parameters from our model fitting procedure result in a density profile
that is consistent with previously established constraints. The density model with
best-fit parameters can be seen in Figure 2.7. Based on analyzing the pulsar dispersion
measure toward the LMC, the average electron density between the Sun and the LMC
must be (n.) <5x 107* em™ (Anderson & Bregman, 2010). For our density profile,
the best-fit parameters result in an average electron density of (n.,) = 1.2 x 1074
cm 3 between the Sun and the LMC assuming a solar metallicity. This is well below

the upper limit established by the pulsar dispersion measure. The combination of
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having an upper limit to the average electron density between the Sun and the LMC
and the fact that the total electron column density scales with metallicity as oc Z~*
(Equation 2.4) allows us to place a lower limit on the metallicity of the gas toward
the LMC. We find a minimum metallicity of Z 2 0.2 Z; in order to satisfy the
pulsar dispersion measure toward the LMC. This lower limit is consistent with the
metallicities of some high velocity clouds (HVCs), particularly Complex C, and the
Magellanic Stream (Gibson et al., 2000; van Woerden & Wakker, 2004; Fox et al.,
2005), implying the halo gas metallicity may be predominantly sub-solar.

We also examine the possibility of this hot gas extending out to the Milky Way’s
virial radius, which would affect satellites of the Milky Way. There have been numer-
ous studies investigating ram-pressure stripping of dwarf spheroidal galaxies orbiting
the Milky Way, which implies the presence of a hot corona associated with the Milky
Way out to ~200 kpc (Blitz & Robishaw, 2000; Greevich & Putman, 2009). Blitz &
Robishaw (2000) found that dwarf spheroidal galaxies orbiting the Milky Way will
effectively lose their cold gas due to ram-pressure stripping for an ambient halo with
density of n > 2.4 x 107 ¢cm™ out to the virial radius of the Milky Way. Grcevich
& Putman (2009) found a considerably larger value, 2.5 x 107* cm™2, out to similar
distances. Our best-fit model results in densities that are too low to satisfy either of
these constraints. In order to account for this we add an ambient density to our model
of n =1 x 107° cm ™ out to 200 kpc. We choose a medium consistent with Blitz
& Robishaw (2000) as opposed to Greevich & Putman (2009) because an additional
ambient medium as large as 2.5 x 107* ¢cm™ violates the observational constraint
of the emission measure out of the Galactic plane, which will be discussed in greater
detail in Section 2.6.2. We note that the addition of this density component does not
change the best-fit parameters derived in our model fitting because the low ambient
density does not contribute a significant fraction to the observed column densities.

Thus, we can add this ambient medium to our density profile without jeopardizing
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Table 2.3. Scale Heights

R (kpc)
0 1 ) 8.5 20

0.5 1.0 12.2 344 187.8
1.0 1.2 6.8 179 946
14 1.6 2.3 12,7 63.8
1.9 2.0 4.8 10.3  48.7
23 24 4.7 91 398
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the validity of our best-fit parameters.
We compare the scale height of our density model to the scale heights of different
ions that represent different temperature phases of the ISM. The scale height is defined

as:

n

dn/dz

rf R? 4 22
= 35 (1 + T) . (2.8)

When evaluating the scale height for our density model, we note that the function for
the scale height is dependent on both R and z for our spherical model. We calculate
the scale height for our profile at several different R and z distances (Table 2.3). The
applicable comparison is for R = 8.5 kpc values since previous studies of other ions
are inherently observed at the solar circle. The Li-like ions with peak abundances
at temperatures 3, 2 and 1 x 10° K are Ovi , Nv and C1v (Sutherland & Dopita,
1993). The scale heights of these ions have been measured to be A(OvI, b > 0) =
4.6, h(Ovi, b <0) = 3.2, h(Nv ) = 3.9, and h(C1v ) = 4.4 kpc (Savage et al., 1997;
Bowen et al., 2008). The scale height(s) we determine for O vil gas at T ~ 10° K
are larger than these cooler ions by about an order of magnitude. This is expected
due to the difference in temperature between the ions being approximately an order
of magnitude. Thus, the distribution of our density model is more extended than the

10° K gas, indicating they are not cospatial (Williams et al., 2005).
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Figure 2.8: Enclosed mass as a function of radius with the same uncertainties as
Figure 2.7. The enclosed mass of the halo is much smaller than the virial
mass of the Milky Way and is only comparable to the stellar + cold gas
mass of the Milky Way if the size is comparable to the virial radius of the
Milky Way. The mass profile here is for solar metallicity gas.

2.6.2 Density and Mass Considerations

The primary goal for determining the density profile of the Milky Way’s hot gas
halo is to determine the amount of mass it contains. The best-fit parameters and size
of the halo determine whether there is enough mass contained in this temperature gas
to account for some or all of the missing baryons in the Milky Way. The mass profile
corresponding to the best-fit density profile can be seen in Figure 2.8 assuming the
gas has a solar metallicity. We consider the mass contained within 18 kpc and 200 kpc

as limits on the minimum and maximum mass of the halo. The minimum halo size
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is based on statistical arguments presented in Section 2.5.2 while we assume the halo
extends to the Milky Way’s virial radius for a maximum halo size. Given our best-fit
parameters, we find M (18 kpc) = 2.2 767 x 10% M, and M (200 kpc) = 1.2 *}7 x
10*° M . The mass contribution from the additional ambient medium discussed in
Section 2.6.1 is substantial at 200 kpc (=~ 7 x 10° My ), but generally consistent
with the error bars on our mass estimates. The known baryonic mass in the Milky
Way (stars + cold gas) is approximately 5 x 101 M, (Binney & Tremaine, 2008).
This implies stellar + cold gas to hot gas mass fractions of 230 (18 kpc) and 4 (200
kpc). We then compare the hot gas mass to the virial mass of the Milky Way (~ 2
x 10'2 My, ) and define the baryon fraction as f, = M,/M;,. The resulting baryon
fractions are f, (18 kpc) = 0.02 391 and f, (200 kpc) = 0.03 T3}, both of which
are much smaller than the value obtained from the Wilkinson Microwave Anisotropy
Probe five-year data f, = 0.171 £+ 0.006 (Dunkley et al., 2009).

There are several uncertainties in our analysis that can significantly change our
mass estimate and corresponding baryon fraction. The virial mass of the Milky Way
has been estimated to be between 1.0-2.4 x 10'? M (Boylan-Kolchin et al., 2013).
If we consider the virial mass of the Milky Way to be 1 x 102 M, as opposed to 2
x 10'2 M, , the missing baryon mass is 1.5 x 10'* M as opposed to 3.6 x 10t M
. This also changes the virial radius of the Milky Way by about a factor of ~0.8 (7,
o M/®). For a virial mass of 1 x 10' M, and virial radius of 160 kpc, our best-fit
model halo results in a hot gas mass and baryon fraction of M (160 kpc) = 6.5 T1%? x
109 Mg and f, (160 kpc) = 0.05 T005. In this case, the halo gas bound to the Milky
Way accounts for 5%—15% of the missing baryons.

One possibility that increases the baryon fraction is halo gas extending beyond
the Milky Way’s virial radius, implying the gas is not bound to the Milky Way. Given

our best-fit parameters and the range of virial masses discussed above, the halo would

need to be between 400-600 kpc (~3r,;,) to account for the missing baryons. We are
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unable to rule out a halo this large since our results are insensitive to the low density
gas that potentially exists at this radius. Other studies have explored the possibility of
non-local O vII absorption by examining galaxies who have impact parameters within
2-3 virial radii of a given AGN line of sight (Fang et al., 2006; Anderson & Bregman,
2010). These nondetections of halo gas result in upper limits on the column densities
of halo gas beyond the virial radii of other galaxies.

The metallicity of the halo gas also can potentially increase our mass estimates.
We initially assumed a solar gas metallicity in our conversion from O VII to electron
column density. However, we note N, o< Z~! (see Equation 2.4), implying all of our
inferred electron columns will increase if the metallicity is sub-solar. This effectively
changes the normalization of our profile and results in M o Z~! for a given halo size.
If we consider a halo gas metallicity of Z = 0.3 Z; (within the lower limit established
by the pulsar dispersion measure toward the LMC), M,;, = 1 x 10'? M, and a halo
extending to the virial radius, our mass estimate and baryon fraction become M (160
kpc) = 2.2 753 x 101° My and f, (160 kpc) = 0.07 *393. The upper lo limit on
this mass estimate adds a considerable amount of mass to the Milky Way, but only
accounts for ~50% of the missing baryons.

Our mass estimates are comparable to observations of the Milky Way’s hot gas
halo and simulations of the circumgalactic medium (CGM) around galaxies similar
to the Milky Way. Although previous observations of the Milky Way’s hot gas halo
have relied upon uniform density approximations (see Section 2.6.1 ), the derived
masses are consistent with our model parameters with assumptions regarding the
gas metallicity. The model found by Bregman & Lloyd-Davies (2007) resulted in a
halo gas mass of 4 x 108 M, for a halo size of 20 kpc, which is consistent with our
1o uncertainties for the enclosed mass at that radius. Alternatively, Gupta et al.
(2012) found a lower limit on the halo gas mass of > 6.1 x 10! M, for L > 139 kpc

assuming the gas metallicity is 0.3 Z5. Our halo model predicts a mass between 1.2—
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5.2 x 109 M, for that same radius and metallicity. Our mass estimates are also in
agreement with simulations of the CGM around Milky Way-sized galaxies if we assume
a gas metallicity of ~0.3 Z. Hydrodynamical simulations by Feldmann et al. (2013)
predict CGM densities of ~10~* ¢cm ™2 out to ~100 kpc, resulting in mass estimates
of [0.2, 1.0, 3.5] x 10 Mg at r = [50, 100, 200] kpc. These estimates are within
our lo uncertainties at each radius for a gas metallicity of ~0.3 Z, indicating the
halo gas mass is likely comparable to the observed stellar + cold gas mass previously
observed for the Milky Way.

The enclosed hot gas mass near the disk of the Milky Way is comparable to the
observed mass in ionized HVCs. The total mass of ionized HVCs within 5-15 kpc
of the Sun is M ~ 1.1 x 10%(d/12 kpc)?(f./0.5)(Z/0.2Z,)~' M, where f. is the
covering fraction (Lehner et al., 2012). For typical ionized HVC parameters, this
mass estimate is approximately equal to the suggested hot gas mass enclosed within
10 kpc of the Galactic center (see Figure 2.8). One possibility to explain the similarity
between these masses is that the ionized HVCs could have cooled out of the hot halo
and are accreting on the disk of the Milky Way. However, the origin of HVCs is
still poorly understood and likely a combination of several sources. The consistency
between the mass estimates offers one possible formation mechanism.

The Milky Way’s hot gas halo has been observed in X-ray emission by several
groups and our density profile must be consistent with these observational constraints.
We note that because the density profile of the gas falls off faster than n oc r~! the
column density is dominated by gas closest to the Galactic center. This effect is more
drastic when we examine the X-ray emission of the halo due to the emission measure

scaling as n?. We define the emission measure as:

d
EM:/ nenpds, (2.9)
0

where we note that to be consistent with Equations (1)—(3), d is the line of sight
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distance and n. and n, are functions of both b and .

One constraint we must address is the X-ray emission measure toward the Galactic
center determined by Snowden et al. (1997) using the ROSAT all-sky survey. The
observed count rate toward the Galactic center is ~150 x 10~% counts s~! arcmin—2,
which includes extinction in the Galactic plane. However, by assuming an absorbing
column of 4.4 x 10! H1 cm™2, they extrapolate a peak count rate of ~900 x 107°

counts s~ !

arcmin~? for the 3/4 keV band. Using their conversion between count
rate and emission measure, which is sensitive to temperature, we determine that the
extrapolated count rate corresponds to an emission measure of 0.45 cm =% pc. In order
to reproduce this emission measure, we need to consider an inner radius where the
density is constant for 0 < r < r;,. We find that our density model must be constant
at ni, = 8.8 x 1072 cm™3 out to an inner radius of r;, = 2.2 kpc to reproduce the
observed emission measure toward the Galactic center. We note that this inner radius
does not affect the other parts of our analysis. In particular, the mass estimate is not
affected by this due to the small volume associated with this region. Also, we note
that this inner radius is larger than the core radius of our profile. This is not a major
concern since 7. is not well constrained and we still constrain the extended regions of
the profile reasonably well.

The other emission measure constraint of interest is the emission measure out of
the Galactic plane. McCammon et al. (2002) analyzed a 1 sr region of sky centered
on [ = 90°, b = 4+60° using a quantum calorimeter sounding rocket. Their sensitivity
and spectral resolution allowed them to model the soft X-ray diffuse background into
an absorbed thermal component with EM = 0.0037 cm~% pc and an unabsorbed
thermal component with EM = 0.0088 cm ™% pc. Given our best-fit halo model, the
predicted absorbed emission measure is 0.0017 (Z/Z) cm™ pc for rp, = 18 kpe
and 0.0018(Z/Z) em™® pc for rp4, = 200 kpe. This implies that the emission is

dominated by the gas within ~ 20 kpc of the Galactic center. The emission measure
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produced by our best-fit halo model underproduces the observed emission measure
near [ = 90°, b = +60° regardless of the halo size we consider and for solar metallicity.
However, the 1o upper limit on our emission measure along this line of sight is
0.0122 (Z/Zs) em™® pe, implying our emission measure estimate is consistent with
the observed value at the 1o level. We also do not consider a separate temperature
source in our calculation that could add another component to the observed emission
measure, which would also explain the initial discrepancy.

The addition of the AGN ESO 141-G055 to our target list allows us to discuss
our halo model in the context of recent observations by the Fermi: Gamma-ray Space
Telescope, which revealed two large gamma-ray emitting bubbles above and below
the galactic plane (Su et al., 2010). These Fermi bubbles are aligned with features
seen in the ROSAT soft X-ray maps and are believed to be interacting with the
Galactic halo gas as they expand away from the Galactic plane. Although these Fermi
bubbles are considerably hotter than the Galactic halo gas, they will still contribute
free electrons to lines of sight toward the Galactic center. For this comparison, we
can use the dispersion measure toward the Galactic center, which is sensitive to the
total electron density along a given line of sight. Taylor & Cordes (1993) showed
that the dispersion measure toward the Galactic center is 650-800 cm ™ pc, which is
thought to be primarily due to free electrons from gas in the 103-10* K range (the
warm ionized medium) (Gaensler et al., 2008). The contribution from our Galactic
halo model toward the galactic center is only DM = 72 cm™ pc, which is negligible
compared to the model expectations. The contribution from these Fermi bubbles
also appears to be negligible and even less than that of our Galactic halo model.
Guo & Mathews (2012) and Yang et al. (2012) modeled the Fermi bubbles, assuming
an ambient medium similar to our determined halo model, to recreate the bubbles’
observed structure and found an average density in the plane of ~1072 cm™3. This

results in a dispersion measure toward the galactic center of DM = 24 cm 3 pc. Thus,
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both the Fermi bubbles and Galactic halo contribute a small fraction (~10%) of the
total electrons near the Galactic plane.

The sight line toward ESO 141-G055 has a peculiarity in the ion column densities
that are detected which is directly related to the presence of the Fermi bubbles.
Most of our present sample shows little or no O viil absorption, which allows us to
constrain the temperature of the Galactic halo gas. However, the line of sight toward
ESO 141-G055 suggests an enhancement of O vIil , with a column density ratio of
N(Ovur )/N(Ovir) =14+ 0.5. Yang et al. (2012) are able to produce the observed
O vii1/O VIl ratio and find that the shocked region of the bubbles is ~10% K while
the interior is 107-10% K. This implies little contribution from O viI or O VIII to the
total electron column along the line of sight. While the ion fractions of both ions
are small inside the bubbles (f < 0.1), the O vIiI ion fraction is at least an order of
magnitude higher than the O viI fraction everywhere inside the bubbles. This results
in the enhancement of O VIII relative to O VII for any line of sight that passes through
the Fermi bubbles. However, these results do not explain the infrequent detection of
O vir along most of our other sight lines. A more detailed analysis of the density
and temperature structure of the bubbles is beyond the scope of this work and will

be the topic of a future project.

2.6.3 Thermal Considerations

The thermal properties of the hot gas halo (mainly the cooling time and radius)
can be used as a measure of how large the halo could be if it were stable. We first
adopt an expression for the cooling time (Fukugita & Peebles, 2006):

1.5nkT 1.5kT x 1.92

") = T =) = AT Z)m, % 092" (2.10)

which assumes a primeval helium abundance. The cooling time as a function of radius

can be seen in Figure 2.9 for different metallicities.
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Figure 2.9: Cooling time as a function of radius given our best-fit parameters and
assuming the halo is isothermal at log(7) = 6.1. The cooling time is
sensitive to the assumed metallicity of the halo and is comparable to a
Hubble time at the Milky Way’s virial radius for solar metallicity gas.
This implies that the halo either has a sub-solar metallicity or is subject
to a continuous heating source. We also plot the sound crossing time as
a function of galactocentric radius. This shows that the cooling time is
greater than the sound crossing time at all radii, implying the halo is in
hydrostatic equilibrium.

One result to note is that the cooling time is less than a Hubble time for a solar
metallicity halo out to near the virial radius, implying a need for a continuous heating
source if the halo were stable. This can be explained if the primary source of the halo
gas is feedback from the disk in the form of supernovae or AGN, which would enrich
and heat the halo. This allows the cooling time of the halo to be less than the Hubble
time since the halo would receive an input of energy, making it stable throughout the
Milky Way’s lifetime. Alternatively, if the halo gas is primarily accreted material by

the Milky Way, the gas metallicity would be sub-solar. This implies a cooling radius
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between 30-40 kpc for a ~0.3 Z halo, so the halo at r > r.,, could not have cooled
since the formation of the Milky Way.

We compare the cooling time as function of radius to the sound crossing time as
a function of radius to determine if the Milky Way’s hot gas halo is in hydrostatic
equilibrium. We assume that the halo is isothermal at a temperature of log(T") =
6.1, which results in a sound speed of ¢, ~ 130 km s™!. Figure 2.9 shows that the
sound crossing time is smaller than the cooling for » 2 1 kpc, implying the halo is in
hydrostatic equilibrium.

The cooling time discussed above also has implications for the cooling and accre-
tion rates of the Galactic halo gas on the disk of the Milky Way. The accretion rate
is determined by integrating the mass within a radial shell divided by the cooling
time at a given radius and can be seen in Figure 2.10. The sensitivity of the result
on metallicity has various implications. For a solar metallicity halo, the accretion
rate is similar to modeled accretion rates of similar mass spiral galaxies (Fraternali &
Binney, 2008). Figure 2.10 also indicates that the accretion rate is broadly consistent
with the current observed star formation rate (SFR) in the Milky Way of 0.68-1.45
Mg yr~! (Robitaille & Whitney, 2010). This implies that the cooling of the Galactic
halo may be a significant source of cold gas that fuels star formation in the disk of the
Milky Way. However, there is also evidence indicating the observed Milky Way SFR
can be balanced by stellar mass loss alone. Leitner & Kravtsov (2011) modeled mass
loss rates for single-age stellar populations and determined star formation histories for
several galaxies using the relationship between SFR and stellar mass in star-forming
galaxies. Their results indicate that in most of their sample, including the Milky
Way, mass loss from later stages of stellar evolution can more than compensate for
the current observed SFRs. This indicates that the sub-solar metallicity accretion
rate of 0.1-0.5 Mg, yr~! from the halo is more likely than a solar metallicity accretion

rate if the mass supply rate is to be less than the observed SFR. If the halo has a
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Figure 2.10: Cooling rate (or accretion rate) as a function of radius for our best-fit
parameters. The solar metallicity gas results in an accretion rate that
is roughly consistent with the SFR observed in the Milky Way, but sub-
solar metallicity gas is more consistent with what has been observed in
other spiral galaxies.

solar metallicity (~1.0 My yr~') and stellar mass loss contributes ~1.5 M, yr~! back
to the Milky Way disk, then the Milky Way’s SFR should increase with time. This
opposes the observed cosmic SFR, indicating that the halo is likely not entirely at a
solar metallicity (Borch et al., 2006). Another possibility that prevents the halo cool-
ing rate from overproducing the observed Milky Way SFR is a heating agent for the
halo gas, such as supernovae. The addition of a heating source increases the cooling
time of the halo gas, particularly near the stellar disk, and can significantly reduce

the amount of gas cooling out of the halo.
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The luminosity of the Galactic halo can be determined from the measured cooling
rate discussed above. The conversion between the 0.5-2.0 keV luminosity and cooling
rate is:

- 1.5kT
Lx(r) = 0.362 x M : (2.11)

MY

where M is the cooling rate and 0.362 is the conversion between the bolometric
luminosity and the 0.5-2.0 keV band luminosity. For typical cooling rates seen in
Figure 2.10 and a solar gas metallicity, the corresponding 0.5-2.0 keV band luminos-
ity is ~ 7 x 103 erg s7!. This is larger than what has been determined from ROSAT
measurements of the diffuse X-ray background (Snowden et al., 1997), which imply
Lx ~ 2 x 10% erg s7'. The difference is likely due to the uncertainty in the gas
metallicity. A solar metallicity halo should be considered as an upper limit to M
since only part of the halo is expected to be enriched. In order to match the lumi-
nosity determined by ROSAT, the metallicity would need to be ~0.3 Z. Thus, our
luminosity is broadly consistent with previous estimates of the Milky Way’s diffuse
X-ray luminosity if the average metallicity is less than solar.

If we assume that this hot halo is volume filling we can compare the pressure
of this hot halo with other phases of the ISM. In particular, we compare our model
pressure to pressures associated with HVCs measured by Fox et al. (2005), which
are at temperatures ranging from 10* ~ 10° K. In their analysis, they average six
HVC models to find thermal pressures of P/k = [530, 140, 50] cm 3 K at distances of
[10, 50, 100] kpc. If we assume a temperature of log(7") = 6.1, our model results in a
range of pressures of P/k = [694, 41, 24] cm 2 K for r = [10, 50, 100] kpc respectively.
This indicates that our hot gas is close to pressure equilibrium with these observed
HVCs. However, it should be noted that the distances toward these HVCs are not
well constrained and the results here are strongly dependent on both the density and

temperature of the gas. We also do not consider the addition of a hotter gas phase
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Table 2.4. Saturation Effects

Optically Thin Saturated

Added uncertainty to EW (mA) 7.5 7.2

M (18 kpc) (Mg, ) 31188 x 108 2.2 797 x 108
M (200 kpc) (Mg ) 2.4 752 x 10" 1.2 T57 x 1010
Zrme (Zg) 2 0.4 0.2
EMagaacticpoie(Z]Zs) cm™C pe 0.0038 0.0018

*Lower limit placed on the gas metallicity based on the pulsar dis-
persion measure toward the LMC.

PModel emission measures toward [ = 90°, b = +60°.

in our analysis which would add an additional pressure component.

2.6.4 Final Comments

The goal of this study was to constrain the density profile of the Milky Way’s
hot gas halo better than previous studies, which have primarily relied upon simple
models of the halo structure. We use XMM-Newton RGS archival data of 29 sight
lines to analyze O ViI absorption from the halo. One limitation of our analysis is the
inability of the RGS to resolve the observed absorption lines. This prohibits us from
analyzing the true saturation effects in the lines. From Table 2.2, accounting for line
saturation with a Doppler width of 150 km s~! increases n, of our density model but
steepens the best-fit S compared to the optically thin fitting results. The parameter
n. increases since all of the inferred column densities increase if we assume any line
saturation. The parameter [ also increases since the lines that have the largest
equivalent widths, and thus the largest inferred column densities, also have large
uncertainties in the curve of growth analysis. Table 2.4 shows the most important
results of our analysis assuming both optically thin and saturated best-fit parameters

from Table 2.2. By using saturated column densities, the steeper § parameter is
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more important than the increased normalization relative to the optically thin results
in terms of the overall mass estimate. However, the inferred masses assuming the
lower metallicity limits established by the pulsar dispersion measure toward the LMC
result in comparable masses for each case. The emission measure estimates toward
[ = 90° b = +60° differ by a factor of ~2, which is also due to the steeper [ in
the saturated parameter case. Neither of these estimates overproduce the observed
emission measure for a solar metallicity, implying an additional component to the
observed emission measure. By comparing our best-fit results for optically thin and
saturated column densities, we find the best-fit parameters change, but the inferred
masses from the best-fit profiles are similar.

The metallicity of the halo gas has not been thoroughly analyzed for the Milky
Way’s halo and is crucial for understanding various properties of the halo gas. Al-
though we initially assumed a solar metallicity halo in our analysis, we recognize that
the metallicity of the gas is a large uncertainty in our analysis and is likely sub-solar.
We are able to place a constraint on the metallicity of the gas between the Sun and
the LMC based on the observed pulsar dispersion measure (Anderson & Bregman,
2010). The metallicity of the gas must be Z 2 0.2 Z, to satisfy the pulsar dispersion
measure constraint. This lower limit applies to the average metallicity of the gas
between the Sun and the LMC (r ~ 55 kpc) and does not necessarily apply to halo
gas beyond the LMC. Our results for the mass accretion rate and X-ray luminosity
of the halo suggest that a halo metallicity of Z = 0.3 Z, is more appropriate. This
metallicity is consistent with cosmological simulations (Toft et al., 2002; Cen & Os-
triker, 2006) and observations of both spiral galaxies (Rasmussen et al., 2009; Meiring
et al., 2013) and some HVCs (Gibson et al., 2000; van Woerden & Wakker, 2004; Fox
et al., 2005). We also ignore a metallicity gradient in our analysis, which is possible
from the mixing of ejected gas from the disk of the Milky Way and cooling primordial

gas from the formation of the Milky Way. Both mechanisms are likely contributing
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to the halo gas, but the metallicity gradient of the halo gas is not well understood.
An analysis of the halo gas metallicity and on the extent there exists a metallicity
gradient will be critical in determining several halo gas properties.

With the density profile of the halo constrained, we are able to analyze useful
properties of the halo and determine how the halo relates to the baryon content of
the Milky Way. We find the mass contained in the halo for our best-fit parameters is
between M (18 kpc) = 7.3 T3%% x 10® My and M (200 kpc) = 4.0 *37 x 101° M, for
an assumed metallicity Z = 0.3 Z. If we assume a lower estimate of the virial mass
of the Milky Way (1 x 10'? M, ) and the gas extending to the virial radius of the
Milky Way for a halo that size, the largest baryon fraction we obtain is f, (160 kpc)
= 0.07 7003, This accounts for 10%-50% of the missing baryons required to match
the universal baryon fraction of f, = 0.171.

The constraints we place on the Milky Way’s hot gas halo are close to the best we
are able to accomplish with Chandra and XMM-Newton. Improvements can be made
on eliminating the degeneracy between the parameters n, and r. with additional
Galactic targets near the Galactic center, however this does not affect the global
properties of the halo. There is also work to be done exploring the interaction between
the hot gas halo and the Fermi bubbles. The combination of O vii and O VIII emission

will reveal the temperature structure just outside and inside the bubbles, which will

help probe the contribution of thermal and non-thermal electrons inside the bubbles.
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CHAPTER III

Constraining the Milky Way’s Hot Gas Halo with

O vil and O viili Emission Lines

3.1 Preface

This chapter is adapted from work of the same title appearing in the Astrophys-
ical Journal, Volume 800, 14 (Miller & Bregman, 2015), and is coauthored by Joel
N. Bregman. The initial emission line sample is from the publicly available Hen-
ley & Shelton (2012) dataset. My contributions include the additional observation

screening, data modeling, and data analysis.

3.2 Abstract

The Milky Way hosts a hot (=~ 2 x 10° K), diffuse, gaseous halo based on detec-
tions of z = 0 O viI and O vIII absorption lines in quasar spectra and emission lines in
blank-sky spectra. Here we improve constraints on the structure of the hot gas halo
by fitting a radial model to a much larger sample of O vir and O VIII emission line
measurements from XMM-Newton/EPIC-MOS spectra compared to previous studies
(=650 sight lines). We assume a modified S-model for the halo density distribution
and a constant-density Local Bubble from which we calculate emission to compare

with the observations. We find an acceptable fit to the O VIII emission line observa-
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tions with x2_, (dof) = 1.08 (644) for best-fit parameters of n,r2® = 1.354-0.24 x 1072
em 2 kpe®? and B = 0.5040.03 for the hot gas halo and negligible Local Bubble con-
tribution. The O VII observations yield an unacceptable x2.; (dof) = 4.69 (645) for
similar best-fit parameters, which is likely due to temperature or density variations
in the Local Bubble. The O vii1 fitting results imply hot gas masses of M (< 50 kpc)
= 3.8703 x 10°M, and M(< 250 kpc) = 4.310% x 101°M,, accounting for <50%
of the Milky Way’s missing baryons. We also explore our results in the context of
optical depth effects in the halo gas, the halo gas cooling properties, temperature and
entropy gradients in the halo gas, and the gas metallicity distribution. The combina-
tion of absorption and emission line analyses implies a sub-solar gas metallicity that
decreases with radius, but that also must be > 0.3Z; to be consistent with the pulsar

dispersion measure toward the Large Magellanic Cloud.

3.3 Introduction

The detection of X-ray-emitting and -absorbing gas at zero redshift implies the ex-
istence of a diffuse volume-filling plasma associated with the Milky Way’s interstellar
medium (ISM) and circumgalactic medium (CGM). Detections of these absorption
and emission lines along individual lines of sight imply plasma densities between 10~°
and 1072 cm™2 and plasma temperatures of ~ 10° K. These observations constrain
the detailed properties of the gas along individual sight lines, but there has not been
a comprehensive analysis on the global properties of the absorption and emission
lines. Analyzing the global properties of the observations is necessary to constrain
the overall structure and extent of the gas. Constraints on the structure of the gas,
specifically the density profile, are necessary to estimate the hot gas mass within the
Milky Way’s virial radius. The contribution of the hot gas to the Milky Way’s baryon
budget may account for a significant fraction of the Milky Way’s “missing baryons”.

The tracers of the Milky Way’s hot halo gas are O vil and O vIII absorption and
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emission lines characteristic of gas in the 105-10” K range (Paerels & Kahn, 2003).
The emission lines are thought to be a significant contributor to the 0.5-2.0 keV
portion of the Milky Way’s diffuse soft X-ray background (SXRB; Snowden et al.,
1997; McCammon et al., 2002; Henley & Shelton, 2012) and are typically seen in
otherwise empty fields of view in the sky (~1000 sight lines; Yoshino et al., 2009;
Henley & Shelton, 2010, 2012). On the other hand, the absorption lines are only seen
in ~30 bright active galactic nucleus (AGN) and blazar spectra (Nicastro et al., 2002;
Rasmussen et al., 2003; Wang et al., 2005; Williams et al., 2005; Fang et al., 2006;
Bregman & Lloyd-Davies, 2007; Yao & Wang, 2007; Hagihara et al., 2010; Gupta
et al., 2012; Yao et al., 2012; Miller & Bregman, 2013; Fang & Jiang, 2014) or X-ray
binaries (Yao & Wang, 2005; Hagihara et al., 2010). The sensitivity of current X-ray
telescopes in the soft X-ray band is the limiting factor on the number of absorption
line detections, but still results in the nearly ubiquitous detection of the emission
lines.

The SXRB, with some contribution from O viI and O VIII emission lines, has been
observed in broadband images from the ROSAT All-Sky Survey (RASS; Snowden
et al., 1997), in blank-sky spectra from current X-ray telescopes (Yoshino et al., 2009;
Henley & Shelton, 2010, 2012), and with the Diffuse X-ray Spectrometer sounding
rocket (McCammon et al., 2002). A combination of results from analyses comparing
the RASS 1/4 keV and 3/4 keV bands (Snowden et al., 1997; Kuntz & Snowden,
2000) and shadowing experiments toward nearby molecular clouds (Galeazzi et al.,
2007; Smith et al., 2007) imply that multiple plasma components comprise the 0.5-2.0
keV component of the SXRB.

The “local” emission component of the SXRB is believed to come from a combi-
nation of the Local Bubble (LB) and solar wind charge exchange (SWCX) processes.
The LB is thought to be a supernova (SN) remnant that the Sun is currently inside

(Snowden et al., 1990, 1993), although its physical and corresponding emission prop-
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erties are debated in the literature. Arguments exist either for the LB being filled
with X-ray-emitting gas at ~ 10% K (Smith et al., 2007) or that the emission comes
more from a wall of material at the edges of the bubble (100-300 pc away; e.g., Welsh
& Shelton, 2009). On the other hand, SWCX emission is a known soft X-ray emission
source where neutral hydrogen and helium atoms undergo charge exchange reactions
with solar wind ions in and around our solar system (Cravens et al., 2001; Snow-
den et al., 2004; Wargelin et al., 2004; Carter & Sembay, 2008; Koutroumpa et al.,
2007; Kuntz & Snowden, 2008; Carter et al., 2011; Ezoe et al., 2010; Koutroumpa
et al., 2011). These reactions are difficult to predict or quantify, but are known to
produce time-variable line emission at energies <1 keV. While the details of both
emission sources are still unclear, a combination of both SWCX and LB emission
models are necessary to reproduce the ROSAT 1/4 keV band emission (Galeazzi
et al., 2014; Smith et al., 2014a). The picture at high energies, specifically for the
Ovir and O VIII emission lines, has uncertainties as well. Shadowing experiments
toward nearby molecular clouds show that local O VII emission is common, but O VIII
emission is not always detected (Smith et al., 2007; Koutroumpa et al., 2011). It is
clear the LB and/or SWCX can produce O vil and O VIII emission, but their global
oxygen line emission properties are still unclear.

The “non-local” plasma component of the SXRB is believed to come from a more
extended, diffuse plasma at a slightly hotter temperature than the LB (Yoshino et al.,
2009; Henley & Shelton, 2013), although the source and exact spatial extent of the
plasma is unclear. One potential source would be a plane-parallel, exponential distri-
bution of ~ 105 K due to SN-driven outflows from the Milky Way’s disk (Norman &
Ikeuchi, 1989; Joung & Mac Low, 2006; Hill et al., 2012). Indeed, this type of density
distribution is suggested by Hagihara et al. (2010) based on O vir and O vIII absorp-
tion line measurements along the PKS 2155-304 sight line. They fit their absorption

line observations with an exponential disk density model with a scale height of 2.8%¢
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kpe, implying a much more confined medium compared to the diffuse, volume-filled
halo picture. However, this type of distribution results in inconsistencies with ad-
ditional “non-local” plasma observables, including the emission measure distribution
across the sky of the “non-local” plasma (Henley et al., 2010; Henley & Shelton, 2013)
and the Milky Way’s diffuse X-ray surface brightness (Fang et al., 2013). This implies
that the “non-local” plasma contribution to the SXRB, and thus the O vir and O viI1
emission lines, is likely from an extended distribution of gas in the Milky Way’s halo.

Analyses of the O vil and O vIII absorption lines typically assume that the lines
arise from a large (scales 220 kpc), diffuse, volume-filled halo consistent with shock
heated gas at the Milky Way’s virial temperature in quasi-static equilibrium (White
& Frenk, 1991). Detailed work on the absorption strengths between O vii and O viII
(when detected) along individual sight lines suggests a plasma temperature between
log(T) = 6.1-6.4, but do not provide constraints on the large-scale properties of the
plasma. Recent work by Bregman & Lloyd-Davies (2007) and Gupta et al. (2012)
analyzed larger samples of the absorption lines using XMM-Newton Reflection Grat-
ing Spectrometer and Chandra High and Low Energy Transmission Grating data.
Bregman & Lloyd-Davies (2007) compared their column densities to a single line of
sight emission measurement (McCammon et al., 2002) while Gupta et al. (2012) com-
pared their column densities to an average emission measure from ~20 lines of sight
(Yoshino et al., 2009; Henley et al., 2010) to estimate a characteristic density and
path length of the absorbing material. There are several discrepancies between these

3 and path

works, but both find characteristic densities between 10~ and 1072 cm™
lengths >20 kpc.

Miller & Bregman (2013) provided an improvement on these works by modeling
the local O vir absorption lines in 29 AGN and X-ray binary spectra with a more
physical hot halo density model (as opposed to a constant-density sphere). They

found the absorption lines could be modeled with a modified spherical S-model (ef-
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fectively a power law) with g ranging between 0.56 and 0.71, depending on the effects
of absorption line saturation (3 = 0.5 corresponds to n oc r~3/2). These density model
constraints resulted in hot gas mass estimates of 3.3-9.8 x 10 M within 200 kpc.

Until now, there has been no comprehensive comparison between the O vil and
O VIl emission and absorption line observations thought to be due to a Galactic
hot gas halo. This is partially due to the difficulty in disentangling the LB and
hot halo contributions to the emission lines across the entire sky. The characteristic
densities and size scales (L) for each component imply the LB contributes more to
the emission lines (o< n*L) than the absorption lines (< nL). (e.g., Gupta et al.,
2014) Additionally, the differences in sample sizes between the two observables have
prevented a large-scale analysis between the two. The number of O VII absorption
line measurements with current X-ray telescopes (~30) is at its maximum due to the
sensitivity of current detectors, while many published O viI and O VIII emission line
measurements are focused on individual sight lines or are limited to a certain region
of the sky. This is important since the absorption and emission properties of the hot
gas halo vary across the sky, meaning comparisons between absorption lines in one
area of the sky with emission lines in a different area may yield incorrect results about
the hot halo plasma.

Henley & Shelton (2012) have offered a resolution to the latter issue by presenting
an all-sky catalog of O vi1 and O VIII emission line measurements of the SXRB using
XMM-Newton/EPIC-MOS data. Their sample is an incredibly useful tool for probing
the Milky Way’s hot gas halo since there are many targets (1868 in their whole
sample) and their sample covers the entire sky. The combination of these two effects
should provide improved constraints on the Milky Way’s hot gas halo compared to
the absorption line data sets, even with the known LB emission.

In this work, we unify the procedure outlined in Miller & Bregman (2013) with

this O vir and O VIII emission line data set to constrain the density properties of the
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Milky Way’s hot gas halo. We develop a parametric model for the Milky Way’s hot
gas halo density profile and LB, calculate model line intensities along each line of
sight and for a given parameter set, and find the model parameters that are most
consistent with the data. In this way, we constrain the density properties of the hot
gas halo and place more precise estimates on important quantities such as its mass
and metallicity.

There are several advantages to this work on the O vir and O VIII emission lines.
The most critical benefit of this work is that we are analyzing the emission lines in the
same way Miller & Bregman (2013) analyzed O viI absorption lines. This is crucial
since we expect the Milky Way’s hot halo to contribute to both sets of observables, so
any similarities or differences between the two results can tell us about the physical
properties of the gas. The other main benefit is that the quality of our constraints
using this emission line sample should be much improved compared to the absorption
line constraints. This is largely due to the increase in sample size by a factor of ~20.

The outline for the rest of the chapter is as follows. In Section 3.4, we describe the
observation selection, data reduction, and line measurement procedure of the O viI
and O VIII emission lines from Henley & Shelton (2012). In Section 3.5, we describe
our model fitting procedure. This includes a discussion of our parametric model and
emission line calculation. In Section 3.6, we discuss our model fitting results and
constraints on our density model. In Section 3.7, we discuss the implications of our
results and compare them with other studies on the Milky Way’s hot gas halo. Finally

in Section 3.8, we summarize our results.

3.4 Data Reduction

Our emission line sample is a subset of the comprehensive O viI and O VIII emission
line sample from Henley & Shelton (2012). The authors compiled their sample from all

public XMM-Newton observations prior to 2010 August 4 that contained any EPIC-
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MOS exposure time (5698 observations). The goal of creating this sample was to
analyze the various sources of the Milky Way’s SXRB, including SWCX, the LB, and
the Milky Way’s hot gas halo. Our data set is a subset of the Henley & Shelton (2012)
full sample that maximizes our sensitivity to the Milky Way’s hot halo emission.
This work focuses on the analysis and modeling of our subset of the emission
lines presented in Henley & Shelton (2012), not the line measurements or sample
compilation itself. Here we provide an overview of their procedure and refer the reader
to the full sample references for a more detailed description of the sample (Henley
& Shelton, 2010, 2012). We describe their data selection and reduction procedure in
Section 3.4.1, their emission line measurement procedure in Section 3.4.2, and our

additional screening procedure to create our sample in Section 3.4.3.

3.4.1 Data Filtering

The 5698 archival XMM-Newton observations were processed with the standard
XMM-Newton Science Analysis System ! version 11.0.1, including the XMM-Newton
Extended Source Analysis Software 2 (XMM-ESAS; Kuntz & Snowden, 2008; Snow-
den & Kuntz, 2011). The XMM-ESAS script mos-filter was used to remove any
observing time affected by soft-proton flaring. This contamination is identified by
an excess or deficit in the 2.5-12 keV count rate. After this filtering, the authors
kept observations with >5 ks of good observing time and with at least one good ex-
posure with the MOS1 and MOS2 cameras each. This resulted in a sample of 2611
observations out of the original 5698.

Bright X-ray sources were removed from the observations using both visual inspec-
tion and automated source removal procedures. These screening methods are neces-

sary to isolate SXRB emission in the extracted spectra. The authors used data from

http://xmm.esac.esa.int/sas/
2http://heasarc.gsfc.nasa.gov/docs/xmm/xmmhp_xmmesas .html
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the Second XMM-Newton Serendipitous Source Catalog * (2XMM; Watson et al.,
2009) for automated X-ray point source removal. For each observation, any 2XMM
source with 0.5-2.0 keV flux F$*72 > 5 x 107! erg cm™2 s7! inside the field of view
was removed using a 50” circular region. These regions typically enclose ~90% of the
sources’ fluxes. The authors also employed a visual inspection of the observations to
remove any bright or extended sources that were not included in the automated point
source removal. The exclusion regions for these sources typically ranged between 1’
and 4’ (Henley & Shelton, 2010).

SWCX reactions are a known source of O Vil and O VIII line emission that must be
accounted for in the emission line measurements. These reactions occur between solar
wind ions and neutral hydrogen atoms in the Earth’s atmosphere (geocoronal SWCX)
or neutral hydrogen and helium atoms in the heliosphere (heliospheric SWCX). Geo-
coronal SWCX emission is strongest in the magnetosheath (Robertson & Cravens,
2003b) and often occurs at times when the solar wind proton flux is high (Carter &
Sembay, 2008; Kuntz & Snowden, 2008). Heliospheric SWCX tends to be stronger
near the ecliptic plane (Robertson & Cravens, 2003a; Koutroumpa et al., 2006) and
varies with the overall solar cycle (11 yr). Fortunately, techniques to reduce SWCX
emission to Ovil and O VIII emission line measurements exist (Carter & Sembay,
2008; Carter et al., 2011).

Henley & Shelton (2012) address several SWCX filtering techniques in detail, but
their primary approach utilizes solar wind proton flux data from OMNIWeb %. This
database includes solar wind proton flux data from numerous satellites, including the
Advanced Composition Explorer and Wind. They reduce SWCX contamination to
the emission lines by removing portions of the XMM-Newton data taken when the
solar wind proton flux was greater than 2 x 10® cm=2 s~!. This filtering procedure

caused the number of usable observations to fall from 2611 to 1435 due to some of

3http://xmmssc-www.star.le.ac.uk/Catalogue/2XMMi-DR3/
‘http://omniweb.gsfc.nasa.gov/
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the observations falling below the 5 ks observing time threshold mentioned above.
The authors presented both their full sample of emission lines and this “flux-filtered”
sample of emission lines that are less contaminated by SWCX emission. Figure 3.1
shows the distribution of the flux-filtered sample on the sky and the corresponding

emission line strengths.

3.4.2 Emission Line Measurements

In this section, we outline the emission line measurement procedure from Henley
& Shelton (2012). This includes fitting for all emission sources in a typical SXRB
spectrum, including the emission lines of interest, the continuum of the LB and hot
halo, the extragalactic background (EPL), the instrumental lines in the 0.4-10.0 keV
range, and any residual soft proton contamination present after filtering out the qui-
escent particle background (QPB). This entire measurement procedure used XSPEC
% version 12.7.0.

The authors fitted each observation in the 0.4-10.0 keV range with a multicom-
ponent spectral model discussed above. The Ovil and O VIII emission line model
consisted of two d-functions (or Gaussians with widths fixed to zero) with the O viI
energy centroid left as a free parameter and the O VIII energy centroid fixed at 0.6536
keV (from APEC; Smith et al., 2001). Note that this line measurement method in-
cludes the total line emission from all sources in the extracted spectrum (hot halo,
LB, and any residual contamination). The Galactic continuum included an absorbed
APEC thermal plasma model (Smith et al., 2001) with the oxygen Ko emission dis-
abled (Lei et al., 2009). The EPL was modeled as an absorbed power law with a
photon index of 1.46 (Chen et al., 1997). Both the APEC and EPL components

included attenuation by absorbing H1 columns from the LAB survey (Kalberla et al.,
2005) using the XSPEC phabs model (Balucinska-Church & McCammon, 1992; Yan

®http://heasarc.gsfc.nasa.gov/docs/xanadu/xspec/
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Figure 3.1: Flux-filtered sample of Oviil (top) and O vil (bottom) emission line
strengths across the sky from Henley & Shelton (2012). The dashed line
represents the observed gamma-ray emission from the Fermi bubbles (Su
et al., 2010) and the shaded gray strip represents 5° above and below the
ecliptic plane.
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et al., 1998). The APEC and phabs components assumed Anders & Grevesse (1989)
abundances. The model included two Gaussians for the Al-K and Si-K instrumental
lines in this energy range (Kuntz & Snowden, 2008). The final model component
included a power law (not folded through the instrumental response) to account for
residual soft proton contamination from the QPB (Snowden & Kuntz, 2011).

Henley & Shelton (2012) provide a detailed discussion of the assumptions made
in the above model and how these assumptions relate to the uncertainties presented
in their results. Here we highlight those that affect the uncertainties of the emission
line measurements. The statistical errors of the emission line measurements come
from the standard XSPEC error command. The authors also provide a systematic
uncertainty estimate based on the type of thermal plasma model used and variation
in the EPL normalization parameter. The former compares the original line intensity
measurements assuming an APEC thermal plasma model with measurements assum-
ing a MEKAL (Mewe et al., 1995) or Raymond & Smith (1977) model (see Equation 1
in Henley & Shelton, 2012). The latter accounts for sightline-to-sightline variation in
the EPL normalization parameter due to variable soft proton contamination and/or
unresolved sources with F%° 20 < 5x 107!* erg cm™2 s~! (Moretti et al., 2003). The
total systematic error for each observation is the combination of these two estimates
in quadrature.

The final filtering procedure discussed in Henley & Shelton (2012) applies a more
restrictive constraint on residual soft proton contamination to the emission line mea-
surements. The authors introduced the ratio between the total 2-5 keV band flux
(F2.5) and the EPL flux in the same energy band (F fx;iz) as a quantitative measure
of residual soft proton contamination to the count rates (Henley & Shelton, 2010).
Any observations where this ratio was greater than 2.7 were rejected from the sam-
ple. This decreased the number of useful observations from 2611 to 1868 for their full

sample and from 1435 to 1003 for their flux-filtered sample.
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3.4.3 Additional Observation Screening

We apply additional screening methods to the data in order to produce a sam-
ple that is most sensitive to the Milky Way’s hot halo emission. These are spatial
screening methods where we discard observations that are located near possible con-
taminates to the O viI and O VIII emission lines. These include bright X-ray sources
in the sky and any Galactic features that show evidence for enhanced soft X-ray
emission (see Table 3.1 for a summary). Although Henley & Shelton (2012) account
for a range of point source removal methods in their data reduction procedure (see
Section 3.4.1), this additional screening is designed to provide a cleaner sample of
Milky Way hot halo emission.

Our automated screening discards any observations within 0.5° (or within the
XMM-Newton field of view) of sources that could produce soft X-rays, thus com-
plicating the O vir or O VIII emission line measurement. We utilize several all-sky
catalogs that cover a range of astrophysical objects to generate a potential contam-
inating source list. The final contaminating source list is a subset of the objects in
these catalogs based on either direct or inferred X-ray brightness cuts. For exam-
ple, for ROSAT Bright Source Catalog objects we include sources with fluxes > 1
counts s~!, but for Principal Galaxy Catalog objects, which do not have observed
X-ray fluxes, we include sources with sizes > 10’. This does not create a completely
uniform list of different types of X-ray-emitting objects and their fluxes, but it does
provide a general list of objects that could contaminate the O viI or O VIII emission
line measurement.

We also discard observations by hand that are known Galactic X-ray features and
that are not discarded by our automated screening procedure outlined above. We
remove any observations within < 10° of the Galactic plane to reduce emission from
SNe in the Milky Way’s disk (Norman & Ikeuchi, 1989; Joung & Mac Low, 2006;

Hill et al., 2012). This region also contains the largest H1 columns that attenuate
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Table 3.1. Automated Screening Criteria

Catalog Types of Sources Screening Criteria ®

ROSAT-BSC " Any bright X-ray source > 1 counts s~ !
ROSAT-RLQ ¢ Radio loud quasars Foi_04 %> 107" erg cm=2 571
ROSAT-RQQ ¢  Radio quiet quasars Foi_94 > 107" erg em™2 57!
PGC 2003 f Galaxies Apparent diameter > 10/
MCXC & Galaxy clusters z < .1

2Objects satisfying these criteria in their respective catalogs compose our
potential contaminant source list. All observations from the Henley & Shelton
(2012) Flux-filtered sample within 0.5° of these objects are removed in our
model fitting procedure.

PROSAT All-Sky Survey Bright Source Catalog (http://www.xray.mpe.
mpg.de/rosat/survey/rass-bsc/; Voges et al., 1999).

‘ROSAT Radio Loud Quasar Catalog (http://heasarc.gsfc.nasa.gov/
W3Browse/rosat/rosatrlq.html; Brinkmann et al., 1997).

40.1-2.4 keV flux.

°*ROSAT Radio Quiet Quasar Catalog (http://heasarc.gsfc.nasa.gov/
W3Browse/rosat/rosatrqq.html; Yuan et al., 1998).

fPrincipal Galaxy Catalog (http://leda.univ-1yonl.fr/; Paturel et al.,
2003).

gMeta-Catalog of X-ray Detected Clusters of Galaxies (http://heasarc.
gsfc.nasa.gov/W3Browse/rosat/mcxc.html; Piffaretti et al., 2011).
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hot halo line emission, thus making the de-absorbed emission line intensities more
uncertain. We also remove observations within |/| < 22° and |b] < 55°, or near the
Fermi Bubbles (e.g., Su et al., 2010). It is unclear how the bubbles have impacted the
Milky Way’s hot gas halo, but there are signatures of the bubbles in X-ray spectra
(Bland-Hawthorn & Cohen, 2003; Kataoka et al., 2013). The observations that pass
through these regions will be part of a separate study. Finally, we remove a cluster
of observations near the Large Magellanic Cloud and Small Magellanic Cloud.

After our additional screening criteria discussed above, we are left with 649 of the
1003 observations from the flux-filtered sample. Figure 3.2 shows the distribution of
our screened sample on the sky with the corresponding O vir and O VIII emission line
strengths. Other than the Galactic plane and Fermi Bubble regions, our screened
sample has similar sky coverage compared to the original all-sky samples. This sub-
sample of observations should contain minimal emission from sources other than the
LB and Milky Way hot halo and serves as our working sample of observations in our

model fitting procedure.

3.5 Model Fitting

Here we describe how we compare the emission line observations from Henley &
Shelton (2012) with simulated line intensities from a parametric density model for the
Milky Way’s hot gas halo. The goal of this work is to explore our model parameter
space and find the set of parameters that is most consistent with the observations.
This way we constrain the density profile of the Milky Way’s hot gas halo with the

same approach as previous studies on O viI absorption lines (Miller & Bregman, 2013).

3.5.1 Halo Density Model

We consider various forms of a spherical S-model to represent the Milky Way’s

hot gas halo density profile. We choose this model because of its success in fitting
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Figure 3.2: Same as Figure 3.1 but with our additional screening criteria applied to
the observations (see Section 3.4.3). Note the emission line strengths tend
to increase from Galactic anticenter toward the Galactic center. These
observations serve as our sample in our model fitting procedure.
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X-ray surface brightness profiles around early- (Forman et al., 1985; O’Sullivan et al.,
2003) and late-type (Anderson & Bregman, 2011; Dai et al., 2012) galaxies and to
be consistent with previous work on the Milky Way’s hot halo (Miller & Bregman,
2013). The fB-model is defined as:

n(r) =no(L+ (r/re)?) =, (3.1)

where n, is the central density, r. is the core radius, and 3 defines the slope of the
profile at large radii. Typical values for § range between 0.4 and 1.0 while typical
core radii are < 5 kpe.

The typical observed values for the core radii parameter combined with our re-
moval of observations near the Galactic center limit our ability to simultaneously
constrain all three parameters of the S-model. Out of the 649 pointings in our sam-
ple discussed above, only 4 pass within 5 kpc of the Galactic center. Following the
work of Miller & Bregman (2013), we adopt a modified S-model in the limit where

r>> e

nere?
r3g -

n(r) ~ (3.2)

This modified density profile is essentially a power law with a normalization of n,r3
and slope of -38. We use this two-dimensional hot gas halo density profile for the
majority of our analysis.

We also consider a flattened hot gas halo density profile in our analysis by modi-
fying the spherical S-model. One expects a flattened hot gas distribution if the dark
matter (DM) profile is flattened due to rotation or its merger history (e.g., Bailin &
Steinmetz, 2005), or if the hot gas acquires net angular momentum (Stewart et al.,

2013). The flattened S-model becomes:
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(R, 2) = no(1+ (R/R.)’ + (2/2)?) 2, (3-3)

where R and z are the radius in the plane of the Milky Way’s disk and height off the
Galactic plane, respectively, and R. and z. are the core radii in those directions. We

infer a flattening of the density profile based on the ratio between R. and z..

3.5.2 LB/SWCX Model

We have to model all other known sources of O vir and O vIII line emission (e.g.,
the LB and residual SWCX) simultaneously with our hot halo density model. This is
because the observed emission lines contain the total emission from all these sources
and because the sources may produce emission line strengths comparable to one an-
other. However, we emphasize that the goal of this work is to understand properties
of the Milky Way’s hot gas halo, not the LB or SWCX. We thus develop a parametric
model for the LB (similar to the hot gas halo), but we do not claim this parametriza-
tion to be the correct physical interpretation for the LB. This still parameterizes the
emission properties of the LB, which is necessary for correctly interpreting the hot
gas halo emission.

We model any emission not due to the Milky Way’s hot halo as a volume-filled,
constant-density LB. The density and temperature along every sight line is assumed to
be the same while the path length of the LB ranges between ~100-300 pc depending
on the direction of the observation. These path lengths come from Na1 absorption
line measurements of 1005 nearby (<350 pc) stars (Lallement et al., 2003). Figures
4-6 in Lallement et al. (2003) show contours separating local ionized and neutral gas,
or equivalently defining an LB edge. The contours show a variety of substructure
associated with the LB, although there is a general shape defining the ionized gas
region. In our analysis, we parameterize the LB edges with a geometrical model

to approximately match the contours discussed above. This implies that the LB
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emission varies by a factor of ~3, depending on the observed direction. We note
this parametrization may not accurately represent the physical properties of the LB,
specifically the constant-density and volume-filled assumptions. There are reports
indicating that the LB is better described as a “cavity” where the emission comes
from a wall of material with little emission from diffuse, volume-filling material (e.g.,
Welsh & Shelton, 2009). However, other works have modeled the LB X-ray emission
properties assuming that the bubble is filled with a diffuse plasma along the line of
sight (Smith et al., 2007). Differentiating between these scenarios is beyond the scope
of this work since this simple parametrization still characterizes the X-ray emission

of the LB with some physical motivation.

3.5.3 Temperature Assumptions

All Ovir and O vl line emissivities come from AtomDB version 2.0.2 (Foster
et al., 2012). The line emissivities assume an APEC thermal plasma in collisional
ionization equilibrium (CIE) at a given temperature (Smith et al., 2001). We initially
assume that the halo and LB plasmas are isothermal with temperatures of log(T}a)
= 6.3 and log(T.p) = 6.1, resulting in O vil and O vIII line emissivities (in units
of photons cm?® s71) of €gyy (halo) = 6.05 x 1075, gy (halo) = 1.45 x 10715,
covn (LB) = 1.94 x 107'° and €gviy (LB) = 2.67 x 1077, Note that the O viI line
emissivities quoted here include the resonance, forbidden, and intercombination lines
since the observed emission lines are unresolved.

We assume that the hot gas halo is a constant-temperature plasma in CIE with
fixed 10g(Thaio) = 6.3. The strongest observational evidence for the hot gas halo be-
ing isothermal comes from modeling the 0.5-2.0 keV spectra of the SXRB for a large
number of sight lines. Henley & Shelton (2013) analyzed 110 observations of the
SXRB based on a subset of the observations from Henley & Shelton (2012). Their

spectral fitting routine was similar to the line measurement procedure above, except
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they fit the spectra with thermal plasma models for the hot gas halo instead of mea-
suring the individual O vi1 and O V111 line intensities. This resulted in hot gas halo
emission measures and temperatures for a subsample of the Henley & Shelton (2012)
observations. The primary benefit of this approach is the ability to fit for the hot
gas halo emission measure and temperature separately from the LB, as opposed to
the emission lines that include all emission sources. The drawback to this spectral
fitting technique is that one requires more counts to constrain the plasma proper-
ties as opposed to just the emission line surface brightnesses, thus requiring more
exposure time per observation. We note that Henley & Shelton (2013) discuss an
in-preparation study indicating the emission measure and line intensity observations
are generally consistent with each other. Furthermore, the sample analyzed in Henley
& Shelton (2013) is subjected to stronger temporal and spatial screening criteria than
the Henley & Shelton (2012) sample that limit the sample’s sky coverage. Thus, the
significant increase in sample size and sky coverage of the emission line measurements
compared to the emission measure/temperature measurements imply the former are
better suited for this study. This study still found that the hot halo temperature
showed little variation with a median of 2.22 x 105 K with an interquartile range
of 0.63 x 10° K (we discuss their emission measure results in Section 3.7.2). This
is also consistent with previous temperature estimates of the hot gas halo from its
emission properties (McCammon et al., 2002; Yoshino et al., 2009), thus validating
this assumption.

As discussed above, we also assume that the LB is a constant-temperature plasma
in CIE with fixed log(T.p) = 6.1. Similar to our constant-density parametrization,
this assumption is also debated in the literature. Smith et al. (2007) conducted a
shadowing experiment toward the nearby molecular cloud MBM12 to constrain the
Ovir and O viII line emission due the LB. They found that the ratio of the emission

line strengths implied an LB plasma temperature of 1.2 x 10° K. However, recent
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work also implies that the LB may not be in CIE and that non-equilibrium ionization
effects can change the interpretation of LB observations (de Avillez et al., 2013).
Although departures from CIE are crucial for understanding the physical properties
of the LB, the work by Smith et al. (2007) motivates our temperature assumption

given our model parametrization.

3.5.4 Optical Depth Considerations

There has been growing evidence for optical depth effects associated with the
Milky Way’s hot halo plasma. This has been a difficult effect to quantify since both
the emission and absorption lines are unresolved, making direct measurements of the
line widths impossible. The best evidence for optical depth effects in the plasma
comes from weak detections of Ovil K absorption lines in several QSO spectra
(Bregman & Lloyd-Davies, 2007; Williams et al., 2005; Gupta et al., 2012). These
works imply optical depths ranging between ~ 0.1-2.0 depending on the Doppler
width assumed for the lines, whether one is observing O vil or O VvIil , and which
direction one observes (Gupta et al., 2012; Miller & Bregman, 2013).

These optical depth estimates mean assuming that the plasma is optically thin
(which is often an implicit assumption) may be incorrect. To estimate the optical
depth corrections, we calculate line intensities both in the optically thin limit and
assuming a Doppler width of b = 150 km s~!. This Doppler width is characteristic
of the hydrogen sound speed at this temperature and is consistent with simulations
of halo gas (Fukugita & Peebles, 2006; Cen, 2012). The Doppler width is necessary
for calculating the absorption cross section of the line transitions (see below). Since
these effects are difficult to quantify, we present results both by calculating emission

lines in the optically thin limit and by accounting for optical depth corrections.
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3.5.5 Line Intensity Calculation

The model line intensity along each line of sight involves a unique calculation
given the geometry of the halo, the LB, and our proximity to the Galactic center.
For every (I, b) coordinate, there is a unique coordinate transformation between that
line of sight distance and galactocentric radius. This coordinate transformation is

summarized by the following equations:

R? = R? + 5% cos(b)? — 2sR, cos(b) cos(l), (3.4)
2? = s%sin(b)?, (3.5)
r? = R?+ 2% (3.6)

In these equations, R and z are respectively the distance from the Galactic center
in the plane of the Milky Way’s disk and height off the Galactic plane, r is the
galactocentric radius, R, is the distance between the Sun and the Galactic center (we
assume R, = 8.5 kpc), and s is the line of sight distance. These are the equations we
use to evaluate the halo emission contribution along every line of sight.

The simplest line intensity calculation we make assumes an optically thin hot halo

plasma. The transfer equation under this assumption is:

d[th'm o - nhalo(3)2€(Thalo)
it j(5) = ettt Ahelo) (37)

where 1,4,(5) is the halo density profile along a given line of sight and €(T}4,) is the
halo line emissivity discussed in Section 3.5.3. This leads to the integral form of our

optically thin emission line calculation:

1
Ithin(la b) = E /nhalo<s)2€(Thalo)dsu (38)

where we integrate the halo density profile out to the Milky Way’s virial radius (/250
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kpc).

We also calculate line intensities while estimating optical depth corrections in
the plasma (see Section 3.5.4). This calculation is different than the optically thin
calculation by accounting for self absorption/scattering of photons by the plasma and
scattering of photons into the line of sight. This changes the transfer equation in the

following way:

ar. .
©7 = () — wls)1(5) + A(5)I (), (3.9
where j(s) is the same as in Equation 3.7. The absorption coefficient (£ (s)) quantifies

the interaction between photons and ions and is defined as:

K(S) = Nhato(8) Ao Xion X 0 = Nhaio($) Ao Xion X 015 fAb 1, (3.10)

where Ap is the oxygen abundance relative to hydrogen, X;,, is the ion fraction of
the absorbers, o is the absorption cross section, .015 is a constant with units of cm?

s7!, f is the oscillator strength of the transition, \ is the transition wavelength in

centimeters, and b is the Doppler width of the lines in cm s *.

Anders & Grevesse (1989) abundances are the most commonly cited solar abun-
dance values, but more current estimates advocate a solar oxygen abundance between
35% and 50% lower than the Anders & Grevesse (1989) value (Holweger, 2001; As-
plund et al., 2005). Here, we adopt the Anders & Grevesse (1989) oxygen abundance
(log(Np)=8.93) to be consistent with previous work and with APEC metal abun-
dances. We also assume X, of 0.5 for both O vir and O vii1 (Sutherland & Dopita,
1993) and a Doppler width of 150 km s™!.

The positive scattering term in Equation 3.9 accounts for single-scattered photons

into the line of sight and depends on the mean intensity at every point along the line

of sight (J(s)). The mean intensity follows the formal definition:
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J(r) = % /4 I(r, Q)d. (3.11)

We introduce the standard definition of optical depth here, d7 = k(s)ds, to represent
Equation 3.9 in a simpler way:
dl. — j(s)

Ty " 16 I6) = 5(5) ~ 1(s), (3.12)

where S(s) is the source function along the line of sight, defined as j(s)/k(s) + J(s).
This differential equation can be solved to represent our line intensity calculation

accounting for optical depth effects:

Thator(1,0) = /e(TOT)S(S)dT, (3.13)

where 7, = [ k(s)ds is the total optical depth for that line of sight.

These optical depth corrections are an approximation in the single-scattered pho-
ton case. The expression for J(r) assumes we know the true mean intensity (or photon
density) at every location in the halo for a given set of model parameters. Thus, for
each model parameter set, we calculate J(r) once to estimate the scattering contribu-
tion to the emission lines. This is only an approximation because J(r) depends on [
from all directions, which inherently depends on J(r). We discuss this approximation
in more detail in Section 3.6.3.

The LB line intensity calculation is more straightforward than our halo calculation
due to our constant density and temperature assumptions. We treat the LB as an
optically thin plasma, thus making the line intensity calculation the limiting case of

Equation 3.8 for a constant-density plasma. The calculation simplifies to:

TL%BL(Z, b)E(TLB)

I1p(l,b) = i )

(3.14)
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where nyp is our LB density parameter, L(l,b) is the LB path length inferred from
Lallement et al. (2003), and €(7,p) is the LB line emissivity discussed in Section 3.5.3.
We finally add our halo and line intensities together to make a total model line

calculation defined as:

Itotal(la b) = ]LB<l7 b) + Ihalo(l7 b)e_THIa (315)

where the e "#! term accounts for H1 absorption in the Galactic disk. Here we define
a1 = ogrNgr where opy is the H1 absorption cross section (Balucinska-Church &
McCammon, 1992; Yan et al., 1998) and Ny is the column density for a given line of
sight from the LAB survey (Kalberla et al., 2005). This is a necessary step since the
observed line intensity measurements account for the total line emission due to all
emission sources along the line of sight. Note we assume the LB is the only plasma
component between the Sun and L((,b), and the halo line intensity integration goes
from L(I,b) to R, along a given line of sight. We still attenuate all our model halo
emission with the observed H1 column densities since starting our halo integration at
~100-300 pc compared with distances securely beyond the Milky Way’s H1 disk (~1
kpc) results in <5% differences in the halo line emission. In this way, we calculate a
model line intensity along any location in the sky given a set of halo and LB density

parameters.

3.5.6 Fitting Procedure

The purpose of our model fitting procedure is to find the parameters for our
emission model that best reproduce the observed line intensities. Quantitatively,
our goal is to minimize the x?, or maximize the likelihood £ oc exp(—0.5x?) in our
case, between our model and the observations. We utilize the Markov Chain Monte
Marlo (MCMC) package emcee (Foreman-Mackey et al., 2013) to explore our model

parameter space (note we assume uniform prior distributions for all MCMC runs
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unless otherwise noted). This package is a Python implementation of Goodman &
Weare’s Affine Invariant MCMC Ensemble sampler designed for parameter estimation
(Goodman & Weare, 2010). We define the input In(£) as —0.5x?, generate a random
set of starting points for our parameters, and allow the code to explore the parameter
space to maximize the likelihood.

We examine the marginalized posterior probability distributions of our model pa-
rameters to determine the parameter set that best reproduces our observed line inten-
sities. The emcee package conveniently outputs these distributions for each sampler
run on a set of line observations and for a given plasma type (optically thin or with
optical depth corrections). The binned distributions are then fit with Gaussian func-
tions with the centroid being the optimal parameter and the o parameter being the
uncertainty of the optimal parameter. In this way, we constrain the model parameter

set that is most consistent with the observations.

3.6 Results

Here we present our results based on our model fitting procedure discussed above.
We spend most of our analysis fitting the O vir and O VIII emission line observations
separately rather than both measurements simultaneously. This is the better ap-
proach since the typical signal-to-noise ratio (S/N) of the O Vil measurements (mean
= 4.9) are larger than the O VIII measurements (mean = 1.3) in our sample. We also
present results with and without optical depth effects present in the line intensity cal-
culation. A summary of our results can be found in Table 3.2. Note that throughout
the rest of the chapter, our quoted x? and x?,,; values are from the best-fit values in
Table 3.2. We use these metrics to quantify the consistency between our models and

the observations.
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Figure 3.3: Observed O VIII emission line values compared with our best-fit model val-
ues assuming an optically thin plasma. The error bars on the observations
are the addition of statistical and systematic uncertainties in quadrature.
We bin the data and show the medians with first through third quartile
regions (black points) along with the weighted means (green points). The
vertical black dotted lines are the bin edges used while the black solid
line represents the one-to-one line. The binned data indicate our best-fit
model reproduces the data.

3.6.1 Analyzing Oviil Line Emission

The O VvIII emission line observations are fit very well with our parametric model
(X%, (dof) = 1.08 (644)) regardless if we assume the plasma is optically thin or
apply our optical depth corrections. The 8 parameter ranges between 0.50 and 0.54

depending on the type of plasma we assume, corresponding to a ~ 73/2

density
profile. Figure 3.3 shows the relationship between the observed O viil and our best-fit
model intensities, assuming that the plasma is optically thin. This includes weighted
means and medians (with interquartile regions) for several model intensity bins to
show that our best-fit model reproduces the O viil observations. Note that we use

smaller bin sizes for I < 2 L.U. (where the unit L.U. = photons cm™2 s sr™!) to

show that we reproduce the general properties of the O VIII observations with our
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best-fit model.

The quality of our fit to the O VIII observations significantly improves with the
exclusion of one outlier observation (XMM-Newton Observation ID 0200730201, (I, b)
= 327.59°, +68.92°). This observation has an abnormally large line strength and
S/N (Ips = 8.69 L.U., S/N with total uncertainty = 10.84) compared to the expected
model value in this direction (,,,¢ = 1.18 L.U.), making it a ~ 90 outlier. We ran
our model fitting procedure on our O VIII emission line sample with and without this
observation included and found that the best-fit parameters did not change, but the
X2.4 (dof) dropped significantly from 1.21 (645) to 1.08 (644). This observation was
subjected to the standard flux-filtering procedure discussed above, so we do not expect
SWCX contamination to be the cause of this peculiarity. It is, however, located at
the tip of the north polar spur, a known region of enhanced X-ray emission thought
to be caused by a nearby SN remnant (Miller et al., 2008). We intend to examine this
region in more detail in the future, but the quality of our fit results and density model
constraints with its removal from the sample indicates that the O VvIII observations
are well described by our model.

We allow the hot gas halo size to vary as a free parameter to estimate the mini-
mum size halo necessary to still be consistent with the O vIiI observations. Initially,
we calculate line intensities assuming a halo size of 250 kpc, but our line intensity
calculation becomes less sensitive at larger galactocentric radii due to the decrease
in density. In other words, our model line intensity values do not change much once
we integrate past a line of sight distance of ~50 kpc. When we allow the halo size
to vary, we find nearly identical posterior probability distributions for the original
model parameters. The distribution for the halo size is not a well-defined Gaussian
like the other parameters, but instead is a flat distribution between 15 and 250 kpc.
Thus, we find a minimum halo size of ~15 kpc. This size scale is consistent with a

large, extended gas distribution, rather than a compact disk morphology. Miller &
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Bregman (2013) also found similar minimum halo sizes of 32 kpc and 18 kpc at the
95% and 99% confidence levels from a similar analysis of O VII absorption lines.

Similar to the work by Miller & Bregman (2013), we had trouble fitting a flattened
density model to the observations. This is likely due to the inferred vales for r., R.,
and z. (<1 kpc) and our lack of observations near the Galactic center. The only
way we can constrain R, and z. for the flattened model is by limiting the explored
parameter space of the other free parameters in our model. We employ boundaries of
0.01-0.50 cm 2 for n,, 0.3-0.8 for 3, and 0.0-0.1 for nyz in our MCMC analysis while
R, and z. are left to explore their full parameter space. When we set these boundaries
and assume an optically thin plasma, we find a best-fit model with R. = 0.23 £+ 0.09
kpc and 2z, = 0.27 £ 0.10 kpe (x2,, (dof) = 1.08 (644)). The orthogonal core radii are
consistent with each other based on their 1o uncertainties, indicating that a flattened
density profile is not an improvement over our spherical density model.

The hot gas halo density parameters have much tighter constraints than the LB
density parameter when we fit the O VIII emission lines. Furthermore, the LB density
parameter is consistent with zero, implying that there is little O viil emission due
to the LB. This is seen in our marginalized posterior probability distributions (Fig-
ure 3.4) and joint probability distributions (Figure 3.5) for fitting the O v1iI lines with
an optically thin hot halo plasma. This is a somewhat self-imposed constraint based
on our temperature assumption for the LB. The O vIII line emissivity for the LB is
~50 times weaker than the halo line emissivity. However, the LB density parameter
would be much larger if there was a global contribution to the O VIII emission lines
from the LB. The fact that the LB density parameter does not compensate for the
relatively small line emissivity implies that the LB has little contribution to the O viI1
. This means the O VIII emission lines are effectively fit with just our hot halo model,

making them a good tracer of halo gas.

85



7000

6000¢

5000}

4000
z

3000}

2000}

1000¢

0

7000 3000
6000 2500} !
>000 2000}

1 4000 !

z Z 1500 !
3000 1
5000 1000}
1000 5005,

0 A
35 043 0.52 0.6l

050 1.5 2.00

2.75 350 O
n,r.*? (1072 em—*kpc®)

P00 250 .00 135 18.0

ny, (107% cm™)
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Figure 3.5: Joint posterior probability distributions for our model parameters while
fitting the O VvIiI observations with an optically thin plasma. The lines
represent the 1o, 20, and 30 confidence regions. We trace the 1o bound-
ary on the left plot (between n,r3 and 3) to estimate the uncertainties
on halo density, mass, etc., with radius. The black crosses represent the
best-fit parameter values from the first row of Table 3.2.
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Figure 3.6: Same as Figure 3.3 but for our O viI fit results.

3.6.2 Analyzing Ovil Line Emission

The O vII emission line observations show very different fitting results compared
to the O VIl observations. Our fitting procedure does find optimal parameters to
reproduce the data, but our best-fit model finds a x?, (dof) = 4.69 (645) for the
O vII observations compared to 1.08 (644) for the O VIl observations. Figure 3.6
shows an analog of Figure 3.3, but for our best-fit O viI optically thin plasma model
compared to the O VII observations. While the constraints on the fitted parameters
are comparable to the O vIII fitting results (even significantly better for nyp), the
quality of our fit implies that the O vIiI observations are not well described by our
parametric model.

Following the approach of Miller & Bregman (2013) on O viI absorption lines, we
fit the O VII emission line observations with the inclusion of an additional uncertainty
to the observations (0,44). The purpose of this approach is to add the smallest
uncertainty to the measurements (0,44 is added in quadrature with the statistical and

systematic uncertainties) while also finding an acceptable model fit to the data. In this
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way, 0444 1s a crude estimate of the sightline-to-sightline variation or a way to quantify
the deviation of the observations from our ideal density model. We find for both an
optically thin and optical depth corrected plasma, including 0,4 = 2.1 L.U. (~=40% of
the median O V1I line intensity and ~1.7 times the median O VII uncertainty) results
in a x%, (dof) = 1.03 (645). Fitting the O VI observations with and without this
added uncertainty causes a small change in the best-fit parameters (within 1o of each
other, see Table 3.2). The source of this variation and its relation to the differences

between our O Vil and O VIII fitting results are discussed in Section 3.7.4.

3.6.3 Optical Depth Effects

Optical depth corrections in our line intensity calculation have a subtle, yet im-
portant imprint on our model fitting results. Regardless of whether or not we analyze
Ovir and O VIl , applying optical depth corrections to our intensity calculation in-
creases both our fitted halo normalization parameter and . This is likely due to the
absorption term dominating the scattering term in Equation 3.9. For a given model
parameter set, the absorption term causes the calculated line intensity along a given
line of sight to be smaller than the optically thin calculation (i.e., some photons are
absorbed along the line of sight). This explains the increase in the halo normalization
parameter since more photons must be created everywhere in the halo to account
for these absorbed photons and still reproduce the observations. But the absorption
term k o< n, implying that denser gas regions are more susceptible to this effect. This
explains the increase (or steepening) of the fitted 5 parameter since regions closer
to the Galactic center need to generate more photons compared to the outer regions
of the halo to reproduce the observations. This qualitative argument explains the
behavior we see in our fit results, but we need to quantify this effect to constrain the
true halo gas density profile.

We evaluate these optical depth corrections quantitatively by comparing the true
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Figure 3.7: Plots illustrating the optical depth effects we model in our fitting pro-
cedure. We fit optical depth-corrected observations from a halo density
profile with (... assuming the plasma is optically thin. The “observed”
or “fitted” Bopserved values compared to the Si... values are seen on the
left while the right shows the ratio between the two (dashed lines). One
sees Bopservea Tanges between 80% and 95% of Sy, for a range of true halo
profiles.

and fitted § parameters if the true plasma accounts for optical depth corrections,
but we assume that the plasma is optically thin. Given a true model parameter
set, (norfﬂ Vtrue and Bipye, we simulate 160 O VIII emission line observations randomly
distributed across the sky accounting for optical depth effects. We then fit the simu-
lated observations assuming the plasma is optically thin. This gives us an estimate of
how much the optical depth corrections actually effect our fit parameters. Figure 3.7
shows the results of this procedure for a true halo normalization of 1.3 x 1072 cm ™3
kpc®? and a range of Biye. One sees if we assume the plasma is optically thin, our
inferred 5 would be smaller (shallower) than f,.... The strength of this effect depends
on fByrye, but the observed 3 ranges between 80% and 95% of S4.. This is consistent

with the differences we see in our own fit results.
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At this point it is difficult to assess the accuracy of these optical depth corrections,
even with the estimation procedure above. This is because finding solutions to the
transfer equation is inherently an iterative process. We assumed in the above calcula-
tions that our single calculation of the mean intensity for a given halo parametrization
is an accurate representation of the true radiation field everywhere in the halo. This
is not necessarily the case when accounting for multiple photon scatterings, assump-
tions on the turbulence of the medium, etc. Future work will involve developing a
Monte Carlo radiative transfer code designed for this system so we can more accu-
rately estimate these effects. However, our calculation above is consistent with our
expected scenario where optical depth corrections are largest toward denser regions of
the halo (near the Galactic center). Furthermore, the O viil best-fit parameters are
consistent with each other at the 1o level with and without optical depth corrections.
This enhances our argument that we can indeed constrain the true density profile of

the Milky Way’s hot gas halo.

3.7 Discussion

Here we discuss the implications of our model fitting results for both O vir and
O viir observations. Our constraints on the Milky Way’s hot gas halo density profile
provide additional constraints on other Milky Way properties, such as its total bary-
onic mass, mass accretion rates, etc. We will also discuss how our model constraints
compare with previous analyses on the Milky Way’s SXRB, local O viI absorption
lines believed to be caused by the same hot gas halo plasma, and theoretical work on

galactic hot halos.

3.7.1 Implications for the Milky Way

The primary quantity we estimate with our halo model constraints is the total hot

gas mass within the Milky Way’s virial radius (R,;.). Estimates of the Milky Way’s
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Figure 3.8: Our best-fit density profile as a function of galactocentric radius from
fitting the O VIII observations with an optically thin plasma and assuming
a gas metallicity of 0.3 Z (red). The blue curve shows the best-fit density
profile from Miller & Bregman (2013), who analyzed O vII absorption lines
with a similar procedure to this work. The shaded regions represent the
1o boundaries on these values.

Ry range between 207 kpc (Loeb et al., 2005) and 277 kpc (Shattow & Loeb, 2009)
with additional estimates in between (Klypin et al., 2002). Here we adopt a R,; =
250 kpe. Figures 3.8 and 3.9 show our density and integrated mass profiles for our
O v1r optically thin plasma results assuming a gas metallicity of 0.3 Z (red curves).
The shaded regions indicate the 1o mass boundaries by tracing the 1o contour in
nor2P—B space (see Figure 3.5). Table 3.2 also shows the integrated hot gas mass
out to 50 and 250 kpc for every observation/plasma combination we examine. Our

model fitting results imply hot gas masses between 2.9-5.3x10° M, within 50 kpc
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Figure 3.9: Enclosed mass as a function of galactocentric radius for the same density
profiles in Figure 3.8. We find characteristic masses of the hot gas halo to
be 2.9-5.3x10° M, within 50 kpc and 2.7-9.1x10'° M, within R,;. when
we examine all of our fitting procedures.

and 2.7-9.1x10'° M, within R,;.. These estimates are more tightly constrained if we
only consider our O VIII fitting results, which reproduce the data much better than
our O VII fitting results. The characteristic masses have a range of 2.9-3.8x10° M
within 50 kpc and 2.7-4.7x101° M, within 250 kpc in this case.

We compare these hot gas mass estimates to the known baryonic and total mass of
the Milky Way. The known baryonic mass in the Milky Way (stars + cold gas + dust)
is between 6-7x101°M (Binney & Tremaine, 2008). If our hot gas density profile
extends out to R,;., the hot gas and known baryonic masses are comparable. We

can extend these mass constraints to estimate the Milky Way’s total baryon fraction,
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defined here as f, = M}, /My, where M, is the total baryon mass and M, is the total
baryon plus DM mass . Current estimates for the Milky Way’s virial mass have a
range of 1.0-2.4x10'?M,, (Boylan-Kolchin et al., 2013). If we account for this range
of virial masses, our range of hot gas masses from our O VIII observations (with 1o
uncertainties), we estimate the Milky Way’s total baryon fraction to be between 0.03
and 0.11. Even the upper limit of this range (which makes numerous assumptions
on the various mass estimates involved) falls well below the cosmological baryon
fraction of f, = 0.171 4+ 0.006 measured by the Wilkinson Microwave Anisotropy
Probe (Dunkley et al., 2009). This implies that if our best-fit hot halo density profile
extends to the R,;., it contains a significant amount of mass compared to the other
baryons in the Milky Way but does not account for all of the Milky Way’s “missing
baryons”.

It is possible our hot gas density profile extends past R,;., thus increasing our
mass estimates. In particular, we estimate how far our density profile would need to
extend to account for all the Milky Way’s missing baryons. The Milky Way’s virial
mass, the other known baryonic mass components (excluding the hot gas mass), and
the cosmological baryon fraction discussed above imply a missing baryon mass of
~ 2 x 101 M. Given the range of assumptions made above for our hot gas mass
estimates above (gas metallicity, mass uncertainties, etc.), our halo would need to
extend between 3 and 5 R,; to account for all of the Milky Way’s missing baryons
(Bregman et al., 2015).

The hot mass estimates quoted in Table 3.2 all assume a gas metallicity of 0.3
Z based on pulsar dispersion measurements toward the LMC. This is a powerful
constraint in our analysis since it probes the gas properties out to the fixed distance

of the LMC, =50 kpc. Here we define the dispersion measure as:

DM = /Od ne(s)ds, (3.16)
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where d is the distance to the source and n.(s) is the density profile along the line
of sight. Anderson & Bregman (2010) examined numerous DM measurements for
sources associated with the LMC. After accounting for DM contributions from the
Milky Way’s disk and from the LMC itself, they estimated a DM for the Milky
Way’s hot halo of 23 cm™ pc (Fang et al. (2013) conducted a similar analysis and
found similar results). Integrating our O viil optically thin halo gas model in the
LMC direction (I,b = 273.57°, -32.08°) yields a DM of 8.2 cm™ pc. However, the
calculated DM o< Z~! and the line emissivity values used in our analysis assumed
Anders & Grevesse (1989) solar abundances, or equivalently a solar metallicity. This
means that we match the hot halo DM estimate from Anderson & Bregman (2010)
if we assume a halo gas metallicity of Z = 0.3 Z,. This estimate assumes that our
hot gas halo density profile accounts for all of the residual DM, which may not be
the case if there are other unknown electron sources along our line of sight. We thus
present this estimate as a lower limit to the hot halo characteristic gas metallicity, Z
> 0.3 Zs.

We also examine the thermal properties of the halo gas given our range of best-fit
models. Quantities such as the cooling time and corresponding cooling radius for the
halo gas offer insight on whether or not our hot gas model is stable at this moment
in the Milky Way’s evolution. We adopt the expression for the cooling time from
Fukugita & Peebles (2006):

15nkT _ 1.5kT x 1.92

AT, Z)ne(n—n.) ~ AT, Z)n. x 0.92’ (8.17)

tcool (T) -

where A(T, Z) is the bolometric cooling rate as a function of temperature and metal-
licity (Sutherland & Dopita, 1993). Figure 3.10 shows the cooling time as a function
of radius for our best-fit O viiI optically thin plasma model. The colors represent
cooling times for different metallicities and the shaded boundaries are calculated in

the same way as the mass boundaries in Figure 3.9.
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Figure 3.10: Cooling time as a function of radius calculated using Equation 3.17 for
the density profile in Figure 3.8. The different colors represent different
gas metallicities with more metals resulting in shorter cooling times. The
black horizontal line represents the age of the universe (13.6 Gyr) and the
colored dashed lines represent the cooling radii for different metallicities
(between 25 and 70 kpc).

One useful quantity we estimate from these cooling times is the hot gas halo
cooling radius, or where t.,,; = 13.6 Gyr. The cooling radius is a potential constraint
on the inner radius to our halo profile since t.,,; < 13.6 Gyr for r < 7.0, implying
that the halo gas would be in a cooler phase at this point in the Milky Way’s evolution
in the absence of additional heating sources. The dashed lines in Figure 3.10 show
the instantaneous 7., for metallicities ranging between 0.1 and 1.0 Z, assuming no

extra thermal energy has been added to the gas. The range of metallicities result
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in 7., between 25 and 70 kpe, with 40 kpc being the cooling radius if Z = 0.3 Z.
We emphasize these cooling radius estimates should not be taken as literal estimates
for an inner gas halo radius since they completely ignore energy input that is likely
present in the form of SNe (Mac Low et al., 1989; de Avillez & Mac Low, 2001) or
possibly AGNs (Su et al., 2010) in the Milky Way. These estimates do characterize
the physical state of the gas as it currently exists and are important for estimating
other quantities related to the cooling time of the gas.

The hot gas cooling time is directly related to the cooling rate and corresponding
hot gas halo mass accretion rate. These estimates offer constraints on the halo gas as
it cools into a cooler phase gas and eventually falls back on to the Milky Way’s disk
to eventually form stars. We calculate the current integrated mass accretion rate by
integrating the mass within spherical shells divided by the cooling time at the shells’

radii. This is represented by the following equation:

r /
M(T) _ / Mmpnhalo(r )47T7“/2d7’/, (318)
0 tcool(rl)

where p = 0.59 is the mean mass per particle and m, is the proton. Figure 3.11
shows our integrated mass accretion rate profiles for the same density and cooling
time profiles discussed above. Like Figure 3.10, the dashed lines here also represent
the cooling radii for each metallicity curve we show. Note the curves flatten for
r > T because we calculate the current mass accretion rate. In this case, regions
where t.,,; > 13.6 Gyr have not had time to cool at this point. These results imply
that the hot gas halo loses between 0.08 and 0.50 Mg yr—! in the inner regions
of the halo as the gas cools. The upper limits of these accretion rates are similar
to simulated accretion rates of halo gas around Milky Way analogs (Fraternali &
Binney, 2008). The upper limits here also imply accretion of halo gas may be an
important contributor to the Milky Way’s current star formation rate (SFR), observed

to be between 0.68 and 1.45 My yr~! (Robitaille & Whitney, 2010). Alternatively,
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Figure 3.11: Integrated mass accretion rate calculated using Equation 3.18 for the
density profile and cooling times in Figures 3.8 and 3.10. The colors and
dashed lines are also the same as in Figure 3.10. We find mass accretion
rates < 0.5 Mg yr—!, less than the Milky Way’s SFR. The right axis
of the plot also shows the conversion between M and Ly in the 0.5-2.0
keV band (Equation 3.19).

Leitner & Kravtsov (2011) modeled the mass-loss rates and star formation histories
for a sample of galaxies (including the Milky Way) to examine if recycled gas from
stellar mass loss could sustain observed levels of star formation in the galaxies. They
concluded that mass loss from later stages of stellar evolution could provide most of
the fuel required to produce the observed Milky Way SFR. This favors a sub-solar
halo gas metallicity such that the combination of stellar mass loss and our estimates

for accretion from the CGM do not overproduce the observed Milky Way’s SFR.
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The final quantity we calculate related to the thermal properties of the halo gas
is the halo X-ray luminosity (Lx). Specifically, we estimate the 0.5-2.0 keV band
luminosity to compare with results from the RASS (Snowden et al., 1997). The 0.5—
2.0 keV band luminosity is related to the cooling rate (or mass accretion rate) by the
following conversion:

Lx(r) =0.412 x M(r) 1‘5”, (3.19)

wmp

where M(r) is the accretion rate from Equation 3.18 and the constant 0.412 is the
conversion between bolometric to 0.5-2.0 keV flux using WEBPIMMS ©. Figure 3.11
shows this conversion, represented by the scaling on the right side of the figure. Our
calculated 0.5-2.0 keV band luminosity has a range of 0.8-5.0x10% erg s~*. Previous
works have modeled the ROSAT 3/4 keV background with non-spherical geometrical
models and arrived at similar luminosities. Snowden et al. (1997) modeled the X-ray
bulge emission as a cylinder with a radius of 5.6 kpc and density scale height of 1.9
kpc to find a bulge 0.5-2.0 keV luminosity of ~ 2 x 103 erg s~!. Similarly, Wang
(1998) modeled the all-sky ROSAT emission with a axisymmetric, disk-like geometry
and found a 0.5-2.0 keV luminosity of ~ 3 x 103 erg s~!. Our calculated 0.5-2.0
keV luminosity is consistent with these estimates of 2-3x 103 erg s™! for an assumed
metallicity of 0.3 Z. This is another indication that the halo gas metallicity is sub-

solar, with Z = 0.3 Z; being a limit that satisfies numerous observational constraints.

3.7.2 Comparing with Previous Observational Work

Our primary comparison with previous work on the Milky Way’s hot gas halo
follows the work by Miller & Bregman (2013) on O viI absorption lines in QSO spectra.
Other works on different observations with different analyses will be addressed, but we

focus on this work since the procedure for fitting and analyzing the absorption lines

Shttp://heasarc.gsfc.nasa.gov/cgi-bin/Tools/w3pimms/w3pimms.pl
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in Miller & Bregman (2013) is identical to our work. Both of these works model the
observations with a hot gas halo model defined by a modified S-model (Equation 3.2).
The obvious difference between these works is the type of observation analyzed, O viI
column densities/equivalent widths (o< nL) in Miller & Bregman (2013) compared
to Ovil — O VI emission line intensities (o< n?L) here. The physical differences
between the absorption and emission line density scalings imply that the similarities
or differences between the results tell us about the structure of the hot gas halo.

The model fitting results from Miller & Bregman (2013) yielded hot gas halo
structural parameters of n,r® = 1.3718 x 1072 em™ kpc®?, B = 0.567015, x? (dof) =
31.0 (26) assuming an optically thin plasma and n,r3 = 4.8752 x 1072 cm™2 kpc®?,
B =0.71103" x* (dof) = 26.0 (27) accounting for saturation of the absorption lines.
Both of these results include added uncertainties to the equivalent width observations
of 7.5 and 7.2 mA for the optically thin and optical depth correction cases to find
acceptable x? values. There are several important comparisons to make between these
absorption line results and our fit results from the emission lines in Table 3.2.

We point out that the uncertainties on the absorption line fit parameters are
much larger than any of our emission line fitting results. This is likely due to the
sample size for the emission lines being =20 times larger than the absorption line
sample. Even with the relatively small uncertainties on the emission line fit results,
the fit parameters are consistent with each other based on their 1o uncertainties.
This consistency applies when comparing the optically thin results separately from
the optical depth corrected results. The only exception is the O VII emission line
result with optical depth corrections, where we report a shallower 5 (0.47+0.01) than
the absorption line results. This discrepancy is likely due to a combination of our
treatment of optical depth corrections (for both the absorption and emission lines)
and the overall variation we see in the O VII emission lines. The fact that the model

fitting results are consistent with each other allows us to compare additional quantities
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based on our halo models.

We provide an additional estimate of the halo gas metallicity (or oxygen abun-
dance) independent from the LMC pulsar dispersion measure constraint. This es-
timate utilizes the ratio between the absorption and emission line density profile
results. The O vII absorption lines/column densities probe nov(r) = Xovirme(r),
where Xoy;r = 0.5 is the O VII ion fraction and n,.(r) is the oxygen density pro-

2 since

file. On the other hand, the emission lines are sensitive to n.(r)?* or ng(r)
I < [ neninds o< [ n2X;;nZds (see Equation 3.8). Thus, the ratio between the ab-
sorption and emission line density profiles is a direct estimate of the gas metallicity
distribution, n,(r)/ny(r). Here, we take the optically thin electron density distribu-
tion from Miller & Bregman (2013) and convert it to an oxygen density distribution
using a solar oxygen abundance of log(Np) = 8.74 from Holweger (2001). For the
hydrogen density profile, we use our O VIII optically thin model fitting results in
Table 3.2 and assume ny = 0.8n, (note the results in Table 3.2 are for electron densi-
ties). When we divide these two density profiles, we find a weak halo gas metallicity
gradient of approximately Z o« r=%2 with a metallicity of Z = 0.26 +0.10 Z, (10) at
10 kpc for Holweger (2001) solar abundances. These results are also consistent with
the pulsar dispersion measure gas metallicity constraint of Z > 0.3 Z discussed in
Section 3.7.1.

The most important quantity we compare between this work and the Miller &
Bregman (2013) results is the hot gas mass profile. In addition to the best-fit model
results in this chapter, Figures 3.8 and 3.9 show the density and mass curves from
Miller & Bregman (2013) assuming an optically thin plasma (red shaded area). Like
the best-fit parameters, the total mass estimates within R,;. are consistent with each
other based on the 1o uncertainties. This implies characteristic hot gas halo masses
of ~2-5x10'% M, within R,; regardless if one analyzes the emission or absorption

lines.
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We compare these mass estimates and underlying density profiles with other in-
dependent absorption line studies on the Milky Way’s hot gas halo. The comparisons
here are limited since previous work on the X-ray absorption lines has either been con-
fined to individual sight lines (e.g., Rasmussen et al., 2003) or compared an ensemble
of absorption lines with individual or small samples of emission line measurements
(Bregman & Lloyd-Davies, 2007; Gupta et al., 2012). The latter implies that re-
sults on the aggregate absorber properties may not be consistent with the aggregate
emission properties while the former results are only valid for individual lines of sight.

Examples of detailed analyses of local X-ray O vil and O VIIiI absorption include
Yao et al. (2009b), who analyzed the LMC X-3 sight line, and Hagihara et al. (2010),
who analyzed the PKS 2155-304 sightline. Both studies assume the absorbers are due
to a local Galactic disk density model and fit their observations with scale heights
of ~2 kpc. These result in mass estimates of ~ 108M,,, significantly lower than our
expected values. However, these exponential disk models tend to overproduce the
Milky Way’s X-ray surface brightness profile (Fang et al., 2013), whereas our results
are consistent with this constraint.

Alternatively, the analyses by Bregman & Lloyd-Davies (2007) and Gupta et al.
(2012) assume that the absorption lines come from a more extended hot gas halo
medium. Bregman & Lloyd-Davies (2007) compared the aggregate column densities
of 26 high S/N local O v absorbers with a single emission measure estimate for
the Milky Way’s hot halo (McCammon et al., 2002). Gupta et al. (2012) took a
similar approach, but they used a smaller sample of absorption lines (8 targets) and
an average hot halo emission measure from multiple SXRB observations distributed
across the sky (14 measurements from Yoshino et al. (2009) and 26 measurements
from Henley et al. (2010)). Both works characterize the Milky Way’s hot gas halo
as a constant density sphere of size L by comparing an average column density (o

nL) with an average emission measure (o< n?L). The two studies disagree, though,
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where Bregman & Lloyd-Davies (2007) find n, = 9 x 107% em™3, L = 20 kpc, M(<
L) = 4 x 108M, and Gupta et al. (2012) find n, = 2.0 x 107* em™3, L > 139
kpe, M > 6.1 x 10'°M. The differences come from a number of effects, including
the measurement procedure of the equivalent widths and the conversion between
equivalent widths and column densities. Regardless of these differences, the constant
density sphere models used in these works are not physically motivated. One expects
the gas density to decrease with distance away from the Milky Way’s center if it
is approximately in hydrostatic equilibrium with the Milky Way’s DM distribution.
We emphasize the benefit of our procedure since we analyze the X-ray emission and
absorption lines assuming the same type of density distribution that decreases with
galactocentric radius.

Similar to absorption line studies on the Milky Way’s hot gas halo, we also compare
our results to studies focusing exclusively on the hot gas halo emission properties.
These works also range from detailed analyses of the SXRB on individual sight lines
(e.g., McCammon et al., 2002; Smith et al., 2007) to analyses on the global emission
properties of the SXRB (e.g., Yoshino et al., 2009; Henley & Shelton, 2013). Our
work offers an improvement over these previous works since we are using the largest
data set to date to characterize the line emission properties of the hot gas halo with
a physical model. We nonetheless compare our results as a consistency check with
previous work.

As simple consistency checks, we compare our best-fit model line intensities and
emission measures to measured values along individual sight lines. McCammon et al.
(2002) analyzed a ~1 sr region of the sky at [,b = 90°, 60° using a quantum calorime-
ter sounding rocket. The sensitivity and spectral resolution of their detectors allowed
them to produce precise measurements of the SXRB, including an absorbed compo-
nent emission measure (EM) of 3.7 x 1073 cm™% pc. We compute our best-fit O VIII

optically thin model EM in this region and find a range of values covering the 1 sr field
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of view of 1.6-3.8 x1073 cm~° pc with a solid angle-weighted value of 2.6 £0.2 x 1073
cm ™% pe. This implies that our computed model EM broadly comports with the ob-
served value and does not overproduce the non-local emission in this region of the sky.
While this is only one individual line of sight observation against which we compare
our model, our work is designed to characterize the global properties of the hot halo
component of the SXRB.

There have been limited studies on the emission properties of the Milky Way’s
hot gas halo using a large sample of sight lines. These works typically follow a similar
fitting procedure to that outlined in Section 3.4.2, except one fits the spectrum with
two APEC models for the LB and hot gas halo emission components. Yoshino et al.
(2009) analyzed SXRB spectra in nine fields of view with Suzaku, but limited their
sky coverage to 65° < [ < 295°. Although this sample presents limited sky coverage,
they report a range of hot halo EM values between ~0.5-5x1072 cm~% pc. Henley &
Shelton (2013) presented a similar analysis on 110 XMM-Newton observations, but
also limited their observation selection to |b] > 30° (among other selection criteria).
They report a similar range in EM from ~0.4-7x1072 cm™° pc with a median detec-
tion of 1.9 x 1072 cm~% pc. We calculate our best-fit O VIII optically thin EM for the
same set of sight lines as Henley & Shelton (2013) and find a range of ~1-7x1073
cm % pe with a median of 2.2 x 1072 cm ™% pe. These model values are also consistent
with the work from both Yoshino et al. (2009) and Henley & Shelton (2013).

We have shown in the above discussion our model fitting results are generally
consistent with previous observational results on the local X-ray absorption and emis-
sion line observations. The methods in previous works range from detailed studies
on individual sight lines to analyzing the global properties of either the emission or
absorption lines in question. The physical interpretation of the emission and absorp-
tion lines also ranges from a compact exponential disk of hot gas material to more

extended distributions. We have attempted to unify this picture by analyzing both
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a large sample of emission and absorption line observations independently, but with
the same model fitting procedure. With these comparisons, we have shown that our
modified S-model for an extended hot gas halo density profile can describe both the
emission and absorption line observations, but is also broadly consistent with previous

independent projects on the various types of observations.

3.7.3 Comparing with Simulations

We compare our hot gas density model results with simulations of isolated Milky-
Way-sized halos. Specifically, we focus on simulations designed to analyze hot diffuse
halo gas in the galaxies. There are many details to compare between our parametric
model results and these simulations, but here we compare the most basic properties
of the halo gas: the density estimates at different radii, the mass contained in hot
gas, and the gas metallicity.

Our best-fit halo density model is consistent with recent simulations on the Local
Group system. Nuza et al. (2014) analyzed the distribution of all gas phases in a
suite of simulations of the Local Group as part of the Constrained Local Universe
Simulations project. Figure 3.12 shows our best-fit halo density profile compared to
their hot gas (T" > 10° K) density profile for the Milky Way analog. Even though
their simulations show some variation (the gray shaded region represents density
profile estimates from random viewing angles of their simulated galaxy), the two
density profiles are remarkably similar for » 2 50 kpc. The discrepancy within ~50
kpc is likely due to feedback mechanisms within the galactic disk and contributions
from gas < 10° K. This recent result indicates that the structure of our model hot
gas halo is qualitatively similar to current simulations.

We compare our best-fit halo mass estimates within R,;. to hot gas halo simu-
lations. These simulations are all designed to analyze different aspects of their host

galaxies, but typically estimate hot gas masses with a range of 10°-10'* M. For
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Figure 3.12: Our best-fit model density profile (red) compared to a recent suite of
simulations from Nuza et al. (2014). They calculate the hot gas den-
sity profile for many random projections with the black dashed line and
shaded region representing the mean and standard deviation of their cal-
culations. We find excellent agreement with these simulations for r 2 50
kpc.

example, the Nuza et al. (2014) simulations discussed above were designed to ana-
lyze gas properties in the Local Group medium and report hot gas masses between 4
and 5 x 101°M, within R, of their Milky Way analog. Another example by Mari-
nacci et al. (2014) utilized the moving-mesh code AREPO to analyze the relationship
between stellar feedback processes and diffuse gas in galaxies. They report a wider
range of warm plus hot gas masses between 101°-10 M. N-body simulations from

Sommer-Larsen (2006) focused specifically on the hot gas mass contained within R,;,

105



of Milky-Way-type galaxies and found hot gas masses comparable to the stellar masses
of the host galaxies (=~ 2.3 x 101°M,). This result is qualitatively similar with our hot
gas mass estimates compared to the Milky Way’s stellar mass. In an entirely different
approach, Feldmann et al. (2013) used hydrodynamical simulations to analyze cosmic
rays scattering off the Milky Way’s hot gas halo and their observational signatures in
the diffuse gamma-ray background (Keshet et al., 2004). They report H1I gas masses
of [0.2, 1.0, 3.5] x101°M,, for r = [50, 100, 200] kpc. These results indicate that our
best-fit model hot gas mass estimates between 2.7 and 4.7 x 101 M, within 250 kpc
are consistent with current simulations of galaxy formation.

Our lower limit on the halo gas metallicity of >0.3 Z is consistent with simula-
tions as well. The halo gas metallicity tends to have more variation in the literature
depending on the simulation and the investigated galaxy evolution properties (typ-
ically feedback mechanisms). For example, hydrodynamical simulations analyzing
hot gas halos as shock-heated material accreted on the DM potential wells of their
galaxies favor sub-solar halo gas metallicities of <0.5 Z; (Toft et al., 2002; Cen &
Ostriker, 2006; Cen, 2012). On the other hand, the Marinacci et al. (2014) simula-
tions discussed above were designed to analyze stellar feedback properties on the hot
gas. These results predict a metallicity gradient in the halo gas starting ~1 Z; near
the galaxy disk and dropping below ~0.3 Z; for r 2 20 kpc. The lower limit we
place on the Milky Way’s halo gas metallicity of >0.3 Z; implies a minimal level of

enrichment from the Milky Way’s disk.

3.7.4 Ovir — Ovil Discrepancy

The O vl and O VIII observations yield 2-3¢ discrepancies for our best-fit model
parameters (see Table 3.2). For example, the difference between our O viI and O viII
fitted B with optical depth corrections and with an added uncertainty to the O viI

observations is 0.09, a 2.60 discrepancy. Not only are these differences statistically
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significant, but the O VIl fitting results yield systematically smaller halo gas nor-
malization and [ parameters compared to the O VIl fitting results. Moreover, our
best-fit models for the O VII observations consistently yield unacceptable x2,, val-
ues (x2, (dof) = 4.7 (645)), whereas the O VIIT observations are well described by
our parametric model (x2, (dof) = 1.1 (644)). Although these discrepancies do not
significantly affect our mass estimates, they contain additional information on the
physical properties of the hot halo or LB.

The difference in the fitting parameters may be evidence for a radial temperature
gradient in the Milky Way’s hot gas halo. The O vii and O VIiI volumetric line emis-
sivities peak at similar temperatures of log(7") = 6.3 and 6.5 respectively (Sutherland
& Dopita, 1993; Foster et al., 2012), implying the halo gas O viI and O VIII emission
lines arise from a single plasma with the same density and temperature profile. To
address this constraint, we note our model line intensities depend both on density
and temperature (dI o< n?¢(T) for every location along each line of sight). Thus,
changes to our flat temperature distribution would change our best-fit density pro-
files to produce the same model line emission. We represent these changes by the

following equation:

nzzon,flat (T) €ion (Tflat) = n?on,grad (T) €ion (Tgrad (T) ) ) (3 20)

where the flat subscripts refer to our isothermal halo model fitting results and the
grad subscripts refer to the corrected density profile with a new temperature gradient.

We estimate temperature and corrected density profiles of the halo gas using the
ratio between our best-fit optically thin models for the O viir and O VII observations
separately. We utilize Equation 3.20 for our O viil and O Vil model fitting results to

estimate a temperature gradient as:
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n?)VIH,flat<T>€OVIII(Tflat) B HQOVHI,grad(r)EOVIU(Tgmd(r))

vt iar(T)eovir(Triar) "oy irgraa(T)€oviI(Tyraa(r)) (3.21)
_eovirr(Tyrad(r)) '
— eovir(Tyraa(r))

where novrrr, fiat @and novir siee are the best-fit models presented in Table 3.2 for
an optically thin plasma. The novrrrgrad and novirgrea terms cancel out because
we assume the Oviir and O vl observations come from the same plasma (i.e., the
plasmas are cospatial). Thus, we take the ratio on the left side of Equation 3.21 and
map it into a temperature gradient T},.q(r). Figure 3.13 shows these temperature
corrections create a relatively small change in temperature with T decreasing from
2.4-1.5x10% K from 1-250 kpc (the T oc 77%% line is only included for illustrative
purposes). This new temperature gradient changes our best-fit density profiles to
make the O vil and O ViII fits consistent with each other based on Equation 3.20.
The corresponding density profile is consistent with the initial O vir and O viiI fit
results within ~ 10 kpc and remains consistent with the O vl fit results beyond
~ 10 kpc (see shaded regions in Figure 3.13). This implies the corrected density
profile predicts similar masses, cooling times, cooling rates, etc. as our OVII flat
temperature profile fit results (5-9x10'9M, within 250 kpc). We also note these
corrected density and temperature profiles are significantly different from adiabatic
profiles in hydrostatic equilibrium with the Milky Way’s DM distribution used by
Maller & Bullock (2004) and Fang et al. (2013) to analyze the structure of the Milky
Way’s hot gas halo (maroon curves in Figure 3.13). This inconsistency indicates there

has been heating or cooling occurring in the halo gas.
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Given a new temperature and density profile for the halo gas, we calculate the
entropy profile for the Milky Way’s halo gas and compare it to the observed entropy
profiles of galaxy groups and clusters. Figure 3.13 shows our model entropy profiles
(defined as S = kT/n2’®) scaled by the entropy at 0.3 Ry,. The black and green
shaded regions show the 1o boundary regions for the flat temperature and corrected
temperature profiles respectively. The orange shaded region represents the “univer-
sal” entropy profile for galaxy clusters determined from measuring the intracluster
medium density and temperature profiles of approximately 15 galaxy clusters (Walker
et al., 2012; Okabe et al., 2014). This profile closely follows an S oc r!'! slope (black
dashed line) within 0.3 R,;. This slope is the characteristic entropy profile for gas
accreting onto virialized objects in the absence of radiative cooling or additional heat-
ing due to feedback (Tozzi & Norman, 2001; Voit et al., 2005). The yellow shaded
region represents results from similar studies on samples of galaxy groups, with slopes
ranging between S o< r%57%7 (Finoguenov et al., 2007; Panagoulia et al., 2014). Our
corrected halo gas entropy profile is bounded by the scaled group and cluster pro-
files, and the profile uncertainties indicate that they are consistent with both profile
shapes. We also note the inconsistency between our profiles and the group/cluster
profiles compared to the adiabatic profile from Maller & Bullock (2004) and Fang
et al. (2013). Our entropy profiles are consistent with the observed “universal” pro-
files around more massive virialized objects.

The exercise discussed above is a simple estimate that yields a relatively minor
temperature gradient compared to the observed halo gas temperature of ~ 2 x 10° K
(assuming the halo gas is isothermal). We remind the reader that it is unclear if the
O i1 fit results are a valid description of the halo gas profile given the fits are still
unacceptable at this point. This caveat implies that we are missing some emission
contribution in our model that has a much stronger effect in O Vil line emission

compared to O VIII emission.
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We examine if SWCX emission contributes to the O vii — O viir x?2,, discrepancy,
although we conclude it is not the primary driver of the unacceptable O Vi1 fits. This
is a possible source for this discrepancy since the typical SWCX O VII emission is
larger than the typical O viII line emission (Koutroumpa et al., 2007). The relative
strengths of the typical O viI versus O VIII line emission due to SWCX reactions may
cause many of the O VII observations to deviate from our smooth model predictions
more than the O VIII observations. However, the sample we are analyzing was al-
ready subjected to a reasonable SWCX screening procedure outlined in Henley &
Shelton (2012) (their flux-filtered sample). This screening likely removed most of the
geocoronal SWCX emission, which should correlate with the solar wind proton flux
(Robertson & Cravens, 2003a,b; Robertson et al., 2006). We also analyze a subset
of observations near the ecliptic plane (see gray strip in Figure 3.2) to probe helio-
spheric SWCX contamination. This contamination is expected to be stronger near
the ecliptic plane, although with longer temporal variation compared to geocoronal
SWCX emission (Robertson & Cravens, 2003a; Koutroumpa et al., 2006). We find no
noticeable excess in the emission line strengths, the strengths of the observed minus
model residual emission, or the outlier strength (defined as the absolute value of the
difference between the model and observed value divided by the measurement uncer-
tainty) for sight lines near the ecliptic plane compared to sight lines in an equivalent
gray strip rotated by 180° in Galactic longitude. For example, the 2, (dof) for
the optically thin O vII observations is 5.35 (64) for the ecliptic plane strip and 5.39
(50) for the rotated ecliptic plane strip. These lines of evidence imply that the global
properties of the emission line observations are not affected by SWCX emission, even
for the O viI observations. There is likely a different source for our O ViI versus O VIII
fit quality discrepancy.

The more likely explanation to our Ovil — OvIil fit discrepancy is variation

in the physical properties of the X-ray-emitting gas creating these emission lines.
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Specifically, variation in the density /temperature structure associated with the LB or
inner regions of the hot gas halo can cause the observations to deviate from a smooth
density profile. Variation in the LB plasma is a likely scenario here because the
“local” emission source (SWCX or LB) contributes more O viI than O VIII emission
(if any) compared to the “non-local” emission source. This evidence comes from a
range of shadowing experiments (e.g., Kuntz & Snowden, 2000; Smith et al., 2007;
Koutroumpa et al., 2011) and from additional analyses on the ROSAT R12 band
maps (e.g., Galeazzi et al., 2014). These results indicate that regardless of the physical
properties of the “local” X-ray-emitting gas, the emission is patchy across the sky.
On the other hand, the O vir absorption line analysis by Miller & Bregman (2013)
showed they could only find an acceptable fit to the observations with the inclusion
of an additional uncertainty of 7.5 mA to the measured equivalent widths (~30% of
the average equivalent width). This variation is comparable to what we see with the
O VII emission lines, where we must add an additional 2.1 L.U. uncertainty to the
measurements (~240% of the median O VII line intensity) to find an acceptable x2 .
Given these two types of analyses, we cannot definitively say which plasma causes the
O v11 absorption/emission line variation. Understanding the source of the variation
is beyond the scope of this work, but will involve detailed analysis on physical models

of the local ISM (de Avillez et al., 2013).

3.8 Summary

We have presented an in-depth analysis of the Milky Way’s SXRB using the largest
sample of O viI and O VIII emission lines to date. Our sample is a subset of the work
by (Henley & Shelton, 2010, 2012), who presented O vil and O VIII emission line
measurements of the SXRB from XMM-Newton archival data. We applied additional
observation screening methods to their sample to maximize our sensitivity to emission

from the Milky Way’s hot gas halo. These screening methods left us with 649 out of
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1003 observations from the Henley & Shelton (2012) flux-filtered sample covering all
regions of the sky outside the Galactic center and Galactic plane. The combination of
the size and sky coverage of this sample allows us to constrain the physical properties
of the Milky Way’s hot gas halo much better than previous works.

The advantage of this work over previous studies on the SXRB is that our model
fitting procedure to the emission lines is identical to the work by Miller & Bregman
(2013) on O vII absorption lines. This is critical since the both types of observations
are likely due to the same plasma sources in the Milky Way (although the different
sources are expected to have different strengths in absorption and emission). Thus,
this work is a positive step toward unifying the absorption and emission line obser-
vations associated with the Milky Way’s ISM/CGM.

We find an acceptable fit to the O VIl observations with a diffuse volume-filled hot
gas halo model described as a modified 5-model (a power law). Our best-fit fitting
results depend on whether we account for optical depth effects in the plasma, but we
constrain 3 to be between 0.50 and 0.54 without and with these corrections. We also
include a simple parametrization for LB emission in our model, but its contribution
to the O vIII emission lines is negligible (<0.02 L.U.) and it is unconstrained by the
observations.

The O viI observations show considerably different behavior than the O vIiI ob-
servations, both in the quality of our best-fit models and in the best-fit parameters
themselves. The best-fit § parameter is consistently smaller (shallower) when we
analyze the O VII observations compared to the O viil observations. This is possi-
bly due to departures from an isothermal halo profile assumed in the analysis. This
interpretation is speculative however, since our best-fit parameters to the O Vil ob-
servations yield unacceptable x2_; (dof) = 4.7 (645). This implies there is significant
sightline-to-sightline variation in the O VII observations that deviate the observations

from our smooth hot halo + LB emission model.
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The implications of our model-fitting results are discussed in detail in Section 3.7.

We reiterate the most important results here.

1. The Ovir model fitting results are consistent with previous work on O viI
absorption lines utilizing the same model fitting procedure (Miller & Bregman,
2013). The fact that these results are consistent with each other implies we
are starting to develop a cohesive picture of the Milky Way’s hot gas halo
structure. Specifically, this result is a positive step toward unifying the emission

and absorption line observations that are due to the Milky Way’s hot gas halo.

2. The inferred mass from our O viII best-fit hot gas halo parameters ranges be-
tween 2.7-4.7x10'° M, within 250 kpc. This mass is considerable when com-
pared to the known baryon mass in the Milky Way (6-7x101°M), but is 6-10

times smaller than the missing baryon mass in the Milky Way.

3. Several computed quantities from our best-fit model results suggest a gas metal-
licity of 0.3 Z,. The halo gas metallicity must be >0.3 Z; to not overproduce
the residual pulsar DM toward the LMC due to a hot gas halo component. We
also are consistent with the previously observed 0.5-2.0 X-ray luminosity for
the Milky Way (~ 2 x 10% erg s™'; Snowden et al., 1997) if we assume a gas
metallicity of 0.3 Z5. An independent estimate of the halo gas metallicity using
absorption line profile results from Miller & Bregman (2013) and these current
emission line results also suggests a gas metallicity of ~0.3 Z. This metallicity
is also consistent with simulations of galactic coronae (Toft et al., 2002; Cen &

Ostriker, 2006; Cen, 2012).

4. The discrepancy between our O viil and O VII fit results is likely due to varia-
tion in the emission properties of the LB rather than residual SWCX emission.
This patchiness in the emission has been analyzed in the ROSAT R12 band
(1/4 keV; Kuntz & Snowden, 2000; Galeazzi et al., 2014), which would have

114



a stronger effect on the O VII emission lines compared to the O VIII emission
lines. We attempt to quantify this patchiness in the emission lines by adding
an uncertainty to the O VIl observations. We find we must add an uncertainty
of 2.1 L.U. to the emission lines (~40% the median line strength) to find an

acceptable x2_;.

5. Optical depth corrections are likely necessary in our model emission line calcu-
lation since evidence suggests the hot halo plasma has optical depths of order
unity (Williams et al., 2005; Gupta et al., 2012; Miller & Bregman, 2013). We
attempt to quantify these effects and find optical depth corrections to the emis-

sion line calculations increase (steepen) our fitted 5 by about 10%.

Future work will involve rectifying the final two topics discussed above. We aim
to reproduce the sightline-to-sightline variability in the O vII observations with a
physical model plasma model including our smooth hot gas halo profile with a pre-
sumably more clumpy or variable LB model. This will involve detailed observational
and theoretical work on the local ISM/CGM.

We also intend to utilize more detailed radiative transfer codes to quantify the
optical depth effects present in the plasma. Our simple parametrization of the optical
depth corrections indicates these effects may be minor, but they will provide even
tighter constraints on the Milky Way’s hot gas density profile. This will lead to
improved estimates on quantities such as the mass and metallicity of the halo gas.

Even with the above limitations, we emphasize the significant improvement these
results are compared to previous work on the Milky Way’s hot gas halo. Not only
have we dramatically reduced the density and resultant mass uncertainties for the
Milky Way’s hot gas halo, but have done so while utilizing emission lines rather than
absorption lines. This supports the power of these new large samples of emission lines

(several hundred sight lines) compared with the much smaller absorption line samples
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(=30 sight lines). We intend to use these emission line observations and modeling

techniques for future work on other Galactic-scale features observed in X-rays.
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CHAPTER IV

The Milky Way’s Hot Gas Kinematics: Signatures
in Current and Future O vil Absorption Line

Observations

4.1 Preface

This chapter is adapted from work of the same title appearing in the Astrophys-
ical Journal, Volume 818, 112 (Miller et al., 2016), and is coauthored by Edmund
J. Hodges-Kluck and Joel N. Bregman. My contributions include all absorption line
modeling and subsequent analysis. The models presented here complement the ob-

servations discussed in Chapter V and the corresponding companion paper (Hodges-

Kluck et al., 2016).

4.2 Abstract

Detections of z &~ 0 oxygen absorption and emission lines indicate the Milky Way
hosts a hot (~ 10° K), low-density plasma extending =50 kpc into the Milky Way’s
halo. Current X-ray telescopes cannot resolve the line profiles, but the variation of
their strengths on the sky constrains the radial gas distribution. Interpreting the O viI

Ka absorption line strengths has several complications, including optical depth and
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line of sight velocity effects. Here, we present model absorption line profiles accounting
for both of these effects to show the lines can exhibit asymmetric structures and be
broader than the intrinsic Doppler width. The line profiles encode the hot gas rotation
curve, the net inflow or outflow of hot gas, and the hot gas angular momentum profile.
We show how line of sight velocity effects impact the conversion between equivalent
width and the column density, and provide modified curves of growth accounting for
these effects. As an example, we analyze the LMC sight line pulsar dispersion measure
and O VII equivalent width to show the average gas metallicity is 2 0.6Z, and b =
100 km s™!. Determining these properties offers valuable insights into the dynamical
state of the Milky Way’s hot gas, and improves the line strength interpretation. We
discuss future strategies to observe these effects with an X-ray instrument that has a

spectral resolution of about 3000, a goal that is technically possible today.

4.3 Introduction

The observed dynamics of stars and gas in galaxies have played vital roles in
interpreting the content, structure, and formation of galaxies. Baryons respond to
the total galactic gravitational field, implying the observed velocity structure probes
the underlying dark matter distribution. Measurements of the H1 rotation curves of
late-type galaxies (e.g., Kent, 1987; de Blok et al., 2008), the stellar velocity disper-
sions of early type galaxies (e.g., Bernardi et al., 2005; Matkovi¢ & Guzmén, 2005),
and the orbits of satellite galaxies (e.g., Boylan-Kolchin et al., 2013) have all been
crucial in understanding how and why galaxies form the way they do. Additionally,
kinematic observations and simulations show inflows and outflows of multiphase gas
are prevalent in the galaxy evolution process (e.g., Kaufmann et al., 2006; Coil et al.,
2011; Kacprzak et al., 2012). The latter probe galactic feedback mechanisms while
the former probe the accretion of gas onto galaxies that can generate future star for-

mation activity. All of these methods provide a unique view of the galaxy formation
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and evolution process, and help shape the view of the Milky Way.

There has been extensive work on the Milky Way’s neutral and warm ionized gas
kinematics, providing valuable information on the Milky Way’s total H1 content and
interplay between the Galactic disk and halo. In the Galactic disk, all-sky maps of 21
cm emission line radiation reveal emission across a range of velocities as a function
of Galactic longitude (e.g., Westerhout, 1957). Decoding the emission strength as
a function of [ and v implies the existence of a H1 disk corotating with the stellar
disk and with ~10% its mass along with numerous spiral arm structures (see review
by Burton, 1976). Ultraviolet absorption line surveys probing gas at T' ~10° K have
also revealed absorbers at a wide range of Local Standard of Rest (LSR) velocities.
Absorbers observed at |vrsg| < 100 km s™! are typically associated with a warm-
ionized atmosphere corotating with the disk (e.g., Savage et al., 2003; Bowen et al.,
2008), while absorbers at |vzsg| = 100 km s~! are interpreted as discrete clouds or
complexes of material, commonly referred to as high velocity clouds (e.g., Wakker
& van Woerden, 1997; Sembach et al., 2003). The clouds’ origins are still debated,
with the leading theories including galactic fountain processes in the Galactic disk,
material stripped from orbiting satellite galaxies, or material condensed out of a hotter
phase of halo gas (see review by Putman et al., 2012). Regardless of their origins,
the clouds’ characteristic velocities imply they can supply a substantial amount of
neutral gas to the H1 disk and that the clouds interact with the surrounding hot gas
material.

The Milky Way and Milky Way-like galaxies also host hot gas distributions be-
tween 105-107 K (Spitzer, 1956), which formed either from supernova explosions in
the disk (e.g., Joung & Mac Low, 2006; Hill et al., 2012) or from gas that was shock-
heated to the Milky Way’s virial temperature as it accreted onto the dark matter
halo (e.g., White & Frenk, 1991; Cen & Ostriker, 2006; Fukugita & Peebles, 2006).

Like the cooler gas, the hot gas responds to the Milky Way’s gravitational field, im-
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plying any kinematic structure is connected with its formation and evolution. These
motions include global rotation from residual or injected angular momentum, turbu-
lence, bulk flows, and net inflow (accretion) or outflow (wind), all of which relate to
how the galaxy has formed and evolved. However, the large spatial extent of the hot
gas (210 kpc from the Sun) combined with current observational capabilities limit
constraints on hot gas dynamics. This is important since the gas velocity structure
can impact hot gas observables and the inferred structure, similar to the H1 analyses
discussed above.

The Milky Way’s hot gas distribution is volume-filling on 210 kpc scales, has
density estimates ranging between 107°-1073 cm~3, and a temperature characteristic
of the Milky Way’s virial temperature, ~ 2x10% K. A collisionally ionized plasma at
this temperature emits in the soft X-ray band, 0.5-2.0 keV, making it the dominant
source of the ROSAT 3/4 keV background (Snowden et al., 1997). All-sky maps from
the ROSAT All-sky Survey constrained the characteristic densities and temperature
of the plasma, but higher resolution spectroscopic observations with current X-ray
telescopes provide additional constraints on the gas structure and origin.

Recent work on hot gas in the Milky Way has relied on O vit and O VIII emission
and absorption line observations characteristic of a 10°-107 K plasma (Paerels &
Kahn, 2003). The emission lines are observed in ~ 1000 blank fields of view using
either sounding rocket experiments (McCammon et al., 2002), or the CCDs on board
current X-ray telescopes (e.g., Yoshino et al., 2009; Henley & Shelton, 2012). The
number of bright X-ray point sources in the soft X-ray band limits the number of
absorption line measurements, but they are detected in about 40 active galactic nuclei
(e.g., Nicastro et al., 2002; Rasmussen et al., 2003; Wang et al., 2005; Bregman &
Lloyd-Davies, 2007; Yao & Wang, 2007; Gupta et al., 2012; Miller & Bregman, 2013;
Fang et al., 2015) and X-ray binary (Yao & Wang, 2005; Hagihara et al., 2010) spectra.

Interpreting the line strengths has several difficulties: (1) weak detections of O vii Kf
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absorption lines suggest some of the lines may not be optically thin (7, <2; Williams
et al., 2005; Gupta et al., 2012; Fang et al., 2015), (2) the Sun exists within the Local
Hot Bubble, which is 100-300 pc in size and has signatures in the soft X-ray band
(e.g., Snowden et al., 1990, 1993; Kuntz & Snowden, 2000; Lallement et al., 2003;
Smith et al., 2007; Welsh & Shelton, 2009; Smith et al., 2014a), (3) solar wind charge
exchange emission can add significant time-varying emission to individual emission
line observations (e.g., Snowden et al., 2004; Koutroumpa et al., 2007; Carter &
Sembay, 2008; Carter et al., 2011; Galeazzi et al., 2014; Henley & Shelton, 2015).
Analyses of the line strengths that account for these issues suggest the gas structure
is an extended, spherical corona as opposed to a flattened disk-like morphology (Fang
et al., 2013; Miller & Bregman, 2013, 2015).

The above studies focused primarily on the line strengths since the lines are unre-
solved with current X-ray telescopes, however recent data reduction techniques and
improved calibration allow the line centroids to be measured with high precision as
well. The emission lines are significantly blended at CCD resolution (EPIC-MOS
FWHM ~50 eV ~25,000 km s~! at 0.6 keV; Sembay et al., 2004), implying they do
not encode hot gas kinematic information. The absorption lines are also unresolved
at current grating resolutions (Reflection Grating Spectrometer FWHM ~2 eV~1000
km s7! at 0.6 keV; den Herder et al., 2003), but the higher resolution compared to
the CCDs yields accurate equivalent width and line centroid measurements in high
signal-to-noise ratio targets. In particular, Hodges-Kluck et al. (2016) utilized the
improved calibration for sun angle and heliocentric motion in XMM-Newton RGS ob-
servations to significantly improve the precision for line centroid measurements. This
updated calibration resulted in a sample of 37 O vII absorption line centroids from
archival XMM-Newton RGS data with uncertainties ranging from ~25-400 km s~
The measured values are inconsistent with a stationary hot gas halo, and suggest the

hot gas rotates in the same direction as the disk. This analysis highlights that high
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resolution absorption line observations are useful probes of the Milky Way’s hot gas
kinematics.

Here, we present model absorption line profiles for different hot gas velocity struc-
tures and analyze their effects on current and future high resolution absorption line
observations. The modeling is analogous to the long-established work on the Milky
Way’s HT structure and kinematics discussed above, however the hot gas system we
consider is extended and spherical out to the Milky Way’s virial radius. For velocity
profiles, we explore the effects of gas rotation in the same direction as the disk and
global inflows/outflows of gas. We show that the absorption lines can exhibit signif-
icant asymmetries, broadening beyond the Doppler width, and different line centers
depending on the underlying velocity structure. These model line centroids comple-
ment the work discussed above, but observing the profile shapes requires a higher
resolution X-ray spectrograph. We discuss the instrument requirements to observe
such effects and how future observations will provide additional constraints on the
Milky Way’s hot gas kinematics and baryon content (see discussion by Bregman
et al., 2015).

In addition to the line profile calculations, we show how optical depth and kine-
matic effects impact ongoing work on the Milky Way’s hot gas structure. Accounting
for velocity flows in the halo can broaden the total absorption line profile in velocity
space, which impacts the conversion between observed equivalent widths and the in-
ferred column densities. We present curves of growth that account for these velocity
effects along with the plasma optical depth, providing more accurate inferences for
the gas density structure.

The rest of the chapter is structured as follows. In Section 4.4, we describe our line
profile calculation, including a discussion on the inferred hot gas density and velocity
structures. This also includes the altered conversions between equivalent widths and

column densities. Section 4.5 includes a discussion and summary of our results, with
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additional implications for future X-ray missions.

4.4 Calculations of Line Shapes and Equivalent Widths

The calculation and interpretation of absorption line shapes is analogous to the
Galactic H1 distribution. In these studies, resolved H1 21 cm emission line measure-
ments in velocity space constrain the neutral hydrogen distribution and kinematics
in the Galactic disk (e.g., Kalberla et al., 2007). These methods involve analyzing
the amount of emission received at different velocities and different Galactic longi-
tudes. Here, we make similar predictions for the hot gas absorption line profiles, but
assuming different underlying hot gas density and velocity profiles compared to the
neutral hydrogen distribution. The primary difference here is the assumption that the
hot gas is a volume-filled distribution of material extending to the Milky Way’s virial
radius as opposed to only being confined to the Galactic disk. Similarly, we explore
different large-scale velocity profiles for the hot gas that deviate from simple coro-
tating motion with the disk. These factors imply that different density and velocity
profiles produce unique line shapes and line center shifts for different [, b coordinates.
We explore these effects and estimate their impact on current and future absorption

line measurements.

4.4.1 Model Assumptions

We make several assumptions for the hot gas density, temperature, and metallicity
distribution based on previous observational and theoretical analyses. Most of these
assumptions are based on the results from Miller & Bregman (2013, 2015), and we
refer the reader to these studies for a more detailed description. Here, we outline the
most important assumptions and any caveats in terms of how they could affect our
absorption line profile calculations.

We assume the hot gas density distribution follows a modified spherical S-model

123



extending to the Milky Way’s virial radius. The S-model has the following functional

form:

n(r) =ny(1+ (T/T‘C)Q)_3B/2, (4.1)

where n,, is the core density, r. is the core radius, and 3 controls the slope at r > r..
The Milky Way’s expected r. is (<5 kpe), a region that is not well sampled by
absorption or emission line observations. To account for this, Miller & Bregman
(2013) defined a modified S-model in the limit where r > r.:

nore?
) ~ "0 (42)

where n,r?” is the density normalization and -3 is the slope. This density profile
is effectively a power law describing the Milky Way’s hot gas distribution. Unless
otherwise stated, we assume density parameters of n,r2® = 1.3 x 1072 cm™3 kpc3?
and 5 = 0.5 based on results from Miller & Bregman (2015).

This model, although simple, is not arbitrarily chosen, and has successfully re-
produced several Milky Way hot gas observables. Most recent studies on the Milky
Way’s hot gas structure follow a general methodology. One assumes one of two types
of underlying density distributions: an exponential disk with scale height of 5-10 kpc,
or a lower-density, spherical model extending to the virial radius. Given a model
choice, one compares model observations to measured observations and determines if
the model is consistent with the data. The primary observables of the Milky Way’s
hot gas are O VIl and O VIII absorption and emission line strengths (e.g., Paerels
& Kahn, 2003; Rasmussen et al., 2003). Several analyses argue that an exponential
disk-like morphology can reproduce the line strengths for individual sight lines (Yao &
Wang, 2007; Hagihara et al., 2010). However, independent analyses on all-sky samples

of absorption and emission line strengths suggest a density model like Equation 4.2
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reproduces the global line strength trends better than a disk-like morphology (Miller
& Bregman, 2013, 2015; Hodges-Kluck et al., 2016). Additional work by Fang et al.
(2013) explored more sophisticated spherical, extended density models (an adiabatic
profile and a cuspy NFW profile) and an exponential disk model to compare with
other observed constraints, such as the residual pulsar dispersion measure toward
the Large Magellanic Cloud (LMC) (Anderson & Bregman, 2010) and ram-pressure
stripping of dwarf spheroidal galaxies (e.g., Grecevich & Putman, 2009). They found
the spherical, extended models were consistent with these constraints, while the ex-
ponential disk model was not. Therefore, an extended, spherical density morphology
appears to be consistent with several observed hot gas properties, and a simple power
law can reproduce how the observed line strengths vary across the sky.

The S-model is also used for fitting the observed X-ray surface brightness profiles
around nearby galaxies. This has historically been done for ~50 early-type galaxies,
with fitted § values ranging between 0.4-1.0 for a typical early-type galaxy (Forman
et al., 1985; O’Sullivan et al., 2003). More recently, there have been detections of
diffuse X-ray halos around massive (~10 times larger than the Milky Way) late-type
galaxies within ~70 kpc (Anderson & Bregman, 2011; Dai et al., 2012; Bogdéan et al.,
2013a,b; Anderson et al., 2016). Although there are only four late-type galaxies where
these coronae are detected, their fitted [ values are also comparable to the results
from early-type galaxy surveys. This further motivates our initial choice to use a (8
model as our underlying Milky Way hot gas density profile.

We also assume that the hot gas temperature, oxygen abundance, and metallicity
are constant with radius. Observationally, the Milky Way’s hot gas temperature is
inferred from a combination of fitting soft X-ray background (SXRB) spectra with
thermal plasma models, or comparing the O Vil to O vIIl absorption line ratio in
individual sight lines where both lines are detected. Both methods indicate that the

hot gas temperature is ~ 2 x 10 K, with the latter method providing the most current
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observational constraints. Henley & Shelton (2013) fit the 0.5-2.0 keV band of 110
SXRB spectra with multiple thermal APEC plasma models to measure the Milky
Way’s hot halo emission measure and temperature distribution. The found the halo
gas temperature shows little variation across the sky with a median value of 2.22 x 10°
K and interquartile region of 0.63 x 10% K. The fact that this value is consistent across
the sky implies the gas is close to isothermal. Therefore, we assume a constant halo
gas temperature of 2 x 10° K, resulting in an O VII ion fraction of 0.5 (Sutherland &
Dopita, 1993).

There is less certainty when considering the hot gas metallicity and oxygen abun-
dance since there are no direct observational constraints on these values. The re-
ported solar oxygen abundance relative to hydrogen has varied in the literature, but
we assume a value of 5.49 x 10~* Holweger (2001). Galaxy evolution simulations
suggest halo gas metallicities can range between ~0.05-2 Z, depending on the stel-
lar feedback prescription, with a typical value of ~0.3Z; (Toft et al., 2002; Cen &
Ostriker, 2006; Marinacci et al., 2014). This is consistent with the model-dependent
constraint Miller & Bregman (2015) placed on the hot gas metallicity in order to not
overproduce the pulsar dispersion measure in the LMC direction, Z > 0.3Z,. Miller
& Bregman (2015) also estimated a model-dependent hot gas metallicity profile by
comparing their emission line fitting results (sensitive to n.n;,,) with absorption line
results (sensitive to n;,,) from Miller & Bregman (2013). They found evidence for
a shallow metallicity gradient of Z o %2 with Z = 0.26Z; at r = 10 kpc, al-
though the uncertainty in the relation was consistent with a constant gas metallicity.
Thus, we assume a constant metallicity value of 0.3Z5, which still results in =50%
of the absorption coming from =5 kpc of the Sun and 290% coming from <50 kpc
(Hodges-Kluck et al., 2016).

It is worth noting that these hot gas distribution assumptions are all broadly

consistent with the theoretical prediction that the hot gas formed via an accretion
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shock and is in hydrostatic equilibrium with the Milky Way’s dark matter potential
well. Our density parametrization of a power law is the simplest functional form that
can remain in hydrostatic equilibrium with the dark matter potential well at large
radii, with # = 0.5 implying the gas should be close to hydrostatic equilibrium. Given
this type of distribution and formation mechanism, one expects the gas temperature to
be close to the Galactic virial temperature of 2 x 10° K. This prediction is consistent
with the observed, and therefore assumed hot gas temperature. The global hot gas
distribution adopted here has a reasonable theoretical basis, and is also consistent
with multiple types of observations.

Finally, our calculations depend on several Milky Way parameters that have been
measured from different techniques. For the Milky Way’s size and geometry, we
assume a solar distance to the Galactic center of R, = 8.34 kpc, a solar rotation
velocity around the Galactic center of ve, = 240 km s (Reid et al., 2014), and an
average virial radius of r, = 250 kpc (Klypin et al., 2002; Loeb et al., 2005; Shattow
& Loeb, 2009). The former do not affect our overall line shapes, but act as a net shift
in wavelength /velocity space for the line profiles. We extrapolate our model profiles
and calculations to r,, however gas within ~50 kpc of the Sun dominates our column
densities and equivalent widths (Miller & Bregman, 2013; Hodges-Kluck et al., 2016).
This implies that our choice for r, has a negligible impact on our results, and that

our model profiles are explicitly valid within ~50 kpc.

4.4.2 Velocity Profile and Line Profile Calculation

We consider bulk rotation motion, radial inflow/outflow, and flows perpendicular
to the Galactic disk for our velocity profiles. A net rotational flow (denoted as the
gg direction henceforth) is expected if the gas has residual angular momentum from
the Milky Way’s formation. The radial and perpendicular flows (7 and Z directions)

are considered as a net accretion of material onto the Galactic disk or a net ejection
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of material from the Galactic disk. We assume constant flow velocities as a function
of R, z, or r, depending on the flow type, where R is the distance from the rotation
axis, z is the distance perpendicular to the Galactic plane, and r is the galactocentric

radial distance. These are represented by the following equations:

ve(R) = vq@ = constant, (4.3)
v, (1) = v, 7 = constant, (4.4)
v,(2) = v, 2 = constant, (4.5)

where vy follows a flat rotation curve similar to the disk, and v, /v, are net flows in
the 7/Z directions respectively. Therefore, positive v, /v, values assume flows away
from the Galactic center (v,) or Galactic plane (v,). We also consider models with a
constant mass inflow /outflow rate by allowing v,.(r) to not be a constant. The mass
flux depends on the density and radial velocity, and is represented by the following

equation:

M, (r) = 47r’p(r)v,(r)F = constant, (4.6)

where p(r) is the mass density as a function of radius. If p(r) oc n(r) oc 7=27, this

362 in order for M, to be constant.

implies v, (1) ox 7

Optical depth effects and the assumed absorption line Doppler width play an
important role when inferring column densities from measured equivalent widths.
The observed absorption lines are never broader than the instrumental line widths of

current X-ray spectrographs (the Chandra Low-energy Transmission Grating has a

FWHM of ~0.05 A ). This sets an upper limit on the Doppler width of <550 km s~ .
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Given these spectral resolutions, it becomes difficult to quantify deviations from an
optically thin plasma. There have been several detections of the O vii K3 transition
along with the O vit Ka line, suggesting Doppler widths ranging from the thermal
width (245 km s7! at 2 x 10° K) to ~150 km s™! (Williams et al., 2005; Gupta
et al., 2012; Fang et al., 2015). Galaxy formation and evolution simulations predict
a similar range of b values with a characteristic value of 85 km s (Cen, 2012). The
additional turbulent velocity can arise from a variety of sources, including turbulent
mixing layers, satellite galaxy orbits, bulk flows of material in and out of the disk,
etc. (e.g., Kwak & Shelton, 2010; Cen, 2012; Hill et al., 2012). We adopt a b value of
85 km s~! for our initial line profile calculations, but explore how the Doppler width
compares with different velocity flows.

Given a density profile, velocity profile, and Doppler width for the absorbing
medium, we calculate model absorption line profiles for different sight lines in the
Galaxy. For a given [, b coordinate, we divide the line of sight into cells with densities
and Galactic standard of rest (GSR) velocities dependent on the cells’ locations in
the Galaxy. The coordinate transformations between the line of sight position, s, and

Galactic coordinates is:

R? = R2 + 5% cos(b)® — 25 Ry, cos(b) cos(l) (4.7)
2* = s?sin(b)? (4.8)
r? = R*+ 2° (4.9)

The density in each cell comes from the cells’ r positions and using Equation (4.2).

The conversions between GSR and LSR velocities for our velocity models are repre-
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sented by the following equations:

Vs 6(8) = <RU(Q;> — Z—Z) R sin(l) cos(b), (4.10)
Vs (8) = ;(]—;)[sin(]bbz(s) + (scos(b) — Re cos(l)) cos(b)], (4.11)

Vs »(s) = v, sin(|b]), (4.12)

where R(s), z(s), and 7(s) are the Galactic coordinates along the sight line s, vy, /.
are the GSR flow velocities, and vy 4./, are the LSR velocities for each cell. We
generate a Voigt profile for each cell that is shifted to the cell’s LSR velocity and
weighted by the density, or optical depth, in the cell. The cell line center optical

depth is defined as:

7, = 0.015 x n(s) fAb~'ds, (4.13)

where n(s) is the number density of absorbers in the cell, f is the transition oscillator
strength (f = .6945 for the O vil Ko transition), A is the transition wavelength in

1

centimeters, b is the Doppler width of the plasma in cm s™, .015 is a constant with

2 57! and ds is the cell path length in centimeters. The total model line

units cm
optical depth, 7, or 7\, is the sum of each cell’s line profile out to the Milky Way’s

virial radius with the resultant absorption line profile following the usual definition:

Fv/)\

=e /A, 4.14
Fv/)\,c ( )

where F,/y is the source flux in velocity or wavelength space and F, ) . is the contin-
uum flux.

The resultant model line profiles include asymmetric line shapes, widths broader
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Figure 4.1: Model absorption line profiles, normalized to the continuum, for different
positions on the sky and velocity profiles. Each model spectrum assumes
the gas density follows a modified S-model (Equation 4.2 with 8 = 0.5)
and that the gas is either stationary (red), corotating with the disk (blue),
or lagging behind the disk with a modest radial inflow velocity (green).
The model profiles exhibit asymmetric shapes and varying line centroids
(vertical dotted lines) depending on the observed position and underlying
velocity profile.

than the plasma Doppler width, and significant line center shifts. Figure 4.1 shows our
absorption line calculations for a grid of 0° <[ < 180° and 0° < b < 90° coordinates.
The velocity profiles include a stationary hot gas model (vy = v,/, = 0 km s7'), a

hot gas distribution corotating with the disk (vy = 240 km s™*

, Uy, = 0 km s71),
and a profile similar to the best-fit model from Hodges-Kluck et al. (2016) that best
reproduces a sample of observed line centroids (vy = 180 km s, v, = -20 km s7!).

One immediately sees the line profiles can be highly asymmetric or broadened beyond

the assumed 85 km s™! for observations near [ ~ 90° and for b < 30°. Figure 4.2
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Figure 4.2: Same model spectra as Figure 4.1, except focusing on an [,b = 90°, 0°
sight line. The velocity effects are apparent, where the corotating line
profile (blue) is much broader than the stationary line profile (red). The
additional orange line is for a constant radial mass flux model with M,
= -1 My yr~!, which has minor differences from the constant v, model.
The dashed vertical blue line represents the tangent point velocity for this
sight line (0 km s™!), although there is still absorption at v > 0 km s™!
due to the inferred b value of 85 km s~

shows a detailed plot of the model profiles toward the [,b = 90°, 0° direction, where
the velocity effects will be strongest. This figure includes a constant M, model line
profile with vs = 180 km s, M, = -1 Mg, yr~'. There are minor differences between
the line shapes and centroids (=15 km s~!) for this model and the v, = -20 km s!
model, so we only consider the constant v, model for the rest of the analysis.

There are several apparent trends seen in these figures. If the halo gas is station-
ary, all of the absorption occurs at the reflex motion of the Sun’s orbit around the

Galactic center, vy = —vg sin(l) cos(b). If instead the hot gas corotates with the disk,
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the absorption can be spread out between +v. depending on the direction observed
(Figure 4.3). The resultant density-weighted LSR velocities create the asymmetric
line profiles and significantly broader lines compared to the stationary plasma results.
For example, the corotating model line width (defined as the full width at half the
line depth) for the I,b = 90°, 0° direction in Figure 4.2 is 326 km s™! compared to
200 km s™! for the stationary model, a 63 % increase. Furthermore, the absorption
line centroids depend on the underlying velocity profile (vertical dotted lines in Fig-
ures 4.1 and 4.2). The stationary plasma halo produces the strongest deviations from

1

the rest wavelength, or 0 km s™", since all of the absorption is at the same velocity.

If the gas is corotating with the disk, one expects weaker line shifts since dense gas

near the Galactic disk produces v, ~0 km s—*

absorption, while gas futher in the
halo produces absorption at |v,| =100 km s™1. Flows in the r or z directions produce
similar net velocity shifts, although flows in these directions have stronger effects
near the Galactic center, anti-center, and poles. These effects imply that the hot gas

kinematics produce observable signatures on the absorption line centroids, and alter

the inferred conversion between measured equivalent width and column density.
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4.4.3 Model Line Strengths

These line of sight velocity effects have important consequences when analyzing
the absorption line strengths. Specifically, these effects impact observable quantities
(equivalent widths, resolved line profiles, etc.) and how we infer the gas column
density. This is not a new concept in the broad field of absorption line analysis,
but these large scale velocity flows have never been considered when analyzing the
Milky Way’s O viI absorbers. Here, we discuss how these effects impact current line
strength interpretations when the lines are unresolved and potential future analyses
if the lines can be partially resolved.

Modeling the line of sight velocity flows and corresponding line profiles leads to
a more accurate conversion between measured absorption line equivalent widths and
the inferred column densities. The measured equivalent widths are currently the
best way to measure the absorption line strengths since the lines are unresolved by
current X-ray spectrographs. The inferred column densities are usually determined
from a curve of growth analysis with various assumptions for the plasma optical
depth. Velocity flows alter this conversion by spreading out the absorption in velocity
space, producing larger equivalent widths for a given column density. To quantify the
strongest velocity corrections, we generate model line spectra in the [,b = 90°, 0°
direction, for a range of column densities and Doppler b values, and for a corotating
halo. We vary the column density by changing the halo normalization parameter in
Equation 4.2, thus keeping the gas distribution the same with § = 0.5. We create
curves of growth with velocity effects by calculating equivalent widths for each line
profile/column density. Figure 4.4 shows these new growth curves, where the solid
lines represent traditional curve of growth calculations with no velocity effects and the
opposite edges of the shaded regions represent our curves of growth with rotational
velocity effects. Therefore, the shaded regions represent the range of possible velocity

corrections, depending on the true halo velocity structure.

135



TRIIUR)SANS O URD $100Jj0 Ajopa pue Yidep [eorpdo oty Surjeorpur ‘sojdures
(mor[eA) (G10g) T8 10 Sueq pue (jpe[q) (£10g) UeWSaIg 2y I9[[IJ O} WOIJ SYIPIM Juseamba werpaur o1y juesaidal
SOUI] POYSep o, ‘sonfea ury} A[eo1pdo o) 0} POZI[RULIOU SOI}ISUSP UWN[0D 9} YIM nq ‘[oued 2/2] o) se oures oy} SI
Pued 2ybiu oy T, -orgord A3100[eA 3UIjRIOIOD € SUTWNSSR SOAIND [[IMOI3 91} JuosaIdol SUOISa1 poprys oY) JO SOLIRPUNO(
1oddn oty pue ‘(oey Areuonels e AJuo[eAINDO I0) SON[RA @ JUSIDPIP I0] SOAIND [[IMOIS [RULIOU JU0soIdol SOUI[ PI[OS
POIO[0D O} 9IOUM ‘IMOIS JO SoAIND smoys [pued o7 oY, WSS Jo Ul 0 L06 = ‘] UR SUOR S100[0 A}DO[PA
yym pue sonjes Io[ddo(] JUSIOPIP I0J SOIISUOP UWMN[0D PUR SYIPIM JUSTRAINDO POAIOS|O 91} U0OMID( SUOISIOAUO)) :ff 9INSI ]

((yw) 19pz3)60) ((,_wo) T1ON)Bo
9l A z'l 0l 80 90 0Ll 6ol 091 GGl 06l
OOF - ﬁlw WY 0G| = § @O
[ SWYGR=(q wmmmm
- SUNGp=Q e— 180 5
Uiy} A)1eojdo  emm Q
= 1P|
_\O—‘W O —\ OM
= fer s
g 3
[ SWY QG| = == fLItITIiiiiiiiiiiiy, Z
-SuMGg=q =4 0| =
ﬁ\WEv_m.V"QI |©F
U1y} A)e0)d0 e
Z9l 091 8'G v'GlL Z'Gl

’ Sk
((;-wo) :mivmo_

136



These velocity effects have a significant impact on the inferred column densities,
with potentially large deviations from optically thin values. Here, we examine cor-
rections to the inferred optically thin column densities with and without considering
velocity effects and for different b values. The right hand panel of Figure 4.4 rescales
the curves of growth in the left hand panel into the ratio between the true and opti-
cally thin column density for a given equivalent width. The Doppler b value plays a
critical role when inferring the correct column density for a given measured equiva-
lent width, where corrections without velocity effects range between ~50% to over an

order of magnitude for b between 45 and 150 km s™!

and a typical equivalent width
measurement of 20 mA . The velocity effects discussed above mitigate these differ-
ences, but still cause significant deviations from optically thin values. For example,
the ratio between the true and optically thin column ranges from a factor of a2 if the

L and

halo gas is corotating to a factor of &5 without velocity effects for b = 85 km s~
a 20 mA equivalent width. This implies that velocity effects result in smaller column
densities than would be inferred from a traditional curve of growth conversion. These
results are useful in the current limit where the lines are unresolved, but there are
alternative approaches if the lines are partially resolved.

A useful approach for future analyses on these absorption lines will be the apparent
optical depth method (Savage & Sembach, 1991). In this method, one decomposes the
observed line profile into an apparent optical depth function 7,(v) and converts this
into an apparent column density function N,(v), which can be integrated to determine
a total column density. This method makes no assumption for the underlying line
of sight density or line of sight velocity profile, but it would be useful to reconstruct
a column density distribution similar to our Figure 4.3. The reason this method is
not used in current analyses on the O VII absorbers is because: 1) the lines need

to be at least partially resolved (FWHM(instrument) < 2FWHM(line)) and 2) it

requires multiple lines of the same species with different fA products to estimate
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saturation effects. The lines are completely unresolved with current X-ray telescopes
and detecting the O viI K3 transition at 18.63 A is difficult because it is intrinsically
weaker than the Ko transition and there is an RGS instrumental feature near the
transition!. Thus, this method will be useful if we obtain absorption line observations

with a higher resolution spectrograph (see Section 4.5.2).

4.5 Discussion and Conclusions

We have shown that the Milky Way’s hot gas kinematics produce signatures in the
intrinsic absorption line shapes and centroids. Bulk velocity flows in the disk rotation
direction along with a net inflow or outflow of gas can produce strong asymmetrical
line shapes and significant line centroid deviations from the the absorption line rest
wavelength. These results alter the conversion between equivalent widths and column
densities, producing significant deviations from both optically thin and zero velocity
assumptions, but also imply the line shapes (not currently observable) and observed
centroids encode information on the Milky Way’s hot gas kinematics. The new ve-
locity considerations presented here motivate future analyses on the Milky Way’s hot

gas structure and kinematics.

4.5.1 Implications for the Milky Way

The model line calculations presented in this chapter form the basis for the Hodges-
Kluck et al. (2016) analysis on the Milky Way’s hot gas kinematics. Their non-
parametric statistical tests concluded that the observed line centroid measurements
were inconsistent with a stationary hot gas profile (a result not requiring additional
modeling or assumptions for the gas distribution), whereas corotating model centroids

from calculations in Section 4.4.2 were more consistent with the data. Figure 4.5

Thttp://xmm.esac.esa.int /external /xmm_user_support/
documentation/uhb/rgsmultipoint.html
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Figure 4.5: Absorption line centroids in single-hemisphere Aitoff projections. The
upper-left panel shows the observed line centroid distribution from
Hodges-Kluck et al. (2016) where the point sizes are inversely propor-
tional to their measurement errors. The bottom panels represent model
centroid calculations for a cororating (left) and stationary (right) halo gas
distribution. The upper-right panel shows the absolute difference between
the stationary and corotating model, indicating where on the sky one has
the greatest leverage to differentiate between models.

shows their observed centroid distribution on the sky with maps of the model line
centroid distributions for the stationary and corotating profiles to illustrate how the
models compare with the data. They also used parametric modeling techniques with
vy as a free parameter to show that a velocity profile lagging behind the disk with v
= 183 £ 41 km s™! is most consistent with the observed line centroid distribution.
The v, and v, flow parameters were also included, but the constraints were within 1o
of 0 km s™!. These results are the first constraints on the Milky Way’s T' ~10° K gas

kinematics, and they depend on the absorption line profile calculations presented here.
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The inferred velocities also have implications for other inferred hot gas properties,
such as the density distribution and metallicity.

Significant hot gas rotation velocities can change the net potential well affecting
the hot gas, resulting in a flattened or “bow-tie” morphology. The prediction of
hot, extended coronae around late-type galaxies is based on the assumption that the
shock-heated gas exists in hydrostatic equilibrium with the dark matter potential
well. If the dark matter distribution is approximately spherical on large galactic
scales and the gas is isothermal, hydrostatic equilibrium implies a spherical power

law distribution for the hot gas:

)
n X exp (—0—2) , (4.15)

T
where @ is the potential (® oc In(r) for an isothermal sphere) and ¢ = 2kT/um,,.

Rotation modifies the potential in the following way:

R
P =D — / Q*(RYRdR, (4.16)

where R, is an arbitrary radius for normalization, Q(R) is the angular rotation profile,
and O is the effective potential (see Equation 8 in Barnabe et al., 2006). Inserting
the effective potential into Equation 4.15 for flat rotation curves can alter the initial
spherical profile into a flattened morphology.

To visualize this effect, we calculate an effective potential profile for a static po-
tential and flat rotation curve we impose on the gas. We assume the static potential
includes a dark matter NF'W profile (Navarro et al., 1997) with a scale radius of 12
kpc and virial mass of 1.8 x 102 M, and a thin stellar disk profile with scale ra-
dius of 3.2 kpc and total surface density of 536 M, pc? (Binney & Tremaine, 2008).
These assumptions do not account for the triaxiality of the Milky Way’s dark matter

distribution (Loebman et al., 2014) and the vertical structure of the stellar disk, but
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Figure 4.6: Isodensity contours for stationary hot gas distribution (left) and a distri-
bution with a flat 100 km s™! rotation curve (right). The contours are
normalized to the maximum density values, and are log-spaced with a 0.5
interval between -3 through -5.5. Including rotation leads to a character-
istic flattened morphology.

these calculations are meant to show the characteristic effect that rotation has on the
hot gas. We also point out that the baryonic components contribute very little to the
potential for » 2 5 kpc, implying the details of their assumed profile do not signifi-
cantly affect our calculations. The results of these calculations for a stationary halo
and a modest flat rotation curve of v, = 100 km s™! are seen in Figure 4.6. One sees
that the isodensity contours are constant with r for the stationary halo, but become
flattened with the inclusion of rotation. We also point out that these calculations
and general results are consistent with those found by Marinacci et al. (2011), who
estimated these same effects of coronal rotation on the underlying morphology.

In contrast with these model predictions, several observation-based lines of evi-
dence suggest the Milky Way’s hot gas distribution is not significantly flattened. As
discussed in Section 4.4.1, analyses on large samples of line strength measurements,
pulsar dispersion measures, and X-ray surface brightness measurements suggest a

spherical morphology can better reproduce these observables than a disk-like mor-
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phology. In particular, the models considered in Miller & Bregman (2013, 2015)
included a flattened, extended distribution. However, the model fitting results for
this flattened model (with an additional parameter and thus one less degree of free-
dom) were not a significant improvement in fitting the data compared to a spherical
model. The analysis showed that a flattened halo was not required to fit the line
strength measurements. Also, observations of hot gas in other galaxies do not in-
dicate rotation significantly impacts their morphologies. The examples discussed in
Section 4.4.1 found that the extended X-ray halos around both early- and late-type
galaxies are typically fit well with spherical 5 models. Additional analyses on higher-
resolution X-ray images of early-type galaxies indicate any X-ray observed ellipticity
does not correlate with the galaxies’ rotation velocities, implying rotation does not
drive their morphologies (Diehl & Statler, 2007). Thus, the balance of observational
evidence suggests the extended hot gas distributions around the Milky Way and other
galaxies is approximately spherical.

The observed line centroids from Hodges-Kluck et al. (2016) combined with the
models outlined in Section 4.4.2 lead to the robust result that there is global kinematic
structure in the hot gas, regardless of the assumed density profile. This appears to be a
valuable first step in this type of analysis, especially since there is little observational
or theoretical background for the expected kinematic structure of this gas phase.
The line profiles presented here are designed to highlight how we can learn about the
Milky Way’s hot gas kinematics, and show how the hot gas kinematics can potentially
impact the inferred hot gas structure.

One example of how these line profile calculations can improve constraints on the
hot gas structure is with a more accurate conversion between measured equivalent
width and the column density. The velocity calculations presented in Section 4.4.3
imply that velocity flows modify the curve of growth analysis depending on the ob-

served direction. Thus, one needs to account for bulk velocity flows to infer an
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accurate column density from a measured equivalent width. These effects have not
been considered in previous analyses of the Milky Way’s hot gas, and impact inferred
hot gas properties.

As an example application of the improved equivalent width-column density con-
version, we examine the hot gas metallicity based on the observed O viI equivalent
width toward the LMC direction and the hot gas dispersion measure in this direction.
We convert the observed O Vil equivalent width for the LMC X-3 X-ray binary into
O vII column densities for different b values with and without velocity effects. These
column densities are then converted to dispersion measures, which depend on the gas
metallicity, and compared to the observed residual hot gas dispersion measure toward
the LMC direction. The dispersion measure is the integral of free electrons along the

line of sight, [/ n(s)ds, which relates to the O viI column density (Noys) as follows:

Novir
fovirAoZ

149 Novir fovir\ ™ Ao ! Z _1cm’3 .
“\10%cm—2 ) \ 0.5 5.49 x 101 Zo Pe

where foyr is the O VII ion fraction, Ao is the fixed solar oxygen abundance relative

DM = 1.2
(4.17)

to hydrogen (Holweger, 2001), and Z is the gas metallicity. Thus, we infer an aver-
age hot gas metallicity by equating the inferred dispersion measure from the O viI
measurement to the independently observed value.

The inferred metallicity depends on an accurate conversion between the observed
O vII equivalent width and true column density, which we calculate above, and the
residual dispersion measure due to hot gas. For the latter, analyses on LMC pul-
sars suggest the Milky Way’s hot gas contributes 23 cm™ pc to the total observed
dispersion measures (Anderson & Bregman, 2010; Fang et al., 2013). Independent

analyses report a consistent O VII equivalent width for the LMC X-3 spectrum, with
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Wang et al. (2005) suggesting a value of 20 £+ 6 mA and Bregman & Lloyd-Davies
(2007) suggesting a value of 21 4+ 5 mA (90% confidence regions). Here, we use a
more current measurement with improved calibration from the Hodges-Kluck et al.
(2016) analysis, 22*% mA. We also assume all of the absorption arises from the Milky
Way’s hot gas distribution, as opposed to a distribution associated with the LMC or
intrinsic to the LMC X-3 X-ray binary. This appears to be a valid assumption since
the O VII centroid is inconsistent with the LMC systemic velocity (~300 km s™!) or
the X-ray binary escape velocity (~10% km s™1) (Wang et al., 2005; Yao et al., 2009b).
We convert this equivalent width to a column density using our curves of growth for
the LMC direction, a range of plausible b values, and assuming either a stationary or
corotating halo. We then use Equation 4.17 to convert these to dispersion measures
for different metallicities. Figure 4.7 shows the lines where the calculated dispersion
measure equals 23 cm ™ pe.

There are several key results to note from the calculations represented in Fig-
ure 4.7. Increasing the b value decreases the O viI column density required to match
the observed equivalent width. Therefore, increasing the b value requires a decrease
in metallicity in order to match the observed dispersion measure. For a stationary
halo, the transition between solar and sub-solar metallicity occurs at b = 130 km s .
Including velocity effects broadens the line profile in this direction, which further
reduces the O VII column density required to match the observed equivalent width.

1

The transition between solar and sub-solar metallicity is at 100 km s~ in this case.

For both the stationary and corotating cases, the metallicity approaches a limit of

~0.6Z as b increases beyond 200 km s~

These results imply that the gas metal-
licity should be 20.6Z if b is less than the sound speed, but also that b 2 100 km
s~1 if the gas metallicity is not greater than solar. This analysis provides important

constraints on the average hot gas metallicity along the LMC sight line, however it

also illustrates how the halo gas kinematics can impact inferred hot gas properties.
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Figure 4.7: The hot gas metallicity and Doppler b values required for the observed
LMC X-3 O vII equivalent width to equal a dispersion measure of 23 cm =3
pe (solid lines). The dashed lines incorporate the 90% uncertainty on the
measured equivalent width. The red shaded region assumes a stationary
halo for the column density conversion (or a standard curve of growth)
while the blue shaded region assumes a corotating velocity profile.

4.5.2 Future Applications

These velocity considerations have important applications for future analyses on
the Milky Way’s hot gas structure. We have discussed several problems and initial
attempts to solve them, such as the Milky Way’s hot gas kinematic structure, the
relation between the hot gas kinematics and density structure, and how to accurately
interpret current hot gas observables. Here, we discuss strategies to solve these issues
in the future, and highlight how our velocity calculations will be useful.

We can better constrain the Milky Way’s hot gas kinematic structure by targeting

sight lines that predict the largest differences between model line centroid values.
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These regions provide the most leverage when validating or excluding different types of
velocity flows. As an example, the upper-right panel in Figure 4.5 shows the absolute
difference between the predicted line centroids for a stationary and corotating halo.
Clearly, the regions near [ = 90° and 270° show the largest differences of =100 km
s~1, while regions near the Galactic pole and anticenter have differences of ~0 km s~*.
Although we do not show a map with a v, or v, flow, the Galactic pole and anticenter
are ideal locations to probe those effects since rotation produces a negligible shift in
these regions. We also point out that a rotating gas profile predicts a distinctive line
centroid feature near the Galactic center, in that the centroid switches sign for |I| <
30°. It is possible that this effect could be observed, although the Galactic center is
a complex region with other kinematic features due to the Fermi bubbles (Su et al.,
2010; Fox et al., 2015). Regardless of these complications, these models should be
used to motivate the most informative observations.

Interpreting current and future absorption line observations requires a better es-
timate for the plasma optical depth, or b value. Figure 4.4 indicates optical depth
effects and line of sight kinematics introduce significant corrections to the equivalent
width-column density conversion. The plasma b value is usually determined by the
O vl Kf to Ka ratio, but weak Kf detections introduce systematic uncertainties in
the inferred hot gas structural parameters (Williams et al., 2005; Gupta et al., 2012;
Fang et al., 2015). One way to progress through this issue in the near future is with
more sophisticated radiative transfer models. Monte Carlo radiative transfer meth-
ods (Whitney, 2011) are a promising avenue for these improvements since the codes
predict both emission and absorption line strengths for an assumed plasma density
profile and b value. Typical radiative transfer codes are not designed for analyses on
the Milky Way’s hot gas distribution, specifically with its extended geometry and our
proximity embedded inside the distribution. We are currently developing a special

radiative transfer code accounting for these geometric effects and the gas kinematic
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Figure 4.8: Same model absorption line profiles as Figure 4.2 (solid lines), but includ-
ing convolutions with current and future instrumental line spread func-
tions (dashed lines). The left panel shows the model lines convolved with
an XMM-Newton RGS line spread function (approximately a Lorentzian
with R ~320), while the right panel shows convolutions with an R = 3000
Lorenztian profile. The comparatively low resolution of current spectro-
graphs only allows the equivalent widths and line centroids to be mea-
sured, but future high-resolution spectrographs will begin to resolve the
line shapes and broadening due to velocity effects.

structure to model the plasma radiation field and resultant line strengths. Future
projects with this code involve joint fits of the line strengths and shapes, resulting in
improved estimates on the hot gas optical depth, structure, and kinematics. These
techniques allow us to maximize the information we have from current X-ray obser-
vations, but we can gain significantly more information from future X-ray telescopes.

An X-ray spectrograph with higher spectral resolution than current X-ray spec-
trographs will yield significantly improved constraints on the Milky Way’s hot gas
structure. The XMM-Newton RGS and future missions, such as Athena and Astro-
H, cannot resolve the absorption lines with spectral resolutions of £/AE a300-400
near 0.6 keV (den Herder et al., 2003, 2012). The intrinsic line widths and deviations
from Gaussian line shapes are sensitive to how vy, v,, and v, depend on R, r, z,
implying these spectrographs cannot probe these signatures. The left panel of Fig-

ure 4.8 shows the stationary and corotating line profiles from Figure 4.2 convolved
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with a model RGS line spread function (R ~ 320), where any line asymmetry or
velocity broadening due to kinematic effects is lost due to the low resolution (the

Lin this case). Alternatively, technology

difference in line widths is only =20 km s~
exists for X-ray grating spectrographs with R ~3000 in the soft X-ray band (Smith
et al., 2014b). At this spectral resolution, kinematic signatures, such as the veloc-
ity broadening and line centroid, are much clearer and easier to detect compared to
current absorption line observations. The right panel of Figure 4.8 illustrates this
improvement, where we convolve the same intrinsic line profiles discussed above with
an R = 3000 Lorentzian line spread function (the RGS line spread function is close
to, but not a perfect Lorentzian). Thus, an improved X-ray spectrograph will provide
significantly more information on the hot gas kinematics than current instruments.
Given these improved observations and tools to interpret them, we will continue
to develop more sophisticated velocity models motivated by galaxy formation predic-
tions. Galaxy formation simulations of Milky Way-like galaxies predict a diverse range
of hot gas kinematic structures depending on the assumed formation mechanism. The
supernova-driven outflow scenario predicts hot gas rotational velocities comparable
to the disk and v,, =100 km s~! (e.g., Joung & Mac Low, 2006). On the other
hand, the shock-heated coronal gas scenario predicts a largely hydrostatic halo, but
with significant rotational velocities (=100 km s™!) near the disk (e.g., Nuza et al.,
2014). Additional complexities include the assumed stellar feedback prescription, the
impact of galaxy-galaxy interactions, and the inferred coupling between the hot gas
and cooler gas phases. For example, Marinacci et al. (2011) explored the mixing and
angular momentum transfer between ~ 10* K galactic fountain gas ejected from the
disk and an initially static ~ 10® K corona. They found the cooler galactic fountain
gas can accelerate the hotter coronal gas to velocities 80-120 km s™! slower than the
disk, broadly consistent with the results from Hodges-Kluck et al. (2016). Regard-

less of this consistency, there still exists many different velocity models that produce
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distinct absorption line signatures. Future progress involves an iterative approach
where velocity models become more complex to reflect a more realistic scenario, but
the improved observations continue to validate or exclude different velocity models
predicted in simulations. In this way, theory and observations provide additional

information about how and when the hot gas obtains its kinematic structure.

4.5.3 Concluding Remarks

The model absorption line results presented here have numerous important appli-
cations regarding the Milky Way’s hot gas structure. Many of the calculations were
simple ideas, but were never applied to the Milky Way’s extended hot gas distribu-
tion. We applied simple kinematic models to absorption line calculations to show
what can be observed now, how the gas kinematics can alter our interpretation of
current observables, what can be observed in the future, and future strategies for

exploring these effects. Here, we summarize these results:

1. The model line centroid calculations presented here combined with the observed
line centroids from Hodges-Kluck et al. (2016) indicate the Milky Way’s hot gas
distribution is likely not stationary. A model velocity profile with significant

rotation velocity (2180 km s™') is most consistent with the data.

2. Ordered velocity flows of this magnitude can impact constraints on the hot gas
density structure. Line of sight velocity effects alter the conversion between the
equivalent width and column density. The corrections from an optically thin
column can range between a factor of ~2 to ~5 depending on the underlying

kinematic structure.

3. These flows can alter the underlying density profile into a flattened or “bow-
tie” morphology as discussed in Marinacci et al. (2011). Current observational

evidence suggests the Milky Way’s hot gas is approximately spherical, although
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the data cannot conclusively rule out a flattened morphology.

4. Future observational strategies should focus on the regions with the largest
difference between predicted model centroid values. For probing the rotation
curve, this is near the [ = 90° and 270° directions. For probing accretion or

outflows, this is near the Galactic pole or anticenter.

5. Current kinematic constraints are limited by the resolution of X-ray spectro-
graphs. We show that an X-ray spectrograph with resolving power of R 23000
would begin to resolve the intrinsic line profiles, resulting in significantly better

constraints on the hot gas kinematics.

6. Future model line profile calculations should incorporate more detailed kine-
matic structure derived from galaxy formation simulations, and account for
optical depth effects in the plasma with radiative transfer codes. Both of these
factors play significant roles in the absorption and emission line strength inter-

pretations.

The work presented here can be considered an initial step toward understanding
how these extended hot halos around late-type galaxies dynamically evolve with their

host galaxies.
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CHAPTER V

The Rotation of the Hot Gas Around the Milky

Way

5.1 Preface

This chapter is adapted from work of the same title appearing in the Astrophys-
ical Journal, Volume 822, 21 (Hodges-Kluck et al., 2016). Edmund J. Hodges-Kluck
was the primary author of this work, while myself and Joel N. Bregman were coau-
thors. My contributions here include the absorption line centroid models discussed

in Chapter IV and much of the discussion in Section 5.7.

5.2 Abstract

The hot gaseous halos of galaxies likely contain a large amount of mass and are
an integral part of galaxy formation and evolution. The Milky Way has a 2 x 10° K
halo that is detected in emission and by absorption in the O VII resonance line against
bright background AGNs, and for which the best current model is an extended spheri-
cal distribution. Using XMM-Newton RGS data, we measure the Doppler shifts of the
O viI absorption-line centroids toward an ensemble of AGNs. These Doppler shifts
constrain the dynamics of the hot halo, ruling out a stationary halo at about 30 and a

co-rotating halo at 20, and leading to a best-fit rotational velocity vy, = 183441 kms™*
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for an extended halo model. These results suggest that the hot gas rotates and that it
contains an amount of angular momentum comparable to that in the stellar disk. We
examined the possibility of a model with a kinematically distinct disk and spherical
halo. To be consistent with the emission-line X-ray data the disk must contribute
less than 10% of the column density, implying that the Doppler shifts probe motion

in the extended hot halo.

5.3 Introduction

A basic prediction of ACDM galaxy-formation models is the existence of a hot
(10% — 10" K) halo of gas accreted from the intergalactic medium around Milky Way-
sized galaxies (extending to the virial radius), which forms as infalling gas is heated
to the virial temperature at an accretion shock (e.g., White & Frenk, 1991). These
halos may provide most of the fuel for long-term star formation in these galaxies
(Crain et al., 2010; Joung et al., 2012), but their predicted properties are sensitive to
the input physics, which can be constrained by the measurable properties of the gas.

Based on work over the past several years, we know that these extended halos
exist, including around the Milky Way (Anderson & Bregman, 2011; Anderson et al.,
2013; Miller & Bregman, 2015). The extent and luminosity of the hot gas implies
that it has a similar mass to the stellar disk, and therefore could play an important
role in galaxy evolution. Thus, it is important to measure the properties of the
hot gas beyond mass and temperature (such as metallicity and density or velocity
structure). However, hot halos are faint and the measurable X-ray luminosity can be
dominated by stellar feedback ejecta near the disk (Li & Wang, 2013b), which makes
these measurements difficult.

Only in the Milky Way can one measure the structure, temperature, metallicity,
and kinematics of the hot gas through emission and absorption lines (Nicastro et al.,

2002; Paerels & Kahn, 2003; McKernan et al., 2004; Yao & Wang, 2005; Williams
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et al., 2005; Fang et al., 2006; Williams et al., 2006, 2007; Yao et al., 2009b; Henley
& Shelton, 2012; Gupta et al., 2012), but kinematic constraints from prior studies
(Bregman & Lloyd-Davies, 2007; Fang et al., 2015) are weak. Recent developments in
the calibration of the X-ray grating spectrometers and the accumulation of multiple
high quality data sets for individual objects have made it possible to determine line
centroids to an accuracy of tens of kms~!, which enables us to improve the constraints
on the kinematics of the gas by measuring Doppler shifts in lines that trace the hot gas.
The A21.602A resonance O Vil absorption line (Drake, 1988) is the best candidate,
since it is sensitive to temperatures of 10°>° — 10%3 K (which includes much of the
Galactic coronal gas) and it is detected at zero redshift towards a large number of
background continuum sources (e.g., Fang et al., 2015). The emission lines produced
by the same species are useful for determining the structure and temperature of the
hot gas (Henley & Shelton, 2012; Miller & Bregman, 2015), but they are too faint
for high resolution spectroscopy. In this chapter we constrain, for the first time, the
radial and azimuthal velocity of the hot gas by measuring the Doppler shifts in O viI

lines detected towards bright sources outside the disk of the Milky Way.

5.4 Observations and Data Analysis

5.4.1 Sample and Reduction

To measure the global velocity of the million-degree gas around the Galaxy, one
needs to measure Doppler shifts towards a range of sources across the sky in lines
sensitive to this temperature. This gas is detected in X-ray emission and absorp-
tion, but the emission lines are far too faint for a focused grating observation. X-ray
imaging CCDs measure the energies of incoming photons and are thus also low reso-
lution spectrometers, but their spectral resolution is far too low to measure Doppler

shifts of tens of kms~!. The only instruments capable of this accuracy are the Chan-
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dra Low/High-Energy Transmission Grating (LETG/HETG) Spectrometers and the
XMM-Newton Reflection Grating Spectrometer (RGS), and the 21.602A O vi1 line is
the only line that probes the relevant temperatures and is detected at z = 0 towards
many background continuum sources. The OvIII line at 18.96A probes slightly hotter
gas and is only detected towards a few objects.

Our initial sample included all archival LETG and RGS data sets where the line
has been detected in the literature. The LETG has modestly better spectral resolution
at 21.6A (R = 400) than the RGS (R = 325), but it only has a third of the effective
area at this wavelength (15cm? for the LETG, 45cm? for the RGS). In addition,
unlike the LETG the RGS is always on (it has a dedicated telescope, whereas the
gratings must be moved into the focal plane on Chandra), and thus has accumulated
many more spectra. These factors lead to many more detected O ViI lines in the RGS,
so we only use the LETG data towards several calibration sources as a check on the
wavelength solution (see below).

Our analysis sample includes 37 known O viI absorbers at z = 0 with RGS data
(Nicastro et al., 2002; Fang et al., 2002; McKernan et al., 2004; Williams et al., 2005;
Yao & Wang, 2005; Fang et al., 2006; Williams et al., 2006, 2007; Yao et al., 2009b;
Gupta et al., 2012; Fang et al., 2015) (Table 5.1). These include AGNs as well as
several X-ray binaries in the Milky Way’s halo and Magellanic Clouds. We tried to
include all sources known to be outside the disk with reported absorption lines, but
we excluded three sources: NGC 3783, PKS 2005 — 489, and Swift J1753.5 — 0127.
NGC 3783 has an intrinsic oxygen line with a P Cygni profile where we cannot
disentangle the Galactic line, PKS 2005 — 489 has a broad line that suggests blending
or a non-Galactic origin, and the line in Swift J1753.5 — 0127 is only detected in two
of four high S/N exposures. We include NGC 5408 X-1 (which is an X-ray binary, not
an AGN) and NGC 4051, but these systems have redshifts smaller than 1000 km s~

so the lines may be intrinsic. NGC 4051 and MCG-6-30-15 also have known outflows;
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as they have O VII lines attributed to the Galaxy in some prior studies (e.g., Fang
et al., 2015) we include them here, but we show below that excluding them does not
strongly change our results.

The data for each target were reprocessed using standard methods in the XMM-
Newton Science Analysis Software (SAS v14.0.0) with the appropriate calibration
files. This excluded hot, cold, and “cool” pixels, and data from periods when the
background count rate exceeds 30 from the mean. We applied the (default) empirical
correction for the Sun angle of the spacecraft and its heliocentric motion (de Vries
et al., 2015). We used the highest precision coordinates available rather than the
proposal coordinates, which improves the accuracy of the wavelength scale. For each
object, we merged the first-order RGS1 spectra and response matrices into a “stacked”
spectrum. Standard processing resamples the data from native bins (about 0.011A
at 21.6A) into a user-specified bin size. We binned the data to 0.02A (one resolution
element is about 0.055A). This resampling causes small but stochastic changes in the
bin assignment for some events, leading to variation under the same protocols, which

we quantify by processing each object ten times in the same way.
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5.4.2 Velocity Measurements

To measure the Doppler shifts, we fit a model consisting of a power law and
an absorption line to the spectrum in the 21-22A bandpass using XSPEC v12.9.0
(Arnaud, 1996). We exclude an instrumental artifact between 21.75-21.85A in each
spectrum, and in several spectra there are one or more bad channels in the bandpass
that we also exclude!. The parameters of the absorption-line model include the line
centroid, the line width, and the line strength, but we fix the line width at the
instrumental line-profile width because we do not expect detectable line broadening,
an assumption we validated in the brightest sources. The best-fit centroid is converted
to a velocity using the best-fit line energy from a stacked spectrum of Capella as a
reference, corrected for the radial velocity of the star (described below). We measured
the velocity for each of the ten stacked spectra per object, and we report the mean

value with its 1o uncertainty in Table 5.1, including the resampling uncertainty.

5.4.3 Wavelength Scale Accuracy

The systematic uncertainty in the wavelength scale limits the accuracy of our
measurements, and recent improvements in the calibration of the wavelength scale
(de Vries et al., 2015) and multiple high S/N spectra for the objects in our sample are
largely what enable this study. Here we show the accuracy of the wavelength solution
for the protocols we adopt and briefly describe the sources of uncertainty and their
magnitudes.

We created spectra for the active stars Capella and HR 1099 following the proto-
cols above, then measured the (emission) line centroids for strong, mostly unblended
lines, and compared them to their laboratory rest wavelengths (Figure 5.1). We ac-
counted for the radial velocity of each star (+29.2km s~ for Capella and —15.3kms™*

for HR 1099; Karatag et al., 2004). We find no systematic offset in the 5-30 A bandpass

see http://xmm.esac.esa.int /external /xmm_user_support/documentation /uhb /rgsmultipoint.html
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Figure 5.1: (a) The stacked RGS spectrum for Capella shows that the reduction pro-
tocols achieve an accurate wavelength solution (inset), and that averag-
ing multiple data sets substantially reduces the systematic scatter in the
wavelength grid. (b) Our measurements of the O VII emission line cen-
troid relative to the 21.602A rest wavelength in three instruments and
two stars show that there are no serious cross-instrument issues with the
wavelength grid. In each case, we accounted for the radial velocity of the
stars.

or change over time. The wavelength offsets in O vir A\21.602A for stacked spectra
are A\ = 0.0 + 0.8 mA (Capella) and 0.7+ 1.6mA (HR 1099). These correspond to
v=0%11 and —7 £ 22kms~!. To verify that stacking does not introduce artificial
offsets, we also measured centroids in each individual exposure (16 for Capella and
14 for HR 1099) and computed the weighted mean. The offsets are consistent with
the stacked spectrum: v = —8 £ 26 and —3 £ 28 kms~! for Capella and HR 1099.
We also checked the wavelength solution against the LETG and HETG data for
these stars. We reduced the data using the Chandra Interactive Analysis of Ob-
servations software (CIAO v4.7), and we found good agreement with spectra from
the reduced data available through the TGCat project (Huenemoerder et al., 2011).
We co-added the =first-order spectra and stacked all observations. The LETG off-
sets are v = 1 + 22kms™! (Capella) and v = 10 + 26kms™! (HR 1099), whereas
the HETG Medium Energy Grating offsets are v = —3 £+ 21kms™! (Capella) and

v = —224 38kms~! (HR 1099). These results agree with the RGS and the labo-
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ratory wavelength (Figure 5.1). We also compared velocity measurements between
the RGS and LETG in the four brightest quasars (Rasmussen et al., 2003; Williams
et al., 2005; Bregman & Lloyd-Davies, 2007; Rasmussen et al., 2007; Hagihara et al.,
2010; Fang et al., 2015). The LETG and RGS centroids agree to within the 1o error
bar.

These results show that the wavelength scale is sufficiently accurate for our mea-
surement, but it is important to note that there is a substantial systematic scatter
that makes individual observations unreliable, and also that there will be systematic
differences between our measurements and those reported for the same data using an
earlier version of SAS or using incorrect source coordinates.

Different observations of the same object have a systematic scatter of ~5mA in

the wavelength solution around the true mean value. This corresponds to 70 kms™?

at 21.602A, and leads to the standard quoted systematic uncertainty? of 100 kms™.
The reason for this scatter is not clear, but about 3mA could be explained by lim-
its in the pointing accuracy of the telescope (de Vries et al., 2015). In any case,
the scatter is normally distributed (based on measurements from many exposures of
calibration stars such as Capella), and can thus be strongly mitigated with multiple

observations of the same source. To reduce the scatter to within 20 kms™*

requires
15-20 independent spectra (assuming equal S/N and a o =5 mA) The sources in our
sample have between 2-60 observations, and at the low end the reported 1o statistical

! systematic error. For

errors (200km s~ or more) are much larger than a 70 kms™
the bright quasars with many observations, we estimate a typical systematic error
due to this scatter of 10 — 15kms™1.

In addition to the scatter, there are systematic offsets produced by the Sun angle

of the telescope and its projected heliocentric motion (possibly an inaccuracy in the

star-tracker) that were measured and corrected by de Vries et al. (2015); we refer

2see the XMM-Newton Users’ Handbook at https://heasarc.gsfc.nasa.gov/docs/xmm/uhb/rgs.html
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the reader to their paper for a detailed description. The earliest version of SAS
that contained these corrections was v13.0.0, and it was not enabled by default until
v14.0.0; all prior absorption-line halo studies using the RGS used an earlier version
or did not mention the correction. We measured line centroids with and without
these corrections, and found centroid shifts in our sample with magnitudes between
0 — 100kms™! (higher for weak lines). To show the effect of not including them,
we show the measured centroids without these corrections in Table 5.1. Finally, if
we used the default (proposal) coordinates instead of the SIMBAD coordinates, we
measured offsets of £10kms™!.

Thus, we would expect our measured centroids to be correlated with prior results
but perhaps significantly different relative to the statistical errors. For example, there
is a systematic offset of about 60 kms™! between our measurements and Fang et al.
(2015) for the several systems where it can be measured. This offset cannot be entirely
explained by the Sun angle and heliocentric motion corrections, but it is consistent
with shifts seen relative to prior versions of SAS (de Vries et al., 2015). They do not
report the line centroids for active stars, as they only need to measure the centroids
to sufficient accuracy to identify halo absorbers. Thus, we do not regard the apparent

inconsistency as reflecting an inherent uncertainty in line centroid measurements.

5.4.4 Other Systematics

In addition to the wavelength grid, there are a few sources of systematic uncer-
tainty and some fitting choices that affect our final results but where we believe there

is a correct choice. We briefly describe these here.

Cool Pizels: There are several “cool” pixels in the vicinity of 21.6A that have a
lower than expected signal (by about 20%). By default, these pixels are included in

the spectrum. We exclude them because they can affect weak absorption features.
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The typical velocity shift between keeping and excluding them is Av = 10kms™ in

bright sources.

Binning and Resampling: The native RGS binning is about 11 mA at 21.6A, but
the default processing resamples the events onto a user-specified grid, with a default
value of 10mA. This resampling is probabilistic with a random element (normally
distributed), which means that running the same protocol on a given data set multiple
times will result in slightly different spectra. The magnitude of the velocity shift is
strongly dependent on the line strength and the continuum S/N, so we reprocessed
each data set ten times per reduction protocol set. We then added the standard
deviation in the measured velocities in quadrature to the statistical error, since it
behaves in essentially the same way. The bin sizes also affect the measured velocities,
with a mean line centroid shift of Av = 7kms™! between bins of 10mA and 20 mA

in bright systems (we use the latter).

Stacking: Temporal changes in the instrumental response or changes in the spectral
shape of the source can bias the results of stacked spectra. On the other hand,
jointly fitting several low-S/N spectra with the continuum shape as a free parameter
leads to poorer constraints on the velocity of a line based on spectral bins far from
the absorption line. We stack the spectra to improve the continuum S/N, but to
determine if this provides systematic bias we measured the line shift between joint
fits and stacked spectra in our brightest sources and the calibration sources. We find
a typical Av = 5kms~! because the instrumental response in these regions does not

appear to have temporal changes.

Line Profile and Fixzed Line Width: For lines with Doppler b < 200kms™!,
we do not expect to measure reliable line widths (however, see the Doppler b mea-

surements in some of the same lines in Fang et al., 2015). Since the RGS line-spread
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function is best described as a Lorentzian near the core, we fit our spectra using a
Lorentzian profile with the width fixed at the instrumental line width. If we use a
Gaussian line profile instead but keep the width fixed, the line shift is consistent with

zero in most cases but can be up to Av = 30kms™!

in weak lines (statistical errors
greater than 200kms™!). When the line width is a free parameter, we find shifts in
the Lorentzian centroids of Av = 0 — 15kms™! (the shift magnitude is negatively
correlated with S/N) and Av = 20 — 50kms™! in the Gaussian case. However, for
the Gaussian lines the best-fit line widths tend to be 1.5 — 2 times the instrumental
resolution, and the statistical error also increases. These fits are usually not signif-
icantly better than with a fixed line width, so in our view a non-zero line width is

not required by the data, and these line widths reflect some small curvature in the

continuum.

Bandpass: The fitting bandpass is important because the continuum model needs
to fit well even if the result is unphysical. Typically, one fits the local continuum,
but in the literature for the O vII line this can vary from a fitting interval less than
1 A wide to about 5A wide. Our choice of fitting bandpass (21-22A) is motivated by
strong instrumental features below 21A and above 22A, but if we ignore these features

and expand our bandpass by 1A, the typical velocity shift is Av = 3kms™!.

Bad Columns near 21.6A: There is asymmetry in the line-spread function
(LSF), which is the instrumental response to a d-function, near the O vir line. This
is not the same as the well known asymmetry in the LSF at the 1% level in the line
wings (which is not important), but rather due to bad columns that are not included
in the cool pixel list (Figure 5.2). For an arbitrarily strong J-function line, the off-
set in the measured centroid from this defect can range from Av = 0 — 100 kms™!

depending on where the true line centroid is. However, if the line is unresolved but

has some physical width (so that incident photons would be dispersed over multiple
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Figure 5.2: Bad columns near the O VII line can cause a systematic error in the cen-
troid. (a) The difference between the nominal line center (dashed vertical
tick) and the measured centroid (solid vertical tick) is a function of the
true centroid. (b) The magnitude of this offset is plotted as a function of
intrinsic line width and the nominal line centroid for Xspec simulations.
For lines with an intrinsic width of 40 kms~! or more, the typical error is
about 15kms™1.

bins even before the LSF spreads them out), the error is strongly mitigated. We used
XSPEC simulations to determine the error as a function of Doppler b parameter, and
for b > 40kms™! (about the thermal width even without turbulence), the typical
error is reduced to 15 kms™! (Figure 5.2). We expect the Galactic halo lines to be in
this regime. Alternatively, one can ignore the columns, but because of their proximity
to the region of interest, this will also bias the results.

Overall, the systematic error should allow measurements to better than 30 kms~*
accuracy with sufficient S/N. For the high S/N lines we estimate a typical systematic
error of 15-20kms~!, and for lines weaker than about 4, the systematic error is

dominated by the statistical error.

5.5 Halo Model

We used a simple halo model for comparison to the data. We adopted an extended

density profile (Miller & Bregman, 2015) in which:
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n(r) = no(1 + (r/r)?) 2% ecm ™, (5.1)

where ngr?® = 1.35 £ 0.24em 3 kpc®® and $ = 0.50 £ 0.03, computed on a grid with
0.05kpe cells. This model describes an all-sky sample of 649 O vIII emission lines
(Henley & Shelton, 2012) well. We then imposed global bulk radial (v,) or azimuthal
(vg) velocities, assuming that these are constant with radius. These are the free
parameters in the model. We likewise assume a constant metallicity of 0.3 Z and
a Doppler b parameter of 85kms~! due to turbulent motion in each cell, based on
hydrodynamic simulations (Cen, 2012). We also account for intrinsic scatter (resulting
from hydrodynamic flows) about any model by adding a velocity dispersion to the
centroids when comparing to the models. This dispersion is not the same as line
broadening, but refers to the typical value for a distribution of centroid shifts.

We obtain model velocities for each object by integrating from the position of the
Sun outward along each line of sight, computing the line-of-sight velocity component
and broadening for each cell and summing the resultant Voigt profiles (a more de-
tailed description is given in Miller et al., 2016). We convolve the result with the
LSF, compute the centroid, and add the solar reflex motion for comparison to the
observations in the Local Standard of Rest frame. For this model, at least 50% of
the total absorption comes from beyond 7kpc from the Sun, and 90% from within
50kpc. In the simplest case of a stationary halo, the Galactic rotation of the Lo-
cal Standard of Rest (visg = 240 £ 8kms™'; Reid et al., 2014) is reflected in the
measured Doppler shifts: vo,s = —240sin(() cos(b), where [ is the Galactic longitude
and b the Galactic latitude. The product sin(l) cos(b) = 41 corresponds to the Sun
moving directly towards or away from that direction, resulting in a Doppler shift of
F240kms~!. Another simple case is a corotating halo (v = vLsr), in which case the
Doppler shifts will be closer to zero. Figure 5.3 shows the measured velocities with

the stationary and corotating models.
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Figure 5.3: RGS measurements of O VI velocity offsets as a function of sin(l) cos(b).
Two models are shown for comparison with the data (black points): a
stationary model (blue points) and a corotating model (red points). Error
bars are 1o (standard deviation). The four objects with the smallest error
bars are labeled 1-4. The velocities of the lines towards Mrk 421 and
NGC 4051 (labeled ‘2" and ‘3’) suggest some intrinsic scatter.

5.6 Results

The best-fit v, and v4 values were obtained from a Markov-chain Monte Carlo
(MCMC) approach, using the x? statistic as a goodness-of-fit parameter. For zero
dispersion, the best model has a prograde rotation velocity of vy = 183+41kms™! and
a global inflow of v, = —154+20km s, corresponding to a net accretion rate of M =
1+ 2Mgyr~! (Figure 5.4). This is a formally acceptable fit, whereas the stationary
halo is rejected with 99.95% probability and the corotating halo is marginally rejected

with 95% probability. The velocity dispersion for which the reduced y? is closest to
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Figure 5.4: (a) Contours show the 1, 2, and 30 deviations from the best-fit parameters
for the whole sample (shaded) and lines with measurement errors less than
250 kms™! (lines). (b) The radial velocity can be converted to an accretion
or outflow rate, which is consistent with zero. (c¢) When the possibility
of intrinsic scatter is included in the model, v, becomes less certain, but
even with 150kms™ of added scatter, some rotation is necessary. (d)
The added scatter value that brings the reduced x? closest to 1.0 is near
50kms~!, with values above 140kms™! ruled out with 90% confidence
(dotted lines).

1.0 is about 50kms™! (Figure 5.4); substantially more than this produces a x? that
is too small for the observed line centroids. The apparent inflow is not statistically
significant, and the suggestion of inflow primarily results from Mrk 421 (Figure 5.3),
which has a small uncertainty and is near sin(l) cos(b) = 0. Taking these results at

face value, the large v4 and extent of the halo imply that the total angular momentum
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Figure 5.5: (a) The black (red) line shows the total (specific) angular momentum of
the hot gas as a function of radius in our density model. Both assume
v, = 183 £ 41kms™!. The diamonds show the values for the sum of
stellar and HI values in the disk of the Milky Way. (b) The cumulative
equivalent width for three sight lines shows that, while different sight lines
are sensitive to gas at different distances, in all cases more than 70% of
the equivalent width comes from beyond 5kpc from the Sun.

of the hot gas within 50 kpc is comparable to that in the stars and gas in the disk
of the Galaxy (Figure 5.5; Mo et al., 2010) The spread in recent measurements of
vrsr = 200 — 250 km s™! (Brunthaler et al., 2011; Bovy et al., 2009; Reid et al., 2014)
leads to vy = 130 — 180km s, which does not change the picture of a lagging halo
with prograde rotation.

In addition to parameter fitting, we used nonparametric statistical tests to test the
hypothesis that some rotation is necessary. We tested the stationary and corotating
models using the sign test and the Kolmogorov-Smirnov (KS) test, which compare
distributions and are less sensitive to scatter. The sign test asks whether the medians
of the measured and model velocities are consistent with each other (assuming a bino-
mial distribution and a 50% probability that the model velocity exceeds the measured
velocity). The left panel of Figure 5.6 shows the residuals from subtracting the data
from the stationary model values, and the strong asymmetry rules out the stationary
model with 99.87% probability. The KS test compares the cumulative distributions

of the measured and model velocities, and this test rules out the stationary halo with
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Figure 5.6: (a). The residual distribution around the stationary model shows that too
many sight lines have velocities less than the model predictions. At each
angle, a positive residual indicates that the model has a higher velocity
magnitude than the measured offset. (b). The cumulative distributions
of the model and measured velocity magnitudes (right panel) also rule

out a stationary model by the KS test at the 98% level. The shaded grey

regions in each panel represent £20kms~! from vrsg = 240kms™1.

98.5% probability. The corotating model is acceptable in the sign test (43% rejection
probability) and not in the KS test (99.8% probability). The rejection of the station-
ary halo is model independent. If we exclude weak lines with o, > 250kms™!, a
stationary model is still ruled out at more than 99.4% probability. If we exclude am-
biguous lines (such as those towards NGC 5408 X-1, NGC 4051, and MCG-6-30-15),
a stationary model is ruled out at about 98% probability in the KS test and 99.6%
in the sign test. Excluding NGC 4051 (with its small error bars) increases the range
of acceptable vy in the parametric fits, but the best-fit v, does not change much as
the error bars for Mrk 421 are even smaller.

We investigated the sensitivity of the best-fit parameters and the implied angular

momentum to the model assumptions. First, the assumption of constant velocity

must break down at some radius. An effort to measure the Galactic rotation curve to
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200 kpc using disk and non-disk objects found (Bhattacharjee et al., 2014) that v, is
flat to 80kpc, while a measurement from disk stars in the Sloan Digital Sky Survey
found (Xue et al., 2008) that v, in the disk declines by 15% from vrgg at 10-20kpc
and remains constant from 20-55kpc (the maximum probed). Thus, the assumption
of a constant v, or vs within r < 80kpc appears to be reasonable, and more than
80% of the cumulative equivalent width comes from within this region (Figure 5.5).
When we considered a model with a constant v, within 50kpc and v, = Okms™
beyond, the best-fit v, is nearly identical to the reported value. For a 10kpc cutoft,
the best-fit v, increases.

Second, there may be a metallicity gradient in the hot gas, in which case the
cumulative equivalent width will be even more dominated by nearby gas. This would
impact the inferred mass and total angular momentum of the halo gas. Constraints
from Ovir and Oviil and pulsar dispersion measures towards the Large Magellanic
Cloud are consistent (Miller & Bregman, 2015) with a gradient of Z(r) oc r=%% with
Z = 0.39Z; at 1kpc and Z = 0.26Z; at 10kpc. The uncertainty is large, but the
gradient is shallow enough that gas beyond a few kpc contributes 50% or more of the
equivalent width.

Finally, even a single-component hot halo is probably not isothermal and may
also have flows arising from satellite galaxy motions or gaseous inflows and outflows.
Since the combined emission- and absorption-line data favor an extended halo and
its temperature is near the virial temperature, the gas is probably volume filling.
Hydrodynamic flows in such a halo will primarily induce scatter of the type described
above, which does not strongly affect our vy measurement (Figure 5.4). Thus, the
measured halo rotation probably extends to tens of kpc and possibly to 100 kpc, and
this gas will have a substantial angular momentum. However, the angular momentum
values (Figure 5.5) are strongly model dependent, especially due to the assumption

of constant vy(r).
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5.7 Discussion

5.7.1 Halo and Disk Models

The interpretation of the measured Doppler shifts as a rotation signature depends
on the validity of our single-component halo model. This depends on the following
assumptions: (1) A volume-filling spherical halo is an approximately accurate rep-
resentation of most of the hot gas around the Galaxy; (2) there is no strong local
absorber that we have ignored; (3) The spherical halo has bulk global motion; (4) the
assumption of dvs/dR = 0 is reasonable within about 50 kpc; and (5) the Doppler
shift measurements are accurate. The fourth and fifth assumptions were addressed
above, so here we focus on the first three.

Two basic models are suggested in the literature for the structure of the hot halo:
an extended, spherical distribution or an exponential disk with a scale height of a few
kpc. When using individual sight lines or small samples (Yao et al., 2009a; Hagihara
et al., 2010), the observed O vl and O vIir absorption and emission line strengths
are consistent with an exponential disk model with a scale height of a few kpc. They
are also consistent with a spherical model. However, larger samples of absorption
lines (~40 sight lines; Bregman & Lloyd-Davies, 2007; Gupta et al., 2012; Fang et al.,
2015) and the all-sky emission-line intensities (/1,000 sight lines Henley & Shelton,
2012; Miller & Bregman, 2013, 2015) favor a spherical model. Similar analyses on
independent observables that also probe the hot gas, such as the pulsar dispersion
measure towards the Large Magellanic Cloud and the ram-pressure stripping of Milky
Way satellites favor an extended halo (Fang et al., 2013; Salem et al., 2015). Finally,
a recent analysis of both Galactic and extragalactic sight lines for L, galaxies finds
that the O VII traces hot gas (Faerman et al., 2016). Thus, we adopted the spherical
density profile of Miller & Bregman (2015).

However, these analyses are based on single-component models, and from basic
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galaxy models we expect at least two X-ray absorbing components: infalling gas that
is shock heated to the virial temperature (T = 2x 10° K for the Milky Way) and forms
an extended halo (e.g., White & Frenk, 1991), and supernova-driven outflows from
the disk (e.g., Shapiro & Field, 1976; Hill et al., 2012). In the latter case, we expect an
exponential disk of hot gas with a scale height set (for a given Galactocentric radius)
by the temperature at the midplane. It is worth noting that for 7' = 2x10° K, the scale
height at the Solar circle is larger than the Galactocentric distance, so the distribution
of outflowing gas could also be spherical, if not very extended; the true shape depends
on how widespread the outflows are in the disk, the actual midplane temperature, and
the amount of radiative cooling. Within the galaxy disk itself, supernovae contribute
to the hot interstellar medium, much of which is confined within the disk. Since
X-ray absorption covers a wider temperature range than emission, we are also weakly
sensitive to cooler gas (described in the following subsection).

These components may be kinematically distinct, as is seen in the warm gas by
Nicastro et al. (2003); Savage et al. (2003), but at the relatively low resolution of
the RGS, we expect them to be blended. This complicates the interpretation of the
measured centroids, which are the weighted average of the offsets for each component
along that line of sight. At a qualitative level, we expect the gas confined in the
galaxy disk to rotate with it (although depending on the distances to the absorbers,
there may not be any rotation signature) and the gas in supernova-driven outflows to
rotate in the same direction but lagging the disk as it reaches larger heights or radii.

To constrain the column and thus the influence on the line centroids from a disk
component, we extended the analysis of Miller & Bregman (2015) to fit a disk+halo
model to the same data set they used: 648 O VIII emission lines from Henley &
Shelton (2012), which are filtered for contamination from solar-wind charge exchange
and ignore most of the Galactic plane. We refer the reader to Miller & Bregman

(2015) for a more detailed explanation of the modeling procedure, but we summarize
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our model components here.

The Sun exists in a region known as the Local Bubble, which emits soft X-rays
(e.g., Cox & Reynolds, 1987; Snowden et al., 1997), and we adopt for the Bubble a
temperature of 1.2 x 10° K, a variable path length between 100-300 pc, and a density
nig = 4 x 1073 ecm™3. The nature of the Bubble and the density remain debatable
because of the contribution from solar-wind charge exchange (e.g., Welsh & Shelton,
2009; Kuntz, 2009; Galeazzi et al., 2014; Snowden et al., 2015; Henley & Shelton,
2015). We have ignored hot interstellar gas confined within the galaxy disk other
than the Local Bubble. Constraints from the intensity of the soft X-ray background
imply that our sight lines will incur only a small column from this material, and the
emission-line sample excludes the Galactic plane. For the extended halo component,
we assume an isothermal (2 x 10°K) plasma with a density profile described by

Equation 5.1. For the exponential disk component, we assume a form for the density

of:

n= nQdiSke_Z/h cem 2, (5.2)

where h is the scale height. The temperature declines in an analogous way, and we fix
the midplane temperature and its scale height to 2.5 x 10° K and 5.6 kpc, respectively
(Hagihara et al., 2010) because we do not model the line ratios as a temperature
diagnostic. The free parameters are the normalizations, £, and h, which we constrain
using the same MCMC method as Miller & Bregman (2015).

We assume that each component is optically thin and compute its contribution to

the intensity along each line-of-sight s:

1
 4r

I n(s)?e(T(s))ds, (5.3)

where ¢(7') is the volumetric line emissivity from the APEC thermal plasma code
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Figure 5.7: Our MCMC fitting results as marginalized posterior probability distribu-
tions (left and center columns) and contour plots for the model parameters
(right column). The vertical dashed lines (distribution plots) and white
crosses (contour plots) represent the best-fit model values. The halo pa-
rameter distributions (top left and top center panels) are almost identical
to the results from Miller & Bregman (2015). The disk midplane density
distribution (bottom left panel) implies densities significantly lower than
previous estimates (~107% cm™?).

(Foster et al., 2012). Finally, the line intensities from Henley & Shelton (2012) do
not account for absorption due to Galactic HI, so to compare our model intensities
to theirs we apply photoelectric absorption using the neutral hydrogen column from

Kalberla et al. (2007) to the halo and disk components:

1(s) = It(8) + (Tnawo(8) + Laisk(s))e 7™, (5.4)

where o is the absorption cross-section and Iy is the intensity from the Local Bubble.
Figure 5.7 shows the results from the MCMC analysis as marginalized posterior

probability distributions for each of the free parameters. The model is not a signif-
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icant improvement on the pure halo model, and the best-fit parameters for the halo
(nopators? = 1.43 £ 0.25 x 1072 em 3 kpc®?, B = 0.52 £ 0.03) are consistent with the
results in Miller & Bregman (2015). The disk parameters are poorly constrained and
indicate that the exponential disk contributes at most 10% of the total OVII column
density. This corroborates the Miller & Bregman (2015) result. In contrast, the Hagi-
hara et al. (2010) disk model (which assumes the halo gas can be described entirely by
a disk and is based on one sight line) finds 1 qigc = 1.4 ¥ 1073 and h = 2.3kpc. Yao &
Wang (2005), who include some sight lines near the Galactic plane and some outside

=3 and

the plane, find that the O VII column is consistent with ng gigx = 6.4 x 1072 cm
a scale height of h = 1.2kpc, but the authors acknowledge that mixing results from
sight lines towards nearby X-ray binaries at low latitudes and those at high latitudes
can lead to a strong bias; the hot material confined to the galaxy disk is not part
of the exponential disk structure that we have modeled, but it can contribute at low
latitudes.

Thus, the impact of the disk component on the measured centroids must be small,
since 80-90% of the column density will come from the spherical component. Assum-
ing that the two components are kinematically distinct, for the latter to be stationary
and consistent with the measured centroids requires a disk speed much faster than
co-rotation. We verified this by modeling a rotating disk and a stationary halo where
the disk contributes 10% of the column. Since this is inconsistent with models where
the gas originates in the galaxy disk, the data probe motion in the spherical compo-
nent. For reference, if the Hagihara et al. (2010) disk model is adopted instead of the
Miller & Bregman (2015) model or our disk+halo model, the best-fit azimuthal and
radial velocities are vy = 151 £ 32kms™! and v, = =15+ 18 kms™'.

We have assumed that, to first order, the spherical component moves as a solid

body with some vy4 and v,. There may be second-order effects such as the inter-

nal flows mentioned above (perhaps due to satellite motions or infalling clouds) or
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modes in the fluid, which would add scatter to the velocity measurements. However,
if the halo is volume filling and in steady state, then large scale disturbances will
tend to dissipate in a sound-crossing time (which could be a long time if the halo is
very extended), and the gas (if stationary) will tend towards hydrostatic equilibrium.
Multiple major kinematic components are therefore not expected, although we would
expect differential rotation. In this case, the measured rotation velocity is some aver-
age but still provides useful information. Also, if the material is fresh infall from the
cosmic web then it likely accretes along filaments, which lead to a preferential orbital
angular momentum axis. Finally, gas ejected from the disk (either cold or hot) could
spin up the halo (Marinacci et al., 2011), although perhaps not to the velocity that
we infer.

It is possible that there is a layer of warm-hot gas near the Galactic plane (in
addition to the Local Bubble) that affects every sight line out of the Galaxy, but to
which our models are not sensitive because we ignore data close to the Galactic plane
(where dust, supernova remnants, and other features make modeling very difficult).
Characterizing the structure and filling factor of the hot interstellar medium has
been a major effort by itself (e.g., Yao & Wang, 2005; Nicastro et al., 2016; Hagihara
et al., 2011) and is beyond the scope of this chapter, but if there is such a layer
(possibly a disk with a scale height of a few hundred pc) with a high density, the
rotation signature in the RGS data could be misattributed to the halo. On the other
hand, for plausible path lengths, oxygen column densities, and foreground absorption
column densities this layer should also produce emission in excess of the Local Bubble
contribution to the soft X-ray background.

To summarize, the halo models that are based on many data points as opposed
to a few sight lines favor a spherical halo (especially in emission) as the dominant
component. Any contribution to the column density from a kinematically distinct

(thick) exponential disk is small in this scenario, so the Doppler shifts support a
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non-stationary extended halo. Reinterpreting these shifts will be necessary if future
data or analyses rule out a spherical halo (or at least a volume-filling one) or a high
resolution X-ray spectrometer resolves the lines into components inconsistent with
rotation. Also, we reiterate that the parametric fit strongly depends on the few
AGNs with the highest S/N, but the nonparametric tests indicate rotation at some

level.

5.7.2 Potential Bias from Cooler Gas

The O VII ion fraction is high between 3 — 20 x 10° K, so the cooler (non-coronal)
gas seen in and around the Galaxy in O vi with FUSE (Nicastro et al., 2003; Savage
et al., 2003; Wakker et al., 2003; Wang et al., 2005; Yao & Wang, 2007; Shelton et al.,
2007; Bowen et al., 2008) will also absorb O viI . The O VI lines towards background
objects reveal Galactic and high-velocity absorbers (Nicastro et al., 2003; Savage
et al., 2003; Sembach et al., 2003). The Galactic absorbers (also seen towards stars)
are consistent with an exponential disk of scale height 1-4kpc (Savage et al., 2003;
Bowen et al., 2008), whereas the high-velocity absorbers may come from the halo or
outside the Galaxy. If the column densities of these O VI absorbers are high, then
their O vII lines could bias our results. Since the disk component will rotate, we are
most concerned about contamination from this gas.

Bowen et al. (2008) measured O VI column densities for about 150 sight lines
around the Galaxy and found a typical column density of Noyrsin(b) ~ 1.6 x
10 cm™2. For the sight lines in our sample, we expect Noyi = 1 — 4 x 10 cm™2.
If the OVI absorbers are at T = 3 x 10°K and in collisional ionization equilib-
rium, the Ovii/O vI ratio is 1.7, which leads to an expected contribution of Noyi =
2 — 7 x 10" em™2. In contrast, the typical O VII column (assuming an optically thin
plasma) is Noyi ~ 4 — 5 x 10 em™ (Miller & Bregman, 2013). Hence, the contri-

bution directly from O vI absorbers in the Galaxy is at most 15%. It is likely lower,
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since Gupta et al. (2012) and Miller & Bregman (2015) argue that the O v1I lines are
not optically thin. The bias from the O vI absorbers also declines at higher latitude,
since the O VII column declines more slowly than the O vi column with increasing b
(corroborated in emission by Henley & Shelton, 2013). For most of our sight lines we
estimate that the local and disk contribution to the O viI column is less than 10%.
Even a 10% contribution is important for measuring the true halo velocity, but
compared to the uncertainty in our best-fit velocity parameters, it is small. More
importantly, as with the hot disk considered above, it cannot by itself account for the

measured velocities if we assume that the million-degree halo is stationary.

5.7.3 Summary and Conclusions

We have measured a signature of rotation in the O vII line around the Milky Way
using 37 sight lines towards background AGNs and archival RGS data. The para-
metric fit strongly depends on the brightest AGNs, but nonparametric tests indicate
that the O viI absorbers are not stationary, even when removing suspect lines. From
larger samples of emission and absorption lines, we believe that an extended halo is
more consistent with the data than an exponential (thick) disk, and in this case this
halo rotates at some velocity smaller than vy sg. Taken at face value, this implies that
the million-degree gas has a comparable angular momentum to the galaxy disk. It is
possible that both components exist, in which case the RGS lines are blends of kine-
matically distinct components. We use a large sample of emission lines to constrain
the contribution of each component to the column density, and find that an expo-
nential disk accounts for no more than 10% of the O viI column density. Thus, the
measured Doppler shifts are dominated by the motion of the gas in the extended halo,
which is consistent with prograde rotation. Even if a disk were to dominate (which,
for our data, produces an unacceptable x? value), the best-fit azimuthal velocities

imply that it is rotating at nearly the same speed and with a comparable amount of
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angular momentum to the spherical model.

This conclusion depends on assumptions about the underlying model. Measuring
the true velocity and separating the X-ray absorbers into their various components
requires a high-resolution X-ray instrument with a large effective area (e.g. ARCUS,
Smith et al., 2014b), which would also give important information on their line shapes
that could constrain the optical depth and Doppler b parameters (Miller et al., 2016),
as well as reveal the contribution to the total column from the disk and the coronal
halo gas seen in X-ray emission.

The recent work on calibrating the conversion of dispersion angle to a wavelength
grid for the RGS (de Vries et al., 2015) and stacking multiple observations of the
same object enables a wavelength accuracy of tens of kms™! for the first time (Fig-
ure 5.1). After investigating a variety of systematic issues, we find that the statistical
uncertainty (due to the low S/N in many spectra and the relatively small sample)
remains the major source of error. The inferred halo velocity and angular momentum
are strongly model dependent (and the uncertainties that we report are large), but
the basic conclusion that the hot gas distribution rotates is less so.

Several scenarios could produce a rotating halo that lags behind the disk, de-
pending on the geometry. These include a galactic fountain of cool gas that spins up
hot gas (Marinacci et al., 2011), a hot galactic fountain of superbubble ejecta that
produces an exponential disk before cooling, or infall from the cosmic web with some
preferential direction. Our measurements cannot, by themselves, distinguish between
these models (which may not be mutually exclusive), but they are an important

kinematic constraint for future halo and galaxy formation models.
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CHAPTER VI

The Interaction of the Fermi Bubbles with the

Milky Way’s Hot Gas Halo

6.1 Preface

This chapter is submitted and currently under review for publication in the As-
trophysical Journal, and is coauthored by Joel N. Bregman. Similar to the work in
Chapter III, much of the emission line data comes from the work by Henley & Shelton
(2012). My contributions include the production of a complementary dataset and all

subsequent data modeling and analysis.

6.2 Abstract

The Fermi bubbles are two lobes filled with non-thermal particles that emit
gamma-rays, extend ~10 kpc vertically from the Galactic center, and formed from
either nuclear star formation or Sgr A* accretion activity. Simulations predict a range
of shock strengths as the bubbles expand into the surrounding hot gas halo distribu-
tion (Thato ~ 2 x 10° K), but with significant uncertainties in the energetics, age, and
thermal gas structure. The bubbles should contain thermal gas with temperatures
between 10°-10% K, with potential X-ray signatures. In this work, we constrain the

bubbles’ thermal gas structure by modeling O vit and O VIII emission line strengths
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from archival XMM-Newton and Suzaku data. Our emission model includes a hot
thermal volume-filled bubble component cospatial with the gamma-ray region, and a
shell of compressed material. We find that a bubble/shell model with n ~ 1 x 1073
em ™3 and with log(7T') ~ 6.60-6.70 is consistent with the observed line intensities. In
the framework of a continuous Galactic outflow, we infer a bubble expansion rate,
age, and energy injection rate of 490723 km s, 4.379% Myr, and 2.3%3% x 10%2 erg
s~1. These estimates are consistent with the bubbles forming from a Sgr A* accretion

event rather than from nuclear star formation.

6.3 Introduction

The Fermi bubbles are important Galactic structures that were recently discov-
ered by the Fermi Gamma-ray Space Telescope (Su et al., 2010). The bubbles are
two diffuse lobes of material extending ~50° above and below the Galactic plane
(=10 kpc at the Galactic center). Their surface brightness shows little variation
on the sky, their gamma-ray spectrum follows a power law with dN/dE o« E~2
between ~=~1-200 GeV, and they have a counterpart in microwaves, known as the
Wilkinson Microwave Anisotropy Probe (WMAP) haze (Dobler & Finkbeiner,
2008; Dobler et al., 2010; Su et al., 2010; Ackermann et al., 2014). It is still unclear
what produces the gamma-rays, but all plausible mechanisms imply energetic cosmic
ray particles exist within the bubbles. This inference combined with the bubbles’ size
and location on the sky suggest they are affiliated with a massive energy injection
event near the Galactic center.

The bubbles’ morphology is similar to wind-blown bubbles observed in other galax-
ies, indicating they formed from either a period of enhanced nuclear star formation or
a Sgr A* outburst event (see Veilleux et al. (2005) for a review). Star formation can
drive outflows through a combination of stellar winds from young stars and multiple

type II supernova explosions (e.g., Leitherer et al., 1999), while black hole accretion
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episodes can produce energetic jets or winds that inflate a cavity with thermal and
non-thermal particles (e.g., McNamara & Nulsen, 2007; Yuan & Narayan, 2014).
Both of these scenarios are critical events in galaxy evolution, as they both can de-
posit significant amounts of energy into the rest of the galaxy on 210 kpc scales (see
McNamara & Nulsen (2007) for a review). However, the details of these “feedback”
effects (mass displacement, energy transport, etc.) are poorly understood since we
observe them in external galaxies. The Fermi bubbles are a unique laboratory for un-
derstanding these processes since we can spatially resolve the bubbles across multiple
wavebands.

A popular strategy to probe these effects and bubble origins has been the use of
magnetohydrodynamic (MHD) simulations to reproduce the global bubbles’ morphol-
ogy and non-thermal properties. Simulations produce cosmic rays from either a black
hole accretion event (Zubovas et al., 2011; Zubovas & Nayakshin, 2012; Guo & Math-
ews, 2012; Guo et al., 2012; Yang et al., 2012, 2013; Mou et al., 2014, 2015), nuclear
star formation activity (Crocker, 2012; Crocker et al., 2014, 2015; Sarkar et al., 2015;
Ruszkowski et al., 2016), or in-situ as the bubbles evolve (Mertsch & Sarkar, 2011;
Cheng et al., 2011; Fujita et al., 2014; Lacki, 2014; Cheng et al., 2015; Sasaki et al.,
2015), and compare the non-thermal emission to the bubbles’ gamma-ray emission.
All of these origin scenarios can reproduce the bubble morphology, but they imply
significantly different input energetics and timescales required to inflate the bubbles
(E > 10" erg s™*, t < 5 Myr for black hole accretion compared to £ < 5 x 10% erg
s~1, t 2 50 Myr for star formation). This variation in the feedback rate is a significant
uncertainty in how the bubbles impact the Galaxy, but there are additional factors
that can constrain the characteristic bubble energetics.

Constraining the bubbles’ thermal gas distribution is a promising avenue to solve
this problem, since the characteristic densities and temperatures should be signifi-

cantly different depending on the bubble energetics. In the framework of expanding
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galactic outflows and shocks (e.g., Veilleux et al., 2005), a higher energy input rate
leads to a higher plasma temperature and a larger expansion rate for a fixed bubble
size and ambient density. Thus, the plasma temperature at the interface between
the bubbles and surrounding medium encodes information on the bubbles’ shock
strength, expansion properties, and overall energy input rate. A generic prediction
from simulations and observations of galactic outflows is that the bubbles are over-
pressurized and hotter compared to the surrounding medium (2 2 x 10% K), implying
the bubbles’ thermal gas should have signatures at soft X-ray energies. Indeed, the
bubbles appear to be bounded by X-ray emission seen in the ROSAT 1.5 keV band
(Bland-Hawthorn & Cohen, 2003; Su et al., 2010), however these observations do not
constrain the intrinsic bubble thermal gas structure since the broad-band images are
a weak temperature diagnostic. Spectral observations with current X-ray telescopes
are a much better temperature diagnostic for this type of environment.

Initial efforts to observe the bubbles in soft X-rays with Suzaku and Swift and
constrain their temperature and shock strength were carried out by several groups
(Kataoka et al., 2013, 2015; Tahara et al., 2015). Kataoka et al. (2015) extracted soft
X-ray background (SXRB) spectra in the 0.5-2.0 keV band for 97 sight lines that pass
through the Fermi bubbles, and fit the spectra with thermal plasma models. They
consistently measure plasma temperatures of k7" = 0.3 keV for these sight lines, which
is systematically higher than the characteristic temperature measured in sight lines
away from the Galactic center (kT =0.2 keV; Henley & Shelton, 2013). From this
temperature ratio, they infer a shock Mach number of M ~0.3 keV / 0.2 keV = 1.5,

and corresponding expansion rate of ~300 km s .

This is a valuable attempt to
constrain these quantities, however the results likely underestimate the thermal gas
temperature because the authors assume the measured plasma temperature of 0.3

keV is a direct probe of the Fermi bubbles’ thermal gas. In practice, there are other

known emission sources that contribute to the spectra.

183



A significant limitation to the aforementioned analyses is their treatment of the
surrounding hot gas plasma known to emit in soft X-rays. The Milky Way hosts a hot
gas distribution with 7' ~ 2 x 10° K extending on scales >10 kpc based on shadowing
experiments from ROSAT all-sky data (Snowden et al., 1997; Kuntz & Snowden,
2000). This plasma is believed to dominate any SXRB spectrum, with O vir and
O viil being the characteristic observed line transitions (e.g., McCammon et al.,
2002; Yoshino et al., 2009; Henley & Shelton, 2012). The structure of this extended
plasma distribution has been debated in the literature, but numerous studies on both
absorption and emission line strengths indicate the plasma is spherical and extended
to at least r ~ 50 kpc (Fang et al., 2006; Bregman & Lloyd-Davies, 2007; Gupta
et al., 2012; Fang et al., 2013; Miller & Bregman, 2013, 2015). In particular, Miller &
Bregman (2015) (defined as MB15 henceforth) modeled a set of 648 O vIII emission
line intensities from Henley & Shelton (2012) (defined as HS12 henceforth), and found
a hot gas density profile with n oc r=3/2 extending to the virial radius reproduces
the observed emission line intensities. These modeling studies have placed useful
constraints on the Galactic-scale hot gas distribution, but also highlight the fact that
this extended plasma is likely the dominant emission source in all 0.5-2.0 keV band
spectra.

In this study, we improve the Kataoka et al. (2015) (defined as K15 henceforth)
analysis by modeling the combined Fermi bubble and hot gas halo emission present
in O VIII emission line measurements. We expand the Galactic-scale hot gas models
from MB15 to include a Fermi bubble geometry, density, and temperature structure.
Given a set of model parameters, we predict the emission contribution from the Fermi
bubbles and hot gas halo along any sight line. Thus, we accurately infer the Fermi
bubbles” density and temperature structure from our emission model.

The O vIiI observations used in our analysis consist of published XMM-Newton

measurements from HS12, and a new Suzaku data set produced for this work. The
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XMM-Newton data are mostly the same measurements used in MB15, however we
now include data near the Fermi bubbles. We supplement these data with archival
Suzaku SXRB spectra measurements, which more than doubles the number of emis-
sion line measurements projected near the bubbles. These data are processed in a
similar way to the XMM-Newton data reduction outlined in HS12, resulting in a
uniformly processed data set of emission line intensities from the SXRB.

Following the methodology from MB15, we constrain the Fermi bubbles’ density
and temperature structure by finding the parametric model that is most consistent
with the observed emission line intensities. We infer the characteristic bubble tem-
perature from analyzing the distribution of observed O vii1r/O vII line ratios near the
bubbles, and the characteristic bubble density from explicitly modeling the O vii1
emission line intensities. From these constraints, we infer a more accurate bubble
shock strength, expansion velocity, energy input rate, and age. We also discuss these
constraints within the context of galactic outflows and the possible bubble formation
mechanisms discussed above.

The rest of the chapter is outlined as follows. Section 6.4 discusses how we com-
piled our emission line sample, including an overview of the XMM-Newton data set,
and the Suzaku sample data processing. Section 6.5 defines our parametric density
and temperature model, and discusses our line intensity calculation. Section 6.6 dis-
cusses our model fitting routine and results. Section 6.7 discusses our Fermi bubble
constraints in the context of galactic outflows, previous X-ray studies, and simula-

tions. Section 6.8 summarizes our results.

6.4 Emission Line Data

Our dataset includes O vir (He-like triplet at £ ~ 0.56 keV) and O viil (Lya
transition at F ~ 0.65 keV) emission lines, which are the dominant ions for thermal

plasmas with temperatures between T' ~ 10°5-107 K (Sutherland & Dopita, 1993).
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For an optically thin plasma in collisional ionization equilibrium, the emission line
intensity depends on the plasma density and temperature as I oc n%¢(T), where ¢(T)
is the volumetric line emissivity. This implies the line strength ratio is a temperature
diagnostic and the individual ion line strengths can be used to estimate the plasma
density. Large, all-sky samples of emission line measurements in particular have been
instrumental in constraining the Milky Way’s global ~ 10° K gas density distribution
(MB15).

The full dataset used in our modeling analysis is a combination of published
XMM-Newton emission line measurements from HS12 and a complimentary sample
of Suzaku measurements compiled specifically for this project. The XMM-Newton
sample from HS12 contains ~1000 emission line measurements distributed across
the sky, making it a valuable starting point for our modeling work. While XMM-
Newton has more collecting power than Suzaku near the emission lines (collecting area
x field of view ~140,000 cm? arcmin® for the MOS1 camera compared to ~70,000
cm? arcmin? for the XIS1 detector), we include a supplemental Suzaku dataset for
two reasons. Suzaku’s low-Earth orbit results in a lower and more-stable particle
background compared to XMM-Newton’s, often resulting in higher signal-to-noise
measurements at soft X-ray energies. Also, there are many valuable archival Suzaku
observations projected near the Fermi bubbles, including 14 observations dedicated
to observing the bubbles’ edge. In practice, Suzaku data should have a comparable
signal-to-noise to the XMM-Newton data, while probing the crucial region in and
near the Fermi bubbles.

Our goal is to create a clean sample of uniformly processed emission line mea-
surements by reducing the Suzaku data in a similar way to how HS12 reduced the
XMM-Newton data. The main steps include: the removal of bright point sources, light
curve filtering, spectral fitting, and filtering for solar wind charge-exchange (SWCX)

emission. The following sections summarize how the XMM-Newton data were pro-
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duced, and detail our Suzaku data reduction steps. After applying all these data
reduction methods, our final sample includes 683 useful XMM-Newton measurements

and 58 useful Suzaku measurements.

6.4.1 XMM-Newton Observations

We summarize the XMM-Newton emission line sample compilation here, but we
refer the reader to HS12 for a more detailed description of their data reduction meth-
ods. Their initial sample included 5698 observations that had any EPIC-MOS expo-
sure time. They reduced the data using the XMM-Newton Extended Source Analysis
Software ! (XMM-ESAS; Kuntz & Snowden, 2008; Snowden & Kuntz, 2011), which
includes 2.5-12 keV band count rate screening for soft-proton flares. They also re-
moved point sources from the spectral extraction regions using data from the Second
XMM-Newton Serendipitous Source Catalog 2 (2XMM; Watson et al., 2009), as well
as visual inspection for bright sources in the images. The authors attempted to re-
duce geocoronal SWCX emission by excluding observing periods with high solar wind
proton flux measurements (see Section 6.4.3 for the details of this procedure), which
they called their “flux-filtered” sample. These reduction methods resulted in 1868
total observations and 1003 flux-filtered observations with >5 ks of good observing
time. Each of these observations includes an O vil and O VIII emission line inten-
sity measurement, which have been used to analyze the known emission sources (i.e.,
Local Bubble, extended hot halo, SWCX).

This sample has been used before to successfully model the Milky Way’s global hot
gas structure, thus motivating its use to model the Fermi bubbles. MB15 compiled
a subset of the HS12 flux-filtered sample with additional spatial screening criteria
to reduce any residual emission from sources other than the Local Bubble (LB) and

Galactic hot halo. To achieve this, they removed observations within 0.5° of potential

'http://heasarc.gsfc.nasa.gov/docs/xmm/xmmhp_xmmesas.html
2http://xmmssc-www.star.le.ac.uk/Catalogue/2XMMi-DR3/
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bright X-ray sources (see Table 1 in MB15 for the types of sources), within 10° of the
Galactic plane, and sight lines near the Fermi bubbles (|I| < 22°, || < 55°). This
resulted in a subsample of 649 observations from the HS12 flux-filtered sample.

The XMM-Newton data used in this study is the same as the one used in MB15,
but including the sight lines near the Fermi bubbles. We start with the HS12 flux-
filtered sample, and still exclude sight lines near bright X-ray sources and within 10°
of the Galactic plane. These screening criteria result in 683 total XMM-Newton mea-
surements distributed across the sky, with 34 measurements passing near or through

the bubbles’ gamma-ray edge.

6.4.2 Suzaku Observations and Data Reduction

We compiled an initial Suzaku target list of all observations that were publicly
available as of January 2015 and near the Fermi bubbles. This included any obser-
vations with Galactic coordinates |I] < 25° and 10° < |b| < 55°. There were 143
observations in this region of the sky which we inspected for usable spectra.

Each observation includes data from the three active X-ray Imaging Spectrometer
(XIS) detectors on board Suzaku (Koyama et al., 2007). The detectors each have an
18" x 18 field of view and a point spread function of =~ 2. We only considered data
from the back-illuminated XIS1 detector since it has a larger collecting area below 1
keV than the remaining detectors.

We processed all XIS1 data using HEAsoft version 6.17 and calibration database
(CALDB) files from January 2015. We followed the standard data reduction proce-
dure described in “The Suzaku Data Reduction Guide 3. This includes recalibrating
the raw data files, screening for flickering or bad pixels, energy scale reprocessing, and
building good time interval (GTI) files. Fortunately, the FTOOL script aepipeline

performs all these tasks for standard Suzaku observations. We used aepipeline ver-

Shttps://heasarc.gsfc.nasa.gov/docs/suzaku/analysis/abc/
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sion 1.1.0 to generate reprocessed images, light curves, and spectra for our analysis.

We extracted all data products using xselect version 2.4. FEach observation
dataset included combined data from 3 x 3 and 5 x 5 editing modes where applicable.
We did not impose any non-standard criteria to the data extraction steps with the
exception of the cut-off rigidity (COR) of the Earth’s magnetic field. This parameter
varies throughout Suzaku’s low-Earth orbit, and larger COR constraints result in less
particle background counts. A higher cutoff than the standard COR > 4 GV has
been used in previous SXRB spectral fits, and typically results in higher signal-to-
noise between 0.5-2.0 keV (Smith et al., 2007; Kataoka et al., 2015). Here, we follow
the suggested value from Smith et al. (2007) and use a COR > 8 GV constraint.

Since the observational goal of this study is to measure O vil and O VIII inten-
sities from SXRB spectra, we removed point sources from each observation before
we extracted spectra. We inspected each XIS1 image for point sources to remove
with self-defined region files. Observations of exceptionally bright sources (i.e., where
there was clear emission extending greater than &~ 5), extended sources (galaxy clus-
ters, star clusters, etc.), or other anomalous features were rejected from the dataset.
We also rejected any observations not taken in the standard observing window mode
due to the reduction in field of view collecting area. For any remaining visible point
sources, we defined circular exclusion regions between 1’4" in radius centered on each
source. We then re-extracted the data products for each observation with the point
source region excluded.

The next step in our data cleaning process was light curve inspection and filter-
ing. We extracted 0.4-10.0 keV light curves and constructed count rate histograms
for each observation. Our default screening criteria was to remove observing periods
that were > 20 from the mean observation count rate. This led to a small reduction in
observing time since most count-rate histograms followed an approximate Gaussian

distribution. We flagged observations that did not have an approximate Gaussian
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Figure 6.1: Example 0.4-10.0 keV light curves (left panels) and count rate histograms
(right panels) with fitted Gaussian distributions for two observations in
our initial sample. Observing periods within the 20 limits (red dashed
lines) were kept while periods outside of these limits were excluded (gray
points in the left panels). The top panels show a Galactic bulge observa-
tion (Obs. ID 100011010) with a well-behaved, Gaussian light curve that
we retained in our final sample. The bottom panels show an observation
toward the X-ray binary 4U1822-37 (Obs. ID 401051010), but excluding
the point source from the extraction region. We excluded this observation
from the sample because the light curve shows clear episodic variations
due to residual X-ray binary emission.

count rate distribution, which is indicative of additional soft proton flares or residual
point source emission that may have been variable throughout the observation. Ex-
ample light curves with the various filtering tasks can be seen in Figure 6.1. We also
expanded on this analysis step in Section 6.4.3 where we excluded observing periods
with high solar wind proton flux measurements. This light curve filtering created new

GTI files, which we used to compile our initial data products.
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The point source exclusion and light curve filtering procedures outlined above
were the primary stages in our initial sample catalog. To summarize the main screen-
ing criteria, we excluded observations that showed anomalous features in either their
images or light curves or that had exceptionally bright point sources, and we filtered
the images for removable point sources. After these screening criteria, we kept obser-
vations with >5 ks of good observing time. This resulted in 112 observations out of

the original 143.

6.4.3 Solar Wind Charge-Exchange Filtering

Solar wind charge-exchange emission can occur in any X-ray observation, however
it is difficult to predict or attribute the amount of SWCX emission in individual SXRB
observations (e.g., Carter & Sembay, 2008; Carter et al., 2011; Galeazzi et al., 2014;
Henley & Shelton, 2015). The emission can occur either at the interface between
the solar system and ISM (heliospheric emission) or as solar wind ions pass near the
Earth’s neutral atmosphere (geocoronal emission). Heliospheric emission is thought
to vary with the overall solar cycle, the observed direction relative to the Sun’s orbit
and ecliptic plane, and the neutral ISM hydrogen and helium density (Cravens et al.,
2001; Robertson & Cravens, 2003a; Koutroumpa et al., 2006, 2007, 2011; Galeazzi
et al., 2014; Henley & Shelton, 2015). Geocoronal emission is thought to depend on
the solar wind proton flux and the observed direction relative to the magnetosheath
(Snowden et al., 2004; Wargelin et al., 2004; Fujimoto et al., 2007; Carter & Sembay,
2008; Carter et al., 2010, 2011; Ezoe et al., 2010, 2011; Ishikawa et al., 2013; Henley
& Shelton, 2015). Tt is still unclear what the typical amount of SWCX emission is
in a given X-ray observation, and models predict a wide range of O vil and O ViII
intensities depending on the parameters listed above (Robertson & Cravens, 2003b;
Robertson et al., 2006; Koutroumpa et al., 2006, 2007, 2011). For the purpose of this

project, SWCX emission is considered to be contamination, and our goal is to reduce
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the amount of potential emission as possible.

Following the work of HS12, we filter the observations for periods of high solar
wind proton flux in an effort to reduce geocoronal SWCX. For each observation, we
gathered solar wind data from the OMNIWeb databse 4, which includes data from
the Advanced Composition Fxplorer and Wind satellites. The database includes solar
wind densities and velocities, which we convert to fluxes. We cross-correlated each
solar wind proton flux light curve with the X-ray light curves. Periods with solar
wind flux values > 2 x 10® cm™2 s7! were flagged and considered to potentially
include SWCX emission. We illustrate how this screening works for several example
spectra in Figure 6.2. We made new GTI files incorporating these filtering periods
and the > 20 count rate periods discussed above. These GTI files were used for the
final spectral extraction used in the fitting analysis.

We point out that this filtering procedure is designed to reduce geocoronal SWCX
emission, not heliospheric SWCX emission. The models suggesting heliospheric SWCX
varies with ecliptic latitude imply that applying an ecliptic latitude cut to an observ-
ing sample may help reduce that emission. Indeed, Henley & Shelton (2013) discuss
this effect and employ this screening criterion for their study on fitting SXRB spec-
tra. However, the analysis in MB15 argues there does not appear to be a significant
enhancement of O VIl or O VIII line emission within 10° of the ecliptic plane, part
of which passes through the Fermi bubbles. Therefore, heliospheric SWCX is likely
present at softer X-ray energies, but it does not appear to be a significant emission
source for the oxygen lines of interest.

This additional screening procedure can only reduce the good exposure time in
a given observation. Some observations occurred entirely during a period of high
solar wind proton flux, in which case the observation was removed from the sample.

Other observations occurred entirely during a period of low solar wind proton flux,

‘http://omniweb.gsfc.nasa.gov/
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Figure 6.2: Example solar wind proton flux (top panels) and 0.4-10.0 keV (bottom
panels) light curves for two observations in our initial sample. Observing
periods when the solar wind proton flux exceeded 2 x 10® cm™2 s™! (black
dashed lines in the top panels) were excluded. We represent these periods
with a gray background in the top panels and gray points in the bottom
panels. The left panels show the same Galactic bulge observation from
Figure 6.1 (Obs. ID 100011010), which had some observing time removed,
but was retained in the sample because it had >5 ks of good observing
time. The right panels show an observation from the Kataoka et al.
(2013) analysis (FERMI_BUBBLE_N2; Obs. ID 507002010). We rejected
this observation from the sample since most of the observation occurred
during a period of high solar wind proton flux.

in which case the observation was unaffected. The rest of the observations were
partially contaminated, leading to a reduction of observing time. We enforced the
same good exposure time requirement noted above of >5 ks to keep observations in
the sample. After the default screening outlined in Section 6.4.2 and this additional

SWCX filtering, our sample includes 58 of the original 143 observations.
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Figure 6.3: Binned SXRB spectrum showing our spectral model components (Obs.
ID 702028010). The solid magenta line represents our NXB model, the
green dashed line is the absorbed CXB power law, the blue dashed line is
the absorbed hot gas continuum without the oxygen lines, the red dashed
lines show the O vil and O VIII lines as Gaussian components, and the
solid red line represents the total model spectrum. The oxygen lines
dominate the spectrum between 0.5-0.7 keV.

6.4.4 Spectral Modeling

This section outlines our spectral fitting procedure, including the response files
used, our spectral model, and resultant data products. We extracted spectra in the
0.4-5.0 keV band, which is broad enough to model the known SXRB emission sources.
Each observation had its own particle, or non X-ray background (NXB), spectrum
and response files. We used Xspec version 12.9.0 for all spectral fitting, where we
used the Cash statistic as our fit statistic (Cash, 1979). Figure 6.3 shows an example
observed spectrum and best-fit multi-component model. Our final result includes

O wviI and O VIII line intensities for each observation.
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We generated response matrices and auxiliary response files using standard Suzaku
scripts. The script xisrmfgen was used to generate response matrices (RMF files) for
each observation. We used the ray-tracing program xissimarfgen to generate ancil-
lary response files (ARFs) assuming a uniform-emitting source and a 20’ radius circle
for a simulated source region. The size of the source region acts as a normalization
in our spectral fit values.

Each observation has a NXB spectrum collected by Suzaku observations of the
Earth at night. We generated NXB spectra using the script xisnxbgen (Tawa et al.,
2008). This creates an NXB spectrum using a weighted-sum of Suzaku night-Earth
observations based on the observation exposure times. The only unique parameter
we supplied to the script is the same COR >8 GV constraint we applied to the
initial data extraction. Different SXRB studies have multiple approaches with how
to treat these NXB spectra, with groups either subtracting the NXB counts from the
observed spectrum (e.g., K15), or including the NXB spectrum as additional data
and simultaneously modeling its contribution to the full spectrum (e.g., Smith et al.,
2007). We follow the latter methodology, meaning we fit both our observed spectrum
and the NXB spectrum as one process.

Our spectral model includes the following components: NXB spectrum, an ab-
sorbed cosmic X-ray background (CXB) or extragalactic power law, an absorbed hot
gas continuum component with no oxygen emission lines, and the O vi1 and O viIr
lines of interest. The absorbed components were attenuated using the phabs model
in Xspec (Balucinska-Church & McCammon, 1992; Yan et al., 1998), and had column
densities fixed to vales from the LAB survey (Kalberla et al., 2005). We also assume
Asplund et al. (2009) metal abundance relative to hydrogen unless otherwise stated.
The rest of the section details the spectral model assumed for each source.

The NXB model includes a contribution from particles hitting the XIS detectors

that are not focused by the telescope and three instrumental lines. For the particle
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spectrum, we include a power law where both the normalization and slope can vary.
The instrumental lines include an Al K line at 1.49 keV, a Si K line at 1.74 keV, and
an Au M line at 2.12 keV °. We model each of these lines as Gaussians with widths
and normalizations left to vary as free parameters and the centroids fixed. This model
component is only folded through the RMF response (as opposed to both the RMF
and ARF), and contributes to both the observed and NXB spectra.

The CXB spectrum is typically modeled as an absorbed power law or multiple
broken power laws, and is thought to be due to unresolved active galactic nuclei
(AGNs). The differences between these spectral shapes have minimal effects on the
measured oxygen line intensities, since the CXB contributes < 10% to the total SXRB
flux below ~1 keV. Therefore, we adopt the spectral shape used by HS12, which is a
power law with fixed spectral index of 1.46 (Chen et al., 1997). These authors discuss
the uncertainty in the CXB power law normalization, but argue for a nominal value
of 7.9 photons cm™2 s71 sr™! keV~! at 1 keV after accounting for CXB sources with
Fx < 5x 107" erg em™2 s7! in the 0.5-2.0 keV band (Moretti et al., 2003). We
allow the CXB normalization to be a free parameter in our spectral model, but place
+30% hard boundaries on the parameter to allow for field-to-field variation.

Although the oxygen lines are the measurement of interest, we still account for
~ 10° K gas continuum emission in our model. We model this component as an
absorbed thermal APEC plasma (Smith et al., 2001) with fixed solar metallicty and
without the oxygen lines. We achieve the latter by setting the oxygen line emissiv-
ities to zero in the standard Xspec APEC files (Lei et al., 2009; Henley & Shelton,
2012). The normalization and temperature were left as free parameters in the model.
We expected the fitted plasma temperatures to be between 0.1-0.3 keV, however
these temperatures are typically most sensitive to the oxygen lines which we dis-

abled. Therefore, we let the plasma temperature vary outside this range, but with

*https://heasarc.gsfc.nasa.gov/docs/suzaku/prop_tools/suzaku_td/
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hard boundaries between 0.05-5 keV.

Our final spectral model components are the O vil and O VIII emission lines. We
model each of these components as Gaussian features with the widths fixed to the
instrumental resolution. We fixed the O VIII centroid to its laboratory value of 0.6536
keV, but let the OvIl centroid vary since the line is an unresolved blend of the
resonance, forbidden, and intercombination lines. The Gaussian normalizations were
also free parameters, as these represent the line strength measurements. We point
out that this spectral fitting method measures the total emission line strengths from
all emission sources (residual SWCX, LB, absorbed hot gas halo or Fermi bubble)
for each sight line. This is why our astrophysical model line intensity calculation in
Section 6.5.5 includes all emission sources when comparing to the total observed line

intensities.

6.4.5 Data Summary

The final Suzaku sample with spectral fitting results can be seen in Table 6.1.
We include the observation ID, the sight line in Galactic coordinates, the good XIS
exposure time, and the oxygen line strengths with their 1o uncertainties in Line
Units (L.U.). The emission line measurements presented here are designed to have as
little SWCX as possible, while only containing emission from astrophysical sources
of interest (i.e., Galactic hot gas halo and Femri bubbles). We also outlined a data
reduction, extraction, and cleaning procedure as similar as possible to the work by
HS12, such that this sample and the XMM-Newton are processed in a uniform way.

Our total data sample used in our astrophysical modeling combines the XMM-
Newton and Suzaku measurements. There are 683 XMM-Newton measurements in
total distributed across the sky, with 34 projected near the Fermi bubbles. The Suzaku
data are exclusively projected near the Fermi bubbles, and there are 58 measurements

included here. Figure 6.4 show all-sky maps of the oxygen emission line strengths.
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Table 6.1.

Suzaku Data

Obs. ID [ b teop” Ny Tovrr Tovrr
) () (ks) (10®em2) (LU (L.U.)

100011010 341.0 18.0 28.7 6.47 31.37 + 0.84 20.93 £+ 0.57
100041020 358.6 -17.2 20.0 6.57 17.05 £ 1.10 9.12 4+ 0.65
101009010 358.6 -17.2 9.3 6.57 18.17 £ 1.95 10.54 4+ 1.13
102015010 358.6 -17.2 20.1 6.57 20.35 £ 1.59 9.95 £ 0.87
103006010 358.6 -17.2 18.2 6.57 18.76 £ 1.79 9.14 4+ 0.93
104022010 358.6 -17.2 5.6 6.57 2213 £ 3.70 11.92 £ 1.97
104022020 358.7 -17.1 22.0 6.57 20.67 £ 1.77  9.91 £ 0.93
104022030 358.6 -17.2 19.7 6.57 20.78 £2.05 11.19 £+ 1.03
105008010 358.6 -17.2 27.4 6.57 21.57 £ 1.76 12.08 £ 0.92
106009010 358.6 -17.2 23.5 6.57 37.77 +4.63 12.39 £ 1.39
107007010 358.6 -17.2 29.6 6.57 19.43 £ 1.58 11.54 4+ 0.92
107007020 358.6 -17.2 29.0 6.57 39.46 + 2.29 11.56 £ 0.85
108007010 358.6 -17.2 29.7 6.57 23.77 £1.64 11.64 £+ 0.89
108007020 358.6 -17.2 27.5 6.57 2271 £1.70 11.04 £+ 0.89
109008010 358.6 -17.2 26.8 6.57 23.60 £ 1.74 11.86 £+ 0.93
401001010 344.0 35.7 26.9 7.36 14.15 £ 0.79 8.52 4+ 0.48
401041010 348.1 15.9 7.1 12.90 9.03 £1.60 830+ 1.16
402002010 5.0 -14.3 254 8.72 23.17 &+ 1.47 14.19 £ 0.87
402038010 6.3 23.6  55.7 12.10 6.79 £ 0.64 4.28 £ 0.38
403024010 349.2 15.6 24.3 13.90 0.82 + 0.82 1.50 £ 0.56
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Table 6.1 (cont’d)

Obs. ID l b teap™ Ny® Tovir Tovrirr
(°) (°)  (ks) (10% cm™?) (L.U.)® (L.U.)®

403026010 17.9 15.0 229 16.20 6.03 £ 127 7.18 & 0.82
403034020 351.5 12.8 7.6 16.70 10.91 £ 2.16 7.64 + 1.43
403034060 351.5 12.8 94 16.70 7224+ 179 529+ 1.19
405032010 2.6 15.5 15.5 12.30 17.23 £2.00 11.38 &+ 1.07
406033010 19.8 104 36.5 19.90 10.49 + 0.95 4.22 4+ 0.54
406042010 15.9 -12.7 6.0 9.18 17.41 4+ 3.48 10.22 4+ 2.08
503082010 17.2 -51.9 224 1.48 6.26 &+ 0.95 1.50 £+ 0.43
503083010 18.2 -52.6 19.5 1.56 6.86 £ 1.10 2.84 £+ 0.49
507011010 351.5 -49.8 7.7 1.51 14.31 £ 2,52 4.05 + 1.09
507012010 351.2 -52.3 6.8 1.03 17.14 + 3.09 2.31 + 1.03
507013010 351.0 -53.1 5.9 1.10 13.30 + 3.19 0.43 4+ 1.00
701029010 349.6 -52.6 754 1.06 7.01 £0.56 3.07 £ 0.31
701056010 104 11.2 41.5 19.60 5.61 £ 0.68 5.79 £ 0.43
701094010 351.3 40.1 84.8 6.90 9.13 £ 047 3.92 £ 0.27
702028010 20.7 -145 174 7.35 16.49 + 1.33 6.49 £+ 0.66
702118010 3359 -21.3 49.6 6.45 15.82 &+ 0.95 9.84 4+ 0.56
703005010 351.3 40.1 28.2 6.89 893 £ 1.08 4.26 £ 0.58
703015010 335.8 -32.8 24.8 3.16 855 £ 1.26 4.52 £ 0.62
703030010 15.1 -b3.1 64.1 1.95 5.70 £+ 0.65 1.59 4+ 0.33
704010010 340.1 -38.7 29.3 6.07 864 +1.06 2.70 £0.53
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Table 6.1 (cont’d)

Obs. ID [ b teop” Ny Tovrr Tovrin
(°) (°) (ks)  (10%° cm™2?) (L.U.)° (L.U.)®

705014010 345.6 -22.4 345 4.87 17.44 + 1.32 10.65 £+ 0.69
705026010 358.2 425 7.7 7.39 9.59 +4.07 7.48 +£1.27
705028010 341.2 -37.1 17.8 5.52 7.59 + 1.30  3.57 £ 0.70
705041010 10.4 11.2 102.7 19.60 6.49 £ 0.60 5.91 £ 0.36
706010010 341.6 30.8 40.4 8.33 19.27 + 1.27  7.64 4+ 0.69
706044010 348.8 13.3 6.2 13.60 21.48 £3.89 9.98 + 1.67
707035010 10.4 11.2  33.7 19.60 9.52 + 1.03 5.19 + 0.64
707035020 10.4 11.2 529 19.60 10.31 +0.90 5.87 4+ 0.50
801001010 2.7  39.3 15.6 8.41 713 +£1.22 2.87 £ 0.65
801002010 2.9 39.3 12.0 8.34 6.69 + 1.40 3.23 £ 0.74
801003010 2.9 39.1 14.2 8.34 433 £1.09 3.39 +0.74
801004010 2.7 39.1 126 8.40 8.81 4+ 144 3.39 £ 0.77
801094010 3414 -33.1 5.2 4.60 1843 +£2.41 5.22 +£1.03
803022010 6.9 30.5 22.5 10.90 0.57 +£1.04 1.70 4+ 0.80
803071010 6.6  30.5 94.0 10.80 6.65 + 0.57  3.00 £ 0.31
805036010 340.6 -33.6 22.5 4.33 14.19 + 1.79  5.50 + 0.95
807048010 10.0 -53.5 51.2 1.27 23.45 +£1.80 2.97 £+ 0.38
807062010 349.3 544 52 2.90 10.37 £ 2.73  4.13 + 141
Note. — Table summarizing our Suzaku emission line sample. The columns

represent the observation ID, the observation Galactic coordinates, the good
XIS1 exposure time, the Galactic hydrogen column density, and the oxygen
emission lines of interest. The emission line uncertainties are the 1o statistical
uncertainties from Xspec.

#The total good XIS1 exposure time after our default light curve filtering and
additional flux-filtering to remove geocoronal SWCX emission.

PWe use hydrogen column densities from the LAB survey (Kalberla et al.,
2005). These columns are used in our spectral fitting to absorb hot plasma
continuum emission and in our model line emission calculation to attenuate hot
gas halo and Fermi bubble/shell emission.

¢l L.U. = 1 Line Unit = 1 photons s~ cm™2 sr~!

200



Figure 6.4:
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All-sky Aitoff projections (left panels) and a projection near the Fermi
bubbles (right panels) of our O viil and O VIl emission line samples (top
and bottom panels respectively). The squares represent measurements
from XMM-Newton (HS12), the circles represent our new Suzaku mea-
surements, and the dashed lines represent the Fermi bubbles’ gamma-ray
edge. We use the O vIiI data in our model fitting process.

6.5 Model Overview

In this section, we define our parametric astrophysical models and assumptions.

The SXRB is known to have at least two plasma sources, a “local” source within

~300 pc from the Sun, and a “distant” source at =5 kpc from the Sun. These

sources have all been modeled in different ways, resulting in different inferences on

their underlying emission properties. The Fermi bubbles have not been considered in

most SXRB modeling studies, with the exception of recent studies by K15. Here, we

identify all emission sources in our model, and justify our choices for the underlying
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source distributions.

We point out that this work is an advancement over the modeling work presented
in MB15, who used the same XMM-Newton data discussed in Section 6.4.1 to con-
strain the Milky Way’s hot gas halo structure. The model used in that study is
identical to the model outlined below, with the exception of the Fermi bubble emis-
sion source. We summarize these models in Section 6.5.1 and Section 6.5.2, but we

refer the reader to MB15 for additional explanation for the model choice.

6.5.1 Local Bubble / Residual SWCX Model

The “local” emission source has been argued to include emission from both the LB
and SWCX based on numerous shadowing experiments (Smith et al., 2007; Galeazzi
et al., 2007; Koutroumpa et al., 2007, 2011) and studies of the ROSAT 1/4 keV band
(Kuntz & Snowden, 2000; Galeazzi et al., 2014). As discussed in Section 6.4.3, SWCX
emission is difficult to predict or quantify, however the flux-filtering techniques are
designed to reduce its contribution to our measured line strengths. The physical
properties of the LB have also been debated, with some studies arguing the LB is
volume-filled with ~ 10 K gas (Smith et al., 2007), and others arguing the emission
primarily comes from the bubble edges about 100-300 pc away (Lallement et al.,
2003; Welsh & Shelton, 2009). Regardless of these differences, our goal is to choose
a parametrization that characterizes the emission from this source.

We parametrize the LB as a volume-filled plasma with a constant density and
temperature and size varying between 100-300 pc. This follows interpretation from
Smith et al. (2007), who conducted SXRB modeling with Suzaku on the nearby
molecular cloud MBM12. Under the assumption of a volume-filled plasma, these
authors concluded the LB has a temperature of 1.2 x 10° K and a density between
1-4x1073 em™3. In our model, we fix the plasma temperature to this value and let

the density, nypg, be a free parameter.
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While we include a Local Bubble emission source in our model for completeness,
it is unlikely to have a significant impact on our results. The “local” plasma source is
known to contribute more to the ROSAT 1/4 keV band as opposed to ROSAT 3/4
keV band (e.g., Snowden et al., 1997; Kuntz & Snowden, 2000). This implies the
“local” emission source should produce more O viI than O VIII in a given observation.
Shadowing spectroscopic observations verify this, and show there is minimal (<0.5
L.U.) O vt due to “local” sources (Smith et al., 2007; Koutroumpa et al., 2007, 2011).
Furthermore, MB15 showed that this LB model effectively has no contribution to the
O vIir emission lines from the XMM-Newton sample discussed in Section 6.4.1. Our
modeling work below focuses on O VIII emission lines, so we do not believe this LB

parametrization will affect our results.

6.5.2 Hot Halo Model

We assume the Milky Way’s “extended” hot gas plasma structure is dominated by
a spherical, volume-filling halo of material extending to the virial radius, as opposed
to the alternative assumption of an exponential disk morphology with scale height
between 5-10 kpc. The latter structure is believed to form from supernovae in the
disk (e.g., Norman & Ikeuchi, 1989; Joung & Mac Low, 2006; Hill et al., 2012), and
can reproduce X-ray absorption and emission line strengths in several individual sight
lines (Yao & Wang, 2005, 2007; Yao et al., 2009b; Hagihara et al., 2010). However,
numerous studies have shown that a spherical, extended morphology due to shock-
heated gas from the Milky Way’s formation reproduces a multitude of observations
(e.g., White & Frenk, 1991; Cen & Ostriker, 2006; Fukugita & Peebles, 2006). These
include ram-pressure stripping of dwarf galaxies (Blitz & Robishaw, 2000; Grecevich
& Putman, 2009; Gatto et al., 2013), the pulsar dispersion measure toward the Large
Magellanic Cloud (Anderson & Bregman, 2010; Fang et al., 2013), and the aggregate

properties of oxygen absorption and emission lines distributed in multiple sight lines
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across the sky (Bregman & Lloyd-Davies, 2007; Gupta et al., 2012; Miller & Bregman,
2013, 2015; Faerman et al., 2016). This distribution has been proven to reproduce
most of the O VIII emission line intensities from the XMM-Newton portion of the
sample, thus justifying its use in this modeling work.

Our parametrized density distribution follows a spherical S-model, which assumes
the hot gas is approximately in hydrostatic equilibrium with the Milky Way’s dark
matter potential well. The S-model has also been used to fit X-ray surface brightness
profiles around early-type galaxies (e.g., O’Sullivan et al., 2003) and massive late-
type galaxies (Anderson & Bregman, 2011; Dai et al., 2012; Bogdan et al., 2013a,b;

Anderson et al., 2016). The model is defined as:

n(r) =ny(1+ (T/T’C)Q)_3B/2, (6.1)

where 7 is the galactocentric radius, n, is the central density, r. is the core radius
(<5 kpc), and (5 defines the slope (typically between 0.4-1.0). The previous modeling
by MB15 was limited to using an approximate form of this model in the limit where
r > 1, since they specifically did not include observations near the expected r.. This
resulted in constraints on a power law density distribution:

nor?

n(r) = 2o (6.2)

The emission line sample in this study includes 33 sight lines that pass within 20° of
the Galactic center, so we present model results assuming both types of distributions.
The net effect of this will be for the power law model to produce more halo emission
for sight lines near the Galactic center than the usual S-model since the density
continues to increase at small r instead of approach n, for r < r..

We assume the halo gas is isothermal with a temperature of log(7}a,) = 6.30, or

Thato = 2 x 10% K. This temperature is characteristic of the Milky Way’s virial tem-
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perature, thus consistent with the picture that the “extended” plasma is spherical
and extended to 7,,. This temperature is also constrained by observations. Hen-
ley & Shelton (2013) provide the strongest observational constraints on the plasma
temperature, as they fit SXRB spectra for 110 high latitude (|b| > 30°) sight lines
from the HS12 sample. They fit the spectra with thermal APEC plasma models,
and found a narrow plasma temperature range (median and interquartile range of
2.22 £ 0.63 x 10° K). These results suggest the plasma is nearly isothermal, thus

validating our assumption.

6.5.3 Fermi Bubble Geometry

Our Fermi bubble structure includes two components: a volume-filled component
designed to represent the gamma-ray-emitting region, and a shell of shocked or com-
pressed circumgalactic medium (CGM) material. Observations indicate the bubbles
have a flat gamma-ray intensity distribution on the sky with no strong limb bright-
ening effect, suggesting the presence of a quasi-spherical volume-filled component.
Hard X-ray emission also bounds the bubbles at low Galactic latitudes, suggesting
the presence of hotter, compressed material near the bubble edges (Bland-Hawthorn
& Cohen, 2003; Su et al., 2010). These components are designed to parametrize the
outer regions of galactic outflows, including hot, shocked wind material and a shell
of shocked ISM/CGM material (see Section 6.7.2.1 for an overview of galactic wind
morphology). We define the bubble volume as a three-dimensional ellipsoid designed
to match the bubbles’ projected gamma-ray edge on the sky. Each bubble (positive
and negative Galactic latitudes) is centered at |z| = 5 kpc away from the Galactic
plane, has a semi-major axis of 5 kpc, and has both minor axes set to 3 kpc. We
also tilt each bubble 5° toward the negative longitude direction to match the slight
asymmetry observed in the bubble shape. Figure 6.5 shows this bubble volume in

physical and projected coordinates.
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Figure 6.5: Outlines of our volume-filled (blue lines) and shell (green lines) model
distributions in physical galactocentric coordinates (left and center) and
projected Galactic coordinates (right). The left panel shows a side-view
of the structure in the [ = 0° plane (the ® symbol represents the Sun),
while the center panel shows a face-on view at the Galactic center. The
right panel indicates our volume-filled distribution creates a projection
consistent with the bubbles’ observed gamma-ray outline (black dashed
line).

The shell volume is defined in the same way as the bubble volume, but with a
thickness of ~1 kpc away from the bubble surface. This implies the shell ellipsoids
are also centered at |z| = 5 kpc from the Galactic plane, have semi-major axes of 6
kpc, and minor axes of 4 kpc. The region inside this surface, but outside the bubble
surface is considered to be the shell region. We note this parametrization is different
from the modeling work presented by K15, who considered Fermi bubble emission
from only two angled shells (one for each bubble) with inner and outer radii of 3 kpc
and 5 kpc. However, Figure 6.5 indicates our bubble volume is consistent with the
projected bubble outline, and the expected galactic wind morphology suggests there
should be at least two distinct outflow regions we can observe (the shocked wind and
shocked ISM/CGM). Therefore, we feel our choice of bubble volume is reasonable

given the observational constraints available at this time.
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6.5.4 Fermi Bubble Density and Temperature

We assume the bubble and shell components each have constant electron densities,
defined as npp and ng,ey. This parametrization is useful since it is simple, yet still
allows us to constrain the average thermal gas densities. Simulations suggest the
bubbles have some thermal gas substructure (e.g., Yang et al., 2012), and we did
explore more sophisticated models with density gradients away from the Galactic
plane or from the bubble edges. However, the data did not provide statistically
significant constraints with these profiles (any gradient parameter was consistent with
a constant-density profile within the 1o uncertainties). These constant-density models
should be considered a valuable first step when analyzing the bubbles’ thermal gas
structure.

The bubble and shell temperatures are likely hotter than the surrounding medium,
so we assume each component has a characteristic temperature > 2 x 10° K. Like
the bubble and shell densities, each component has a constant temperature (Tpp
and Typey). However, these temperatures are each initially fixed to 3 x 105 K during
the model fitting process. The temperatures are not free parameters in our models
because the calculated line intensity scales with density and temperature as [ o
n?e(T), where € has a temperature dependence. Since we explicitly model a sample
of OVIII emission line intensities, the density and temperature parameters would
be degenerate with each other. Section 6.6 discusses how we constrain the bubble
and shell temperatures by looking at the distribution of O viir/O viI line ratios for

different assumed temperatures.

6.5.5 Line Intensity Calculation

Calculating model line intensities depends on the density and temperature profile
along each line of sight. For any given Galactic coordinate (I, b), we divide the line of

sight into cells extending to the virial radius (7,;- = 250 kpc). Each cell position along
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the line of sight (s) is converted to Galactic coordinates (R, z, r) by the standard

equations:

R? = R2 + 5% cos(b)® — 25 R, cos(b) cos(l) (6.3)
2? = s?sin(b)? (6.4)
r? =R+ 2%, (6.5)

where R. = 8.5 kpc is the Sun’s distance from the Galactic center. We assign a
density and temperature to each cell based on its set of Galactic coordinates and the
assumed model parameters. The hot halo profile described in Section 6.5.2 sets the
density and temperature for cells outside the shell volume. The parameters nge; and
Tsnen set the density and temperature for cells within the shell volume, while ngp and
Trp set the density and temperature for cells within the bubble volume. Therefore,
sight lines not passing through the bubbles only include halo emission, while sight
lines passing through the bubbles include hot gas halo, bubble, and shell emission.
We assume an optically thin plasma in collisional ionization equilibrium to cal-
culate all line intensities. Given a line of sight density and temperature profile, the

model line intensity is defined as:

I(1,b) = %/ne(s)Qe(T(s))ds, (6.6)

where n.(s) is the line of sight electron density, 7'(s) is the line of sight temperature
profile, and €(7) is the volumetric line emissivity for a thermal APEC plasma. We use
AtomDB version 2.0.2 for all line emissivities (Foster et al., 2012), and characteristic
values for O vIiI (in photons cm?® s71) are €(Thq,) = 1.45 X 107"° and €(3 x 10° K) =
3.84 x 10715, Although believed to be minimal, the intensity contribution from the
LB is defined as:
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TL%BL(Z, b)G(TLB)

ILBU’b) = AT )

(6.7)

where L(I,b) defines the LB path length (~100-300 pc; see Lallement et al. (2003)

and MB15). The total line intensity is thus defined as:

Liotat(1, 1) = Ipp + e N (Inao + Ipp + Iahenr), (6.8)

where the exponential term accounts for attenuation due to neutral hydrogen in the
disk, Np; is the same neutral hydrogen column assumed for each sight line in in
the spectral fitting procedure, and o is the H1 absorption cross section (Balucinska-
Church & McCammon, 1992; Yan et al., 1998). Thus, our model line intensities are

comparable to the total observed line intensities.

6.6 Results

Our results include a discussion of the O vir and O VIII line intensity distributions
along with a parametric modeling analysis. Section 6.6.1 presents the combined
XMM-Newton and Suzaku line strength and ratio distributions on the sky. The
latter provides model-independent evidence that the bubbles contain gas at higher
temperatures than the surrounding medium (> 2x 10° K). Section 6.6.2 builds on this
evidence and the modeling work from MB15 to constrain the characteristic thermal

gas densities and temperatures associated with the bubbles.

6.6.1 Emission Line Ratios

The observed O viir/O VII ratios in our sample can be used as crude tempera-
ture diagnostics. If the observed emission lines come from a single, cospatial plasma
source, Equation 6.6 indicates the O viii/O VII ratio is a direct temperature diag-

nostic because IOVIII/IOVII [0 ¢ n2€OV]]](T>/TL2€OV]](T) = EOV[[[(T)/EOV][(T). The
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observations from SXRB spectra are more complicated since we know multiple plasma
sources exist along each line of sight. This implies the total observed O viir/O vi1 line
ratio probes the emission measure-weighted temperature due to the various plasma
sources. However, we discussed in Section 6.5 how the LB is believed to produce little
O vIII emission with a variable amount of O VII emission, and the hot halo plasma is
believed to be nearly isothermal at & 2 x 10° K. The expected O vii1/O VII line ratio
for a thermal plasma at this temperature is & 0.25, so the observed line ratios in our
sample would be < 0.25 if they only included emission from the LB and hot halo.
We explore this idea by examining the O viir/O vir distribution on the sky from
our total observation sample. Figure 6.6 shows our line intensity ratio distribution
on the sky. Inspecting the sky projection alone suggests the line intensity ratios are
systematically higher for sight lines that pass through or near the Fermi bubbles
(~0.5) than those farther away from the Galactic center (~0.2). To quantify this, we
bin the sight lines on the sky and calculate the median and interquartile range for the
line ratios in each bin. The bin edges are defined as ellipses in [, b space, where the
first bin includes sight lines that pass though the Fermi bubbles and subsequent bins
include sight lines extending farther into the halo (see dotted lines in Figure 6.6).
Figure 6.6 shows the line ratio median and interquartile range for observations in
each bin. These results clearly show the line ratios are systematically higher for sight
lines in the first bin, and are also higher than the characteristic ratio expected if
the observations included just LB and hot gas halo emission (gray shaded band in

Figure 6.6).
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These systematically larger line ratios near the Galactic center indicate the pres-
ence of hotter gas than the ambient 2 x 10% K plasma. This interpretation is model-
independent and builds upon the fact that we know the Fermi bubbles occupy a
significant volume above and below the Galactic center. While this is a useful result
that only relies on observations, the observed line ratios do not encode the bubbles’
detailed temperature structure due to additional emission from the LB and hot gas
halo. Regardless, this result motivates the modeling work below and validates the

assumption that the bubbles contain gas hotter than 2 x 10° K.

6.6.2 Comparing Models with Data

As a preliminary test, we explore an emission model including only contributions
from the LB and hot gas halo. This model assumes that the bubble and shell volumes
contribute no line emission, or equivalently that ngpg = ngey = 0. For the other
emission components, we assume a parametric model distribution from MB15. This
includes a LB density of nyp = 4 x 1073 cm™ and a hot gas density profile described
by Equation 6.2 with n,r?® = 1.35 x 1072 cm™® kpc®® and § = 0.5. This model
likely over-estimates any halo emission since it assumes a power law all the way
to the Galactic center, as opposed to having a flat core density. We calculate model
O vIII emission line intensities for this limiting case and compute the residual emission
defined as (Lopserved — Lmodet) / Lerror- Figure 6.7 shows how the residual emission varies
on the sky, with a particular emphasis on the strong (2 30) positive residuals near
the Fermi bubbles. We interpret these residuals as missing emission due to the Fermi
bubbles, which motivates the modeling procedure outlined below.

The goal of our modeling procedure is to find a density model that is most consis-
tent with our observed data set, including contributions from the Fermi bubble and
shell components. We quantify this consistency with the model x? or likelihood (£ o
exp(—x?/2)). We use the publicly available Markov Chain Monte-Carlo (MCMC)

212



- 8.0 : 8.0 : 5
o o o
.- 7.2 7.2 ; 4
a
50fe" L.z 3R"0T o 64 50| ezl 64 50| Sy K
ofemy, 565 050 56 ” oSy, 2
(<] [ [ ] S o D [ ] [ [
ar O gug = e i LI, A =
B "rh e . 48% 4.8% -1 1 :
° of Seae” 402 ¢ ot 40 = o} Seae” 0 =
= .,;:‘-\ . % < . .';’\-\ [
°®, = o® ot o _
LT Myt 322 ' ‘g 323 7o Yar 12
- L 248 : & 242 : e, 2
B0 we Inm 1| |16 S0 @s e 1] |16 0 Se.lmmt -3
o | |08 || |08 | -4
0.0 0.0 -

40 20 0 -20 -40 40 20 0 -20 -40 40 20 0 -20 -40
’(°) 1) ()

Figure 6.7: Observed emission line intensities (left panel), model emission line in-
tensities (center panel), and residuals (right panel) for a model without
a bubble or shell emission component. The hot gas halo dominates the
model O VIII emission in this case. Sight lines passing through the bub-
bles have significant (2 30) positive residual O vIiI emission, which we
attribute to the bubbles and their interaction with the ambient hot halo
medium.

Python package emcee (Foreman-Mackey et al., 2013) to explore our model parame-
ter space and find the parameters that minimize the model x?, or maximize the model
In(L). The output chains for each model parameter are treated as marginalized pos-
terior probability distributions. We define “best-fit” parameters as the median values
for each binned chain distribution, which yields identical results to the Gaussian-
fitting procedure outlined by MB15, assuming the distributions are approximately
Gaussian. Thus, these best-fit parameters maximize the model likelihood, given the
data.

We considered several different model parametrizations in our model fitting pro-
cess. These included hot gas halo density models described by either a power law
(Equation 6.2) with two free parameters (the normalization and ) or a full f-model
(Equation 6.1) with 7. and 3 left to vary. We did not let n, vary independently in
this model since the previous modeling work from MB15 effectively constrained the

halo normalization parameter n,73°. Our modeling procedure keeps this quantity
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fixed to n,r?® = 1.35 x 1072 cm™ kpc??, while letting the core radius vary as the
free parameter. We also experimented with fixing the hot gas halo profile with the fit
values from MB15 or with r. = 3 kpc, however we found this made little difference
in the best-fit parameters for either the halo density profile or bubble/shell densities.

Table 6.2 summarizes our best-fit model parameters, including 1o uncertainties
encompassing the 68% probability ranges from the posterior probability distributions.
There are several trends to note from these results. The LB density parameter is
consistent with zero, validating the assumption that the LB contributes little emission
to the O viir data. The halo density profile results are consistent with those reported
in MB15 when considering the same power law density parametrization (n,r? =
1.35x 1072 em™3 kpc®#, B = 0.5). This implies the hot gas density profile constraints
are not biased due to observations near the Fermi bubbles. We also find characteristic
best-fit core radii between 2-3 kpc, which is expected. The parameters of interest,

npp and ng,ey, have characteristic best-fit densities between 5-8x107% cm ™

assuming
a temperature of log(7T") = 6.50. The inferred densities are lower if we assume a power
law halo gas density model compared to if we assume a S-model. We expect to see this
trend since the power law model produces more halo emission near the Galactic center
than a -model with a core radius/density, thus resulting in less Fermi bubble/shell
emission required to produce the observed emission. After weighing these effects, we
define our fiducial model to be one with a S-model and r. fixed to 3 kpc. This results in
best-fit parameters of npg = 7.24£0.2x107* ecm ™2, and ngpey = 7.7£0.2x 1074 cm 3.
Figure 6.8 shows the marginalized posterior probability distributions and contour
plots from our MCMC analysis assuming this parametric model (generated using the
Python code corner.py; Foreman-Mackey et al., 2016).

We also explored a model with no shell distribution to determine its significance

in our model fitting procedure. This is equivalent to setting the shell thickness to 0

kpc in our geometric model, and not including ngpe; as a parameter in our emission
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Figure 6.8: Our model fitting results for the Fermi bubble volume-filled and shell
components represented as marginalized posterior probability distribu-
tions and a two-dimensional contour plot. The dashed lines and white
cross represent the best-fit model values and the contour ranges include
1, 2, and 30. This model assumes the bubble and shell components have
a temperature of log(7") = 6.50.
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model. When we re-fit the data with this model (r. fixed to 3 kpc), we find the
Fermi bubble density parameter increases from 7.2 x 107% em=3 to 7.7 x 107 cm ™3
in order to compensate for the lack of model shell emission. This leads to a marginal
improvement in the overall fit quality (X2 i snen (dof) = 2783 (739) to X2 .5 shen
(dof) = 2741 (740)), implying the shell structure is not required to fit the data.
However, the difference in x? is relatively small compared to the degrees of freedom,
and expanding wind models physically require at least two distinct outflow regions.
Therefore, while our best-fit model does not require a shell structure, we assume
the bubble and shell structures are each present in our discussion and temperature
analysis.

In order to constrain the bubble and shell temperatures, we compare best-fit model
line ratios for different temperature distributions with the observed O viir/O viI line
ratio distribution near the Fermi bubbles. To do this, we change the bubble and shell
temperatures while keeping the product n?eoy;r(T) fixed from the best-fit model
results. This fixes the O VIII emission coming from the bubble and shell, but changes
the model O VII emission because eoy 7 (T') decreases faster than epy (7)) with in-
creasing temperature. Thus, increasing the assumed temperature leads to an increase
in the model line ratios, an increase in the inferred best-fit densities (eoy;r decreases
for T > 3 x 10° K), and a constant O VIII emission contribution.

A model temperature distribution with log(Trp) = 6.60 and log(Tspen) = 6.70
leads to a model line ratio distribution most consistent with the observed line ratios
near the Fermi bubbles. This changes the inferred best-fit densities to npg = 8.2 X

3 in order to keep the product n’eoyrrr(T)

107% em™ and ngpey = 1.0 x 1073 ecm™
fixed for each component. Figure 6.9 shows the observed and new best-fit model line
ratio histograms for sight lines that pass within ~ 5° of the projected bubble edge
(~100 sight lines). These densities and temperatures produce a O viir/O VII ratio

distribution median and interquartile range of 0.52 (0.41-0.60), consistent with the
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Figure 6.9: Observed (shaded green areas) and model (black hatched areas)
O viir/O vii line ratio histograms for sight lines passing through the Fermi
bubbles. The model assumes log(Trp) = 6.60 and log(Tspen) = 6.70, which
produces line ratios that are most consistent with the observations.

observed median and interquartile range of 0.49 (0.38-0.62). We treat these densities
and temperatures as the characteristic physical properties for the bubble and shell

components in our subsequent analysis.

6.7 Discussion

In this section, we discuss how our constraints fit in with our current picture for
the Fermi bubbles and Milky Way. This includes an overview of the constrained
thermal gas structure, and how this compares to the surrounding hot medium. We

extend these constraints to infer the bubbles’ characteristic shock strength, current
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expansion velocity, energy input rate, age, and likely formation scenario. We also
discuss how our constraints compare with previous Fermi bubble analyses.

Table 6.3 summarizes our most important inferred quantities discussed below for
the best-fit densities and temperatures discussed above. The density uncertainties
follow directly from our MCMC results summarized in Table 6.2. We use less strict
criteria for the temperature uncertainties since we did not directly fit the O viii/O viI
line ratios. The temperature limits represent where the differences between the ob-
served and model line ratio medians are less than 1o of the corresponding sample
median uncertainties. Uncertainties on all subsequent calculated quantities (masses,
expansion rates, ages, etc.) use the density and temperature uncertainties listed in

Table 6.3.

6.7.1 Inferred Bubble Structure

We discuss our inferred bubble densities and temperatures in this section, and
compare them to the assumed ambient structure. Overall, our constraints indicate
the bubbles are hotter and over-pressurized compared to the surrounding medium,
consistent with previous bubble observations (Su et al., 2010; Kataoka et al., 2015).
Figure 6.10 shows our best-fit model as two-dimensional density, temperature, and
pressure maps projected at the Galactic center. This visualizes the comparison with
the surrounding medium we discuss in the rest of the section.

The bubble and shell densities have characteristic values of ~ 1072 cm =3, which are
comparable to the surrounding medium at low z. Including a hot gas halo core radius

of 3 kpc in our fiducial model implies a core density of 2.6 x 1073 cm™3

, assuming
a fixed power law normalization of n,r3® = 1.35 x 1072 cm ™~ kpc®’. This suggests
Nshetl ~ Mhato Within |z| <5 kpc. The hot gas halo density decreases by about a factor

of 6 between r =1-10 kpc, meaning our bubble and shell densities are larger than

the surrounding medium farther away from the Galactic plane. We also note that
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Table 6.3. Bubble Properties

Quantity ~ Value  Uncertainty /Range Unit

nrp 8.2 +0.2 107% ecm™3

log(Trp)  6.60 6.60-6.65 log(K)

Prp 4.5 4.5-5.5 10~' dyne cm 2

Mrpp 4.6 4.6-5.0 105 M,

Nghell 10.0 +0.3 1074 cm ™3

log(Tshe”) 6.70 6.60-6.95 log(K)

P.peu 6.9 4.7-19.7 1071 dyne cm 2

M pen 6.1 5.2-9.8 108 M,

M 2.3 1.9-34 -

Veap 490 413-720 km s~1

tayn, n* 20.0 13.6-23.7 Myr

Layn, w" 6.0 4.1-7.11 Myr

tageb 4.3 2.9-5.1 Myr

2xEx EC 2.3 1.4-7.4 10*2 erg s~
Note. — Summary of our inferred bubble properties dis-

cussed in Section 6.7. The densities have uncertainties from
the MCMC analysis, while the temperatures (and all other de-
rived quantities) have 1o uncertainties based on the line ratio
median difference between the observations and models.

*tayn = d/Veyp, where tgy, p is for the full bubble height and
tayn, w 1s for half the bubble width.

btage is the bubble age defined in Equation 6.9.

¢¢E is the energy injection rate defined in Equation 6.10.
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Figure 6.10: Our best-fit Fermi bubble model compared to the surrounding hot gas
halo profile as two-dimensional slices at the Galactic center. The dashed
lines represent the boundaries between the bubble and shell surfaces.
The panels represent: density (a), temperature (b), pressure (c¢), and
O V111 emissivity defined as n? x ¢(T)) (d). There is variation with height
away from the Galactic plane, but the bubbles are hotter and over-
pressurized compared to the surrounding halo medium.

nEB & Ngpey from our model fitting results, making it difficult to distinguish between
volume-filling emission compared to limb-brightened emission. This might be due to
our choice to parametrize the structures with constant densities and temperatures,
but our constraints still probe the average densities associated with the bubbles.

Our inferred bubble and shell temperatures of log(Trp, sheu) = 6.60-6.70 are hotter
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than the surrounding medium (log(7ha,) = 6.30). This is broadly consistent with the
bubbles injecting enough energy to shock-heat the surrounding medium, although
simulations predict a wide range of shock strengths and bubble temperatures as high
as ~ 108 K (e.g., Guo & Mathews, 2012; Yang et al., 2012). It is possible the
bubbles contain gas at these high temperature, however this temperature plasma
would not produce observable O VIil emission. Our modeling results indicate the
average bubble and shell temperatures are hotter than the surrounding medium, but
still at low enough temperatures to produce observable signatures in the data.

Combining the density and temperature constraints indicates the bubbles’ are
over-pressurized compared to the surrounding medium. Our best-fit bubble and shell
parameters indicate thermal gas pressures of Prg = 4.5 x 10713 dyne cm™2, Py =
6.9 x 10713 dyne cm~2, or P/k ~3000-5000 cm~3 K. The surrounding thermal gas
pressure varies with r and z due to the decreasing density profile, with characteristic
values of ~5000 cm™ K near the Galactic center and ~1000 cm™ K at r = 10
kpc. In this picture, the bubbles are in approximate pressure equilibrium at lower
z, but become over-pressurized with increasing height away from the Galactic plane.
These estimates are also a lower limit to how over-pressurized the bubbles actually
are, because they do not account for non-thermal or magnetic pressure contributions.
Regardless, these constraints indicate the bubbles are generally over-pressurized, and
thus expanding into the surrounding medium.

We use these quantities to infer a characteristic shock strength and instantaneous
expansion velocity associated with the bubbles. The classic treatment of shocks prop-
agating through the ISM yield specific pre- and post-shock jump conditions for the
gas density, temperature, and pressure given a shock expansion velocity (e.g., Shull
& Draine, 1987). The Fermi bubbles expansion is more complex than this traditional
treatment since they do not appear to be spherical, and they are presumably ex-

panding into a medium with varying density. For example, the ratio between nguey
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(treated as post-shocked material) and the ambient halo gas density along the shell
edge (treated as pre-shock material) ranges between ~0.5 near the Galactic center to
~3 at the maximum bubble height. On the other hand, our choice to parametrize
the hot gas halo and shell with constant temperatures allows us to use the tempera-
ture ratio as a shock strength diagnostic similar to K15. Assuming a monotonic gas
(y=5/3), an ambient gas sound speed of c,= 212 km s, Ty = 5 x 10° K, and
Thato = 2 x 10° K, our temperature ratio implies a fiducial mach number and corre-
sponding expansion velocity of M = 2.3 and v, = 490 km s™!. The uncertainty in
Tsnen expands these constraints to M =1.9-3.4 and ve,, = 413-720 km s~!. These
shock parameters are broadly consistent with the range of density and pressure ratios
we estimate, indicating these constraints probe the bubbles’ current expansion rate

into the surrounding medium.

6.7.2 Bubble Energetics and Origin Scenarios
6.7.2.1 The Bubbles as a Confined Galactic Wind

We treat the bubbles in the framework of a continuous galactic outflow /superbubble
with self-similar Sedov-Taylor solutions (e.g., Castor et al., 1975; Weaver et al., 1977;
Mac Low & McCray, 1988; Veilleux et al., 2005). The outflow morphology consists of
five zones (from closer to farther from the outflow origin): the energy injection zone,
a free-flowing outflow, shocked wind material, a shell of shocked ISM/CGM mate-
rial, and the ambient ISM/CGM. Our model constraints probe the last three zones
since we do not model observations in the inner =<1 kpc from the Galactic center. The
Sedov-Taylor solutions for this type of outflow relate the ambient density, bubble age,
bubble size, expansion velocity, and average energy injection relate to each other. As-
suming the outflow is still in the energy-conserving phase (cooling time greater than

the bubble age), the relations between these quantities are as follows:
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where n, is the ambient density in cm™, r is the bubble radius in kpc, v, is the

expansion velocity in km s71, ¢,,. is the bubble age in Myr, E is the energy injection

! and ¢ is the thermalization efficiency of the mechanical energy. This

rate in erg s~
thermalization efficiency is believed to vary with environment, but is estimated to be
>10% in average galaxies with a typical assumed value of 0.3 (e.g., Larson, 1974;
Wada & Norman, 2001; Melioli & de Gouveia Dal Pino, 2004).

Our modeling results constrain three of the five variables in these equations. As
discussed above, a hot gas halo model with r. = 3 kpc and fixed power law normal-
ization of 1.35 x 1072 cm ™ kpc®® results in an ambient core density of n, = 2.6 x 1073
cm~3. The bubble/shell temperature constraints suggest an outflow velocity of 490
km s~!. The bubble size is not trivial to estimate in this framework, where the outflow
is typically treated as a spherical shell with radius r centered on the injection source.
The bubbles’ shape is more complex than this since two lobes exist on each side of
the Galactic plane. We use a characteristic bubble size defined as the geometric mean
of the three ellipsoidal axes, resulting in r = 3.6 kpc.

Given these constrained values, we estimate the bubbles’ age and average me-
chanical energy injection rate. The bubbles’ dynamical timescale, gy, = d/Veyp, is
a crude age estimate that does not incorporate the bubble environment or energy
source. For vg,;, = 490 km s™!, the dynamical timescale for the full bubble height is
tayn, n = 10 kpc / 490 km s~ = 20.0 Myr, and the dynamical timescale for half the

bubble width is t4y, » = 3 kpc / 490 km s~! = 6.0 Myr. The superbubble model
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calculation (Equation 6.9) is a refined bubble age estimate, where we find ¢,5 = 4.3

Myr for r defined as the geometric mean above and v, = 490 km s~t. We also

042 1

infer a combined energy injection for both bubbles (2 x & x E) of 2.3 x 10* erg s~

using Equation 6.10. Accounting for the uncertainty in v.,, leads to a characteristic
age range between ~3-5 Myr and energy injection rate between ~1-7x10*? erg s~

We compare this characteristic age and energy injection rate with possible bubble

formation mechanisms.

6.7.2.2 Sgr A* Accretion Origin

One suggested bubble formation mechanism has been a past accretion event onto
Sgr A* resulting in an AGN episode in the Milky Way. Sgr A* has an estimated
mass of 4 x 10° M, (Schodel et al., 2002; Ghez et al., 2003, 2008; Gillessen et al.,
2009a,b; Meyer et al., 2012), which is capable of producing significant amounts of
energy during an accretion episode. We also know that accretion onto super-massive
black holes can produce galactic outflows with significant energy injection rates and
morphologies similar to the observed Fermi bubbles (e.g., McNamara & Nulsen,
2007; Yuan & Narayan, 2014). Here, we consider observations of Sgr A*, its possible
accretion history, and compare the expected energetics with our modeling constraints.

Sgr A* is currently in a quiescent state with a bolometric luminosity of Ly, ~ 103
erg st ~ 2 x 107° Lgg (e.g., Yuan & Narayan, 2014). Our proximity to Sgr
A* allows for a combination of techniques to estimate current mass accretion rates.
Chandra's resolution is comparable to the Sgr A* Bondi radius, and has constrained
the Bondi accretion rate to be ~ 107° M, yr~! (Baganoff et al., 2003). Polarized
radio emission constrains the accretion rate near the event horizon, with limits being
between > 2 x 107 M, yr~! and < 2 x 1077 M, yr~! depending on the magnetic
field orientation (e.g., Marrone et al., 2007). While this is a significant uncertainty in

the current mass accretion rate, the consensus is that Sgr A* is accreting well below
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its Eddington rate, and has been a well-modeled source for radiatively inefficient
accretion flows (RIAFS).

There are a number of observational indications that Sgr A* has been more active
in the past (Totani, 2006). Mou et al. (2014) summarizes these lines of evidence, which
include: a higher Sgr A* luminosity is required to produce fluorescent iron emission
and reflection nebula seen in several nearby molecular clouds (Koyama et al., 1996;
Murakami et al., 2000, 2001a,b), there exists an ionized halo of material surround-
ing Sgr A* (Maeda et al., 2002), there are dynamic features indicating an outflow
near the Galactic center in the form of the Galctic Center Lobe (Bland-Hawthorn &
Cohen, 2003) and the Expanding Molecular Ring (Kaifu et al., 1972; Scoville, 1972),
excess Ha emission seen in the Magellanic Stream (Bland-Hawthorn et al., 2013),
and possibly the Fermi bubbles themselves. The RIAF modeling from Totani (2006)
argues that Sgr A* should have had an accretion rate ~ 103-10* times larger than its
current accretion rate over the past ~10 Myr to reproduce these observations. This
introduces additional scatter in the inferred past Sgr A* accretion rate, but motivates
the assumption that Sgr A* has injected energy into the surrounding medium through
an accretion event.

We estimate an energy injection rate due to past Sgr A* accretion and compare
with our constrained energy input rate. The mechanical energy injection rate from
black hole accretion is tied to the accretion power by the following relation:

; ) — € Macc
Epny = eMyeed® = 5.7 % 10% erg s (ﬁ) (W) ’ (6.11)

where Epp is the mechanical energy injection rate, M,.. is the accretion rate near

the event horizon in Mg yr—!

, and € is the mechanical energy rate efficiency. If
we assume a past accretion rate of 1072 Mg yr~! (near the high end of the values
discussed above), we find that Fgy equals our inferred vale of 2.3 x 10*2 erg s~! for

€ =~ 0.05. This efficiency is larger than the typical values inferred from simulations
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(107%-1073; Yuan et al., 2015), however this mechanical efficiency is often treated
as a free parameter in simulations. We also point out that the required efficiency
is less than one, indicating that this analysis does not violate energy conservation
constraints. Thus, it is plausible that a past accretion episode onto Sqr A* could have
produced enough energy required to match our enerqy injection rate constraints.

The bubble age indicates this Sgr A* accretion episode had a shorter active period
compared to the typical AGN duty cycle. Studies constrain the AGN duty cycle by
either comparing black hole mass functions (inferred from the Mpgp—o relation) to
AGN luminosity functions at different redshifts (e.g., Yu & Tremaine, 2002; Shankar
et al., 2004; Hao et al., 2005; Schawinski et al., 2010), or through analytic black hole
accretion models (e.g., Hopkins & Hernquist, 2006; Shankar et al., 2009). These
techniques suggest black holes with masses of ~ 10° M should have active periods
of ~10% yr at 2 = 0, or ~1% of a Hubble time. Our Fermi bubble age estimate is an
upper limit to the active Sgr A* accretion time, and our constraint of 4.3 Myr is much
smaller than the inferred duty cycle from AGN populations. One possible explanation
for this discrepancy is that the Fermi bubble outburst was one of several past accretion
events in the Galactic center. Our constraints imply the Fermi bubbles are due to a
relatively weak AGN event, and it is possible that multiple Sgr A* accretion events
of comparable or less energy have occurred over the past ~ 108 yr. Our results are
also consistent with the overall decrease in AGN activity since z ~ 2 (e.g., Hopkins

et al., 2007), as opposed to a prolonged Sgr A* accretion/growth phase.

6.7.2.3 Nuclear Star Formation Origin

Numerous studies also suggest that the Fermi bubbles formed from a period of
enhanced star formation activity near the Galactic center. The Galactic center hosts
several young stellar clusters with ages ranging between 5—20 Myr and accounting for

~ 5 x 105 M of material. The massive stars in these clusters could have generated
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a galactic-scale outflow due to stellar winds and type II supernova explosions (e.g.,
Leitherer et al., 1999). Here, we compare the expected energy output from past star
formation near the Galactic center to our energy injection rate constraints.

The Galactic center star formation history is complex and difficult to measure,
but several studies argue for an average star formation rate (SFR) of ~ 0.05 M
yr~! over the past ~10 Myr. Crocker (2012) reviews these studies, most of which
utilize Spitzer observations of young stellar objects within the inner ~500 pc from
the Galactic center. For example, Yusef-Zadeh et al. (2009) conducted a census of
these objects using the Infrared Array Camera and Multiband Imaging Photometer
on board Spitzer, and concluded the average SFR has been between 0.04-0.08 Mg
yr~! over longer timescales (~10 Gyr). Immer et al. (2012) performed a similar
analysis using Spitzer Infrared Spectrogaph data, and argue for an average SFR of
~ 0.08 M, yr—! over the past ~Myr. Others estimate the SFR to be ~0.01-0.02
M, yr~! by counting the mass in young star clusters and dividing that by estimates
for the period of star formation (Figer et al., 2004; Mauerhan et al., 2010). Thus, it
appears a characteristic SFR of ~ 0.05 M, yr~! over the past ~10 Myr is a reasonable
assumption.

Similar to our black hole accretion energy argument above, we estimate the energy
injection rate due to star formation in the Galactic center to compare with our con-
strained energy input rate. Assuming a Kroupa initial mass function (Kroupa, 2001),
and 10%! ergs of mechanical energy input from a type II supernova, the mechanical

energy input rate from type II supernova relates to the star formation rate as:
) SFR
E.r=11 x10% crg 5! <i> o 6.12
! A EV AN A=Y A (6.12)

where E,,, ¢ is the mechanical energy input rate due to nuclear star formation, SF'R
is the star formation rate in Mg yr~!, and € is an efficiency factor typically assumed

to be ~0.3 (see Crocker et al. (2015) or Sarkar et al. (2015) for equivalent relations).
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This implies that an average star formation rate of 0.05 M, yr~! over the past ~10
Myt produces an energy injection rate of ~ 6 x 103 erg s~'. This estimate falls ~400
times lower than our estimated energy input rate of 2.3 x 10*? erg s~!. It is possible
that the star formation rate has been more variable over the past ~10 Myr, however
the upper limits are only a3 times higher than the average value (Yusef-Zadeh et al.,
2009). Thus, star formation in the Galactic center does not produce enough energy

to inflate the bubbles based on our energy injection rate constraints.

6.7.3 Thermal Gas Masses

We use our density constraints to estimate the amount of thermal gas mass within
the bubble and shell structures. This is a straightforward calculation since we assume
each component has a constant density and fixed volume. Thus, the mass in each
component is defined as M = pumpy xn x V', where = 0.61 is the average weight per
particle, my is the mass of hydrogen, n is the inferred density, and V' is the volume.
Our geometric models imply a bubble volume of Vip =2 x 4/3 x m x 5 x 3% = 377
kpc? (the factor of two is for two ellipsoidal bubbles), and a combined shell volume
of Vipenw = 411 kpce3. The densities in Table 6.3 imply bubble and shell thermal gas
masses of Mpp = 4.6 x 105 Mg and M, = 6.1 x 10° M, with a characteristic
range between 5-10x10° M, given the density uncertainties. These masses represent
material that has been shock-heated by the bubbles or injected into the bubbles by
the energy source.

We first explore whether the bubble and shell plasmas are predominantly shocked
hot halo material by comparing the masses derived above to the inferred hot gas halo
mass that would exist within the bubble and shell volumes. If the Fermi bubbles
did not exist and the total bubble+shell volume was instead occupied by our hot
gas halo density model with r. = 3 kpc, the halo mass in the volume would be

1.11 x 10" M. The calculations above indicate the combined thermal gas mass
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within the bubble+shell volumes is Mpp + Moy = 1.07 X 107 M. The consistency
between these values suggests that most of the thermal gas associated with the bubbles
is shock-heated ambient material, as opposed to injected material from the energy
source.

As a consistency check, we estimate the amount of injected material from the
energy source, either AGN or star formation, to compare with the above masses.
The mass-loss rate due to nuclear star formation activity (or mass injection rate)
is believed to be M, nsy =~ 0.3(SFR/Mgyr—") (Leitherer et al., 1999). Mass-loss
rates from black hole accretion events (either from jets or winds) are more uncertain,
but accretion wind simulations of radiatively inefficient accretion flows suggest values
ranging between 2-20% of Mgy = 10Lgqq/c* (Yuan et al., 2012, 2015). Assuming a
nuclear SFR of 0.05 Mg, yr™!, Mpgq ~ 1071 M, yr=! for Sgr A*, and a bubble active
period of 4.3 Myr, we find characteristic injected mass estimates of Minj < 10° M, for
both origin scenarios. This is significantly less than our constrained mass estimate of
~ 107 M), thus validating our claim that the bubbles contain predominantly shocked

halo gas.

6.7.4 Comparing with Previous Work
6.7.4.1 Analyses at Soft X-ray Energies

The most direct comparison to our analysis are the previous soft X-ray spectral
analyses (Kataoka et al., 2013, 2015; Tahara et al., 2015). These studies follow a
similar methodology and find similar results, with K15 being the most current and
comprehensive work of the three. These authors compiled a sample of 29 Suzaku
observations and 68 Swift observations distributed across the Fermi bubbles. They
fit the Suzaku XIS data and Swift X-ray Telescope spectra with a multi-component
thermal plasma model, where one component is typically fixed at kKT = 0.1 keV to

represent LB and residual SWCX emission, and the other represents the combined
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halo and Fermi bubble emission. They systematically find a hot gas halo/Fermi bub-
ble plasma temperature of kT = 0.3 keV, which is hotter than the characteristic value
found for sight lines away from the bubbles (kT" = 0.2 keV; Henley & Shelton, 2013).
From this temperature, they infer a relatively weak shock strength and expansion
velocity of M = 0.3 keV / 0.2 keV = 1.5 and vy, = 300 km s™!. They also find
emission measures that vary by over an order of magnitude, which they claim is due
to a combination of Galactic halo and Fermi bubble emission. The authors model the
emission measures in the northern Galactic hemisphere with a hot gas halo density
model from Miller & Bregman (2013) and a Fermi bubble shell distribution with an
inner radius of 3 kpc, an outer radius of 5 kpc, and a density of 3.4 x 1073 cm ™3,

Our approach is similar to these studies, but there are several differences that can
explain the discrepancy between their inferred shock properties and ours. The data
sets are different since we consider fitted emission line intensities as opposed to APEC
plasma emission measures and temperatures. In principle, these are more useful quan-
tities to model, since our emission line intensities deal with the inherit degeneracy
between density and temperature. In practice, fitting a full 0.5-2.0 keV SXRB spec-
trum with a thermal plasma model requires more counts than fitting only the oxygen
emission lines, implying our sample is larger and has better sky coverage than the
K15 sample. However, this should make a minor difference in the inferred bubble
properties since the fitted plasma temperature is most sensitive to the O vii/O vir
ratio for plasma temperatures between ~0.1-0.3 keV. The bigger discrepancy involves
the interpretation of the fitted emission measures and temperatures.

The primary difference between our work and those discussed above is the treat-
ment of combined X-ray emission from the hot gas halo and Fermi bubbles. The fitted
plasma temperature of 0.3 keV is the emission measure-weighted temperature from
all plasma sources along the sight lines of interest, which includes at least a hot gas

halo and Fermi bubble component. However, K15 uses the temperature ratio 0.3 keV
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/ 0.2 keV to infer the shock strength and expansion velocity. This assumption that
the Fermi bubble plasma has a temperature of 0.3 keV effectively ignores the hot gas
halo contribution to the spectrum. The fitted temperature of 0.3 keV includes a con-
tribution from a 0.2 keV hot halo plasma and a Fermi bubble plasma likely >0.3 keV.
Our emission line ratio modeling correctly accounts for these plasmas, which is why
we infer a hotter Fermi bubble plasma temperature than these studies (kTrp, sheu ~
0.4-0.5 keV).

A similar interpretation difference likely explains the emission measure analysis
from K15, who claim bubble densities 3-4 times higher than our constraints. Their
Fermi bubble geometric distribution includes only a shell component that is 2 kpc
thick, while ours includes both a volume-filled and shell component. This implies our
bubble+shell emission model has a longer path length along most sight lines near
the bubbles compared to their model. The emission measure scales with density and
path length as EM o n?L, so a longer inferred path length would lead to a lower
inferred density than we suggest. We also point out their hot gas halo density model
only extends to r = 20 kpc. While the hot halo emission is likely dominated by
gas within r <25 kpc, failing to account for emission at further radii can decrease
the amount of modeled halo emission. This would lead to an over-estimated Fermi
bubble emission contribution, and thus density, in order to match the total observed
emission. Therefore, our inferred densities are more accurate than those in K15 since

our models account for all possible emission sources.

6.7.4.2 Kinematic Estimates from UV Absorption Lines

A different approach to constrain the Fermi bubble kinematics involve UV ab-
sorption line analysis near background quasars. Fox et al. (2015) observed the quasar
PDS 456 (I,b = 10.4°,11.2°) with the Cosmic Origins Spectrograph on board the

Hubble Space Telescope. The 1133-1778 A spectrum covers several ionic species in-
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dicative of gas with T' ~ 10%-10° K, including Sit , Sit , Sitv , Cir, C1v , and
Nv . They detect multiple absorption components for each species, however they
argue the near symmetric components at vpgr = -235 km s=! and +250 km s~! are
unlikely to come from absorbers in the disk or farther in the halo. If these absorbers
represent material entrained gas near the bubble edges, their velocities can be used
to constrain the bubble kinematics. Indeed, the authors apply a Galactic wind model
from Bordoloi et al. (2014) to simulate vy ggr absorbers and find an intrinsic outflow
velocity of >900 km s~ is required to reproduce the observed absorption features.
There is tension between these results and our lower inferred expansion rate of
~500 km s~!. Although we infer a higher expansion rate than Kataoka et al. (2015),
they discuss this discrepancy as well. The outflow model used by Fox et al. (2015) has
two important parameters, the outflow velocity and the opening angle. They assume
an opening angle of 110° to match the hard X-ray arcs seen by Bland-Hawthorn
& Cohen (2003). However, this geometry produces a significant correction between
the intrinsic outflow velocity and vpsgr at low latitudes. Their model implies that
most of the bubble velocity at [,b ~ 10°,10° is tangential to the line of sight, which
may not be the case. If instead the bubbles have a rounder surface at lower z or a
stronger outflow velocity vector away from the Galaxy’s polar axis, a lower intrinsic
velocity could reproduce the observed absorption. Thus, the unknown intrinsic bubble
geometry plausibly accounts for the different expansion velocities inferred from these

two methodologies.

6.7.4.3 Comparing with Simulations

The Fermi bubble have motivated numerous simulations of Galactic outflows since
their discovery. Typically, these studies primarily focus on the gamma-ray source,
which is tied to the underlying cosmic ray composition (leptonic or hadronic) and

where the cosmic rays are produced (injected from the central source, accelerated in-
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situ, etc.). All of these simulations predict various distributions for the non-thermal
and thermal gas within the bubbles, but information on the latter is often not dis-
cussed in detail. This limits our comparison to characteristic densities, velocities, and
energetics, although our results are initial steps toward constraining these properties.

Simulations are also generally segregated by the assumed energy source, either a
black hole accretion event or nuclear star formation. There is much variation with
the assumed outflow parameters, but black hole accretion simulations tend to be
more energetic on shorter time scales than star formation simulations. For example,
simulations producing the bubbles with AGN jets have characteristic total energy
injection rates and ages of > 10* erg s7! and ~1-3 Myr (e.g., Guo & Mathews,
2012; Guo et al., 2012; Yang et al., 2012, 2013), whereas simulations producing the
bubbles from weaker AGN winds suggest values between 10*1-10*? erg s~ and 5-10
Myr (e.g., Mou et al., 2014, 2015). Alternatively, nuclear star formation simulations
can reproduce the bubble morphology with energy injection rates between ~1-5x10%°

L over 250 Myr timescales (e.g., Crocker et al., 2014, 2015; Sarkar et al.,

erg s~
2015). The AGN simulations also tend to predict stronger outflow velocities than
star formation simulations (21000 km s~! compared to <500 km s™!).

Our inferred energy injection rate, bubble age, and expansion velocity are most
consistent with the weaker black hole accretion simulations, where the bubbles are
inflated by an AGN wind (Mou et al., 2014, 2015). AGN jet simulations predict
higher energy input rates than our results, while star formation simulations are typi-
cally weaker and over a much longer timescale than our constraints. It is difficult to
make stronger claims at this point since these simulations are subject to a number of
uncertainties. For example, the energy injection rate required to match the bubble
morphology is degenerate with the surrounding medium density since it opposes the

ram pressure from the galactic wind. Most simulations assume an ambient density

comparable to our core density (~ 1072 cm™2), but this is a well-documented degen-
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eracy in the simulations. Regardless of these limitations, our constraints should be
used to motivate future simulations designed to analyze the bubbles.

Our thermal pressure constraints also address the bubbles’ cosmic ray composition
and whether thermal or non-thermal pressure drives the bubbles’ expansion. Simu-
lations can produce the bubbles’ gamma-ray and microwave emission by accelerating
either leptonic or hadronic cosmic rays, leading to uncertainties in the inferred non-
thermal pressure (cosmic rays and magnetic fields). For example, the leptonic AGN

jet simulations from Yang et al. (2013) predict a total pressure inside the bubbles of

2 2

~ 10719 dyne cm™2 and a cosmic ray pressure of ~ 10712 dyne cm™2. This implies
that the bubbles are either dominated by a thermal gas pressure much larger than
our estimates (magnetic pressure is negligible), or an additional hadronic cosmic ray
source could contribute most of the pressure. The former scenario is consistent with
nuclear star formation simulations that accelerate cosmic ray leptons (Sarkar et al.,
2015) or hadrons (Crocker et al., 2015). Alternatively, limits from hard X-ray spectra
near the bubbles imply a cosmic ray electron and magnetic pressure of ~ 2 x 10712
dyne cm™2 (Kataoka et al., 2013), which is approximately equal to the (K15) thermal
pressure estimate. Our constrained thermal gas pressure range of 5-20x107!3 dyne

cm ™2 should be used in future modeling work to build a more accurate census of the

bubbles’ energy and pressure budget.

6.8 Conclusions

This work is a comprehensive observational analysis of the Fermi bubbles at soft
X-ray energies. The O vil and O VIII emission line sample includes data from XMM-
Newton and Suzaku, with 741 sight lines in total and ~ 100 sight lines projected
near the Fermi bubbles. The new Suzaku measurements were processed in a similar
way to the XMM-Newton measurements, making this the largest emission line sample

designed to probe Galactic-scale hot gas distributions.
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We used this sample to model the Fermi bubbles’ thermal gas emission, resulting
in significantly improved constraints on the bubbles’ physical properties and their role
in the Milky Way’s evolution. Our modeling procedure is similar to previous studies
at soft X-ray energies (Kataoka et al., 2013, 2015; Tahara et al., 2015), but we find
systematic differences in the inferred gas temperature and expansion rate. This is
likely due to different interpretations of how the other known X-ray emission sources,
specifically the hot halo, contribute to the observed spectra. Our hot gas halo and
Fermi bubble models correctly account for all the soft X-ray emission expected to
exist in current observations. Thus, these are the most accurate constraints on the
Fermi bubbles’ thermal gas distribution given the data currently available.

We summarize our primary conclusions and inferred bubble properties:

1. The observed O viir/O viI ratios are systematically larger for sight lines near

the bubbles, suggesting the presence of a plasma with 7' > 2 x 10° K.

2. Our best-fit parametric model implies npg = 8.2 £ 0.2 x 107% cm ™3, ngpen =
10.0£0.3x107% em =3, log(Trp) = 6.60-6.65, and log(Tsrey) = 6.60-6.95 with an
optimal value of 6.70. This involves explicitly fitting the O VIII line intensities

and analyzing the O viir/O viI ratio distribution near the bubbles.

3. These densities imply thermal gas masses within the bubble and shell volumes
of Mpp = 4.6-5.0x10° M and M,y = 5.2-9.8x10° M. We interpret this as

predominantly shock-heated hot gas halo material.

4. The inferred bubble/shell temperature (5 x 10° K) compared to ambient halo
gas temperature (2 x 10 K) suggests a shock Mach number and expansion rate
of M = 2375} and v,y = 490772° km s, These are larger than the values
suggested from other soft X-ray modeling analyses (K15), and smaller than the

value suggested by the UV absorption line analysis by (Fox et al., 2015). The
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differences are likely explained by geometric assumptions for the latter, and

modeling the hot gas halo emission for the former.

5. Treating the bubbles as a galactic outflow with Sedov-Taylor expansion solutions

Land

leads to an inferred energy injection rate and age of 2.3753 x 10%2 erg s~
4.3%9% Myr. These energetics and timescales suggest the bubbles likely formed
from a Sgr A* accretion episode, as opposed to sustained nuclear star formation

activity.

6. Our results are broadly consistent with predictions from MHD simulations of
galactic outflows. The constrained energy injection rate and age are most con-
sistent with simulations that generate the bubbles from a relatively weak AGN

wind (Mou et al., 2014, 2015).

This analysis is an initial effort to constrain the Fermi bubbles’ thermal gas struc-
ture using soft X-ray observations, but it should also motivate future observational
and theoretical studies. Future analyses using additional spectral data or all-sky maps
from MAXI or eROSITA will help probe the bubbles’” structure and interaction with
the surrounding medium. The results should also motivate future simulations that

predict characteristic bubble densities, temperatures, pressures, and expansion rates.
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CHAPTER VII

Concluding Remarks

7.1 Discussion of Results

The results from this dissertation have significantly improved our understanding
of the Milky Way’s hot gas structure. This includes the first comprehensive analysis
on all-sky samples of oxygen absorption and emission lines that directly trace million
degree gas in the Milky Way. Modeling the all-sky line strength distributions, as
opposed to individual sight lines, leads to reliable inferences regarding the global hot
gas distribution. The results include significantly improved constraints on the Milky
Way’s hot gas density and kinematic structure, as well as the relationship between

the Fermi bubbles and this medium. The most important results are discussed below.

7.1.1 Galactic Hot Gas Structure

The collective works in this dissertation are a significant improvement over pre-
vious studies on the Milky Way’s hot gas structure due to the observation samples
and modeling methodology. Prior to this work, studies on hot gas in the Milky Way
typically focused on an individual sight line or <20 sight lines in either emission or
absorption, but not both. This led to uncertainties in the hot gas structure, since
measurements in these small samples could not rule out models with significantly

different functional forms. Data mining projects on archival Chandra, XMM-Newton,
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and Suzaku observations have since extracted line strength measurements covering the
entire sky. The ~30 O viI absorption line measurements (Bregman & Lloyd-Davies,
2007) and ~1000 O vir and O VIl emission line measurements (Henley & Shelton,
2012) are powerful datasets because different types of models predict distinct line
strength variations on the sky. Thus, modeling these all-sky distributions constrains
the Milky Way’s global hot gas distribution with much more certainty than models
from individual sight lines.

A self-consistent density model for both the absorption and emission lines is also
an important aspect of this dissertation, since it provides a reliable comparison for
the absorption and emission line observations. The absorption and emission lines are
presumably produced by the same plasma sources, but previous studies often made
different assumptions for the plasma optical depth, metallicity, and intrinsic struc-
ture depending on whether absorption or emission line strengths were the primary
observable. These different approaches led to systematic biases in the inferred hot
gas properties. The models in this work incorporate the same assumptions to predict
the absorption and emission expected from a given density profile, so the absorption
and emission model fitting results are directly comparable.

The absorption line modeling from Miller & Bregman (2013) and emission line
modeling from Miller & Bregman (2015) independently find that a low density, spher-
ical hot gas profile extending to r,;. best matches the observed line strengths. These
results are critical for two reasons. First, a single hot gas model, regardless of the
functional form, explains both the O vir absorption and O VIII emission line obser-
vations. Thus, the observed line strengths are consistent with each other. Second,
both datasets independently verify the type of hot gas distribution is a spherical,
extended corona that formed during the Milky Way’s formation. This spherical, ex-
tended distribution dominates the hot gas absorption and emission, and rules out a

disk-like morphology for the dominant hot gas component. This opposes several pre-
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vious works that successfully modeled line strengths in individual sight lines with a
flatter, disk-like hot gas morphology (Yao & Wang, 2005; Yao et al., 2009b; Hagihara
et al., 2010), however the all-sky samples and consistent modeling approach produce
reliable constraints on the Milky Way’s global hot gas distribution.

The O vIII emission line observations provide the best constraints on the hot gas
density distribution beyond the Local Bubble, and the modeling in Miller & Bregman
(2015) results in a best-fit model with n oc 773# and 8 = 0.50 4 0.03. The inferred j3
value is interesting for several reasons. This density slope is consistent with measured
hot halo X-ray surface brightness profiles around massive spiral galaxies (Anderson
& Bregman, 2011; Dai et al., 2012; Bogdédn et al., 2013b,a; Anderson et al., 2016),
as well as predicted hot halo profiles from galaxy formation simulations (e.g., Nuza
et al., 2014). The inferred hot halo entropy profile (S = kTn? %) is also consistent
with entropy profiles observed in galaxy groups and clusters (e.g., Walker et al., 2012;
Panagoulia et al., 2014), as opposed to a constant entropy profile with more hot gas
mass (Maller & Bullock, 2004; Fang et al., 2013). Finally, a spherical hot gas density
profile with 3 exactly equal to 0.5 is expected if the gas is in hydrostatic equilibrium
with the dark matter potential well. These results strengthen our current picture
of hot gas halo formation in L 2 L* galaxies, assuming the Milky Way is a typical
galaxy, and produce meaningful constraints on additional hot gas quantities.

Extrapolating the hot gas density profile to the Milky Way’s virial radius (250 kpc)
results in a characteristic hot gas mass between 2-5x10° M, . Prior to this work, the
Milky Way’s hot gas mass estimates ranged between 103-10'* M depending on the
inferred structure (e.g., Fang et al., 2013). This uncertainty was important since the
Milky Way is missing ~2x10'* M, of baryonic mass compared to the cosmological
baryon fraction, so it was unclear whether hot gas in the Galaxy could account for
the missing mass. The results here indicate the hot gas mass is comparable to the

Milky Way’s stellar and neutral gas mass (6-7x10' M ), but it does not account
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for all of the Milky Way’s missing baryons. The hot gas profile would need to extend
to 3-5r,; to account for the missing baryon mass, and there is evidence for extended
hot halos from a Planck Sunyaev-Zeldovich stacking analysis (Planck Collaboration
et al., 2013).

Several lines of evidence indicate the gas metallicity is sub-solar, with a lower
limit of 0.3Z5. The residual hot gas pulsar dispersion (DM) measure between the
Sun and the LMC is 23 cm™2% pc (Anderson & Bregman, 2010; Fang et al., 2013).
The dispersion measure and metallicty are related as DM o Z~!, and model profile
constraints indicate that the hot gas metallicity must be > 0.3Z; to be consistent
with the observed dispersion measure. A metallicity of 0.3Z results in a model 0.5—

! which is consistent with models

2.0 keV band luminosity between 1-5x 103 erg s~
for the ROSAT 3/4 keV band emission (Snowden et al., 1997; Wang, 1998). This
sub-solar metallicity is also broadly consistent with simulations of hot halos around
L* galaxies (Toft et al., 2002; Cen & Ostriker, 2006; Cen, 2012).

This dissertation also includes one of the first studies on the Milky Way’s hot
gas kinematic structure and observational signatures. The kinematic absorption line
modeling in Miller et al. (2016) is analogous to previous studies on neutral H1 and
UV absorption line kinematics (Westerhout, 1957; Savage et al., 2003), but the ob-
servational signatures of velocity flows in an extended hot gas halo have not been
considered until now. Potential bulk motions include rotation similar to the Milky
Way’s disk, accretion/inflow of cooling halo gas, or hot gas outflows from the disk.
The intrinsic line structures and centroids encode information on these kinematic mo-
tions, the plasma optical depth, and amount of turbulent motions present in the gas.
The line structures are not resolved with current X-ray telescopes, but line centroid
deviations from vygp = 0 km s™! are measured in high signal-to-noise observations.

The kinematic absorption line modeling in Miller et al. (2016) combined with

the observed O Vil absorption line centroid distribution from Hodges-Kluck et al.
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(2016) indicate there are bulk velocity flows present in the Milky Way’s hot gas
distribution. The latter study measured O vII absorption line centroids in 37 sight
lines, and determined that the line centroid variation on the sky is inconsistent with
a stationary hot gas distribution relative to the Galactic Standard of Rest. Using
the models described in Miller et al. (2016), the best fit is a rotating hot gas model
with a flat rotation curve of vy = 183 41 km s™!'. This indicates that the hot gas
lags behind the baryons in the disk (vs between 220-240 km s™1), and also contains
comparable angular momentum to the stellar disk. This is an important result for
galaxy formation simulations since there are few observational studies of ~ 10° K
gas kinematics in galaxies similar to the Milky Way (Marinacci et al., 2011). The
combined efforts in Miller et al. (2016) and Hodges-Kluck et al. (2016) should be
considered an original analysis in this field with implications for hot gas dynamics in

galaxy formation.

7.1.2 The Fermi Bubbles

The Fermi bubble analysis is the most comprehensive work on the bubbles in soft
X-rays, and provides the most accurate constraints on bubbles’ thermal gas distri-
bution. The emission line sample contains 683 archival XMM-Newton observations
across the sky from Henley & Shelton (2012), along with 58 archival Suzaku obser-
vations projected through the bubbles that were specifically analyzed for this study.
The overall methodology presented in this analysis is similar to previous works mod-
eling X-ray spectra near the bubbles (Kataoka et al., 2013, 2015; Tahara et al., 2015),
but these do not account for hot gas halo emission in their spectral fitting procedure.
This leads to an underestimated Fermi bubble thermal gas temperature and overes-
timated thermal gas density. We expand on the hot gas halo models from Miller &
Bregman (2015) to account for all the known soft X-ray emission sources present in

the observations, including the hot gas halo, a volume-filled bubble component, and
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a shell of compressed material surrounding the bubbles.

The best-fit model results include characteristic bubble thermal gas densities and
temperatures of n &~ 1 x 1072 cm™ and log(T') = 6.60-6.70. The densities imply a
total thermal gas mass between 5-10x10°% M, inside the bubbles, which is consistent
with the inferred hot CGM mass that would exist in that volume if the bubbles did
not exist. The bubble temperature compared to the surrounding hot halo temper-
ature (log(Thao) = 6.30) indicates that the bubbles’ expansion is supersonic with a
Mach number between 1.9-3.4 and v,,, = 490723° km s~!. This is higher than the
inferred shock strength from the Kataoka et al. (2015) analysis (vez, 2300 km s71),
although their emission model likely underestimates the true bubble temperature.
The densities, temperatures, and shock properties presented here are a significant
improvement over previous estimates.

Treating the bubbles as a continuous galactic wind yields independent bubble age
and energy input rate estimates. Given constraints on the ambient medium density,
bubble geometry, and expansion rate discussed above, the Sedov-Taylor self-similar
solutions for expanding bubbles provide estimates for the bubbles’ energy input rate
and age (e.g., Veilleux et al., 2005). In this framework, the modeling results yield
a bubble age and energy input rate of 4.37% Myr and 2.375§ x 10*? erg s~!. These
estimates are important because Galactic outflow MHD simulations predict a wide
range of bubble ages, energy input rates, and expansion rates, with nuclear starburst
simulations typically being less energetic over a longer inflation time (E ~1-5x 1010
erg s, tuge 250 Myr), and AGN simulations being more energetic over a shorter
inflation time (2 10*! erg s7!, t,5. <10 Myr) (e.g., Guo & Mathews, 2012; Yang
et al., 2012; Mou et al., 2014; Crocker et al., 2015). The prior uncertainty in the
bubble energetics permitted multiple possible origin scenarios, but these results rule
out several outflow models.

The bubble age and energy input rates presented here combined with Galactic
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center activity over the past ~20 Myr provide a valuable constraint on the bubbles’
origins. The average Galactic center star formation rate over the past 20 Myr has been
~ 0.08 My yr~! (e.g., Yusef-Zadeh et al., 2009). This implies an average mechanical
energy input rate of ~ 6 x 10%? erg s~!, which is significantly lower than the inferred
energy input rate from the new thermal gas constraints. Alternatively, Sgr A* was
likely more active in the past than its current quiescent state, with accretion rates
possibly as high as 1073 Mg, yr~! (Totani, 2006). Converting this accretion rate into
a mechanical luminosity indicates that an accretion event can match the measured
energy input rate for a mechanical feedback efficiency of 5%. Thus, the energetic
constraints from this work indicate that the bubbles likely formed as a result of a Sgr

A* accretion event, as opposed to prolonged nuclear star formation activity.

7.2 Future Work

While this work has produced a clearer picture for the Milky Way’s hot gas struc-
ture, there are several topics that can be explored with a combination of current
telescope facilities, future missions, improved modeling techniques, or specialized sim-
ulations. These topics include: the observed variation in the O VII emission line data,
optical depth effects in the hot gas plasma, the ongoing interaction between the Fermi
bubbles and hot gas halo, and the detailed hot gas kinematic structure. I discuss po-

tential strategies to probe these topics below.

7.2.1 Analyses with Current Data and Telescopes

The stochastic variation seen in O VII emission line observations is currently un-
explained, but a combination of X-ray shadowing experiments, temporal analyses,
and hot ISM simulations will help solve this problem. The model fitting results in
Miller & Bregman (2015) show that a single smooth plasma model (spherical halo or

disk-like morphology) does not produce an acceptable fit to the O viI emission line
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observations. This suggests the presence of an additional emission mechanism that
varies spatially on the sky or temporally throughout the lifetimes of current X-ray
telescopes. Plausible sources that could produce more O viI than O vIII include time-
varying solar wind charge exchange (SWCX) reactions or a combination of the Local
Bubble (LB) and local hot ISM. Shadowing observations toward molecular clouds
with known distances are the only direct probe for non-halo SXRB emission. The
largest X-ray shadowing experiment sample consists of seven fields (Henley & Shelton,
2015), which is not large enough to provide robust constraints on the observed vari-
ation. Increasing this sample with more on-cloud and off-cloud observations would
provide more stringent limits on the O VII emission from non-halo sources. Deter-
mining whether the emission line intensities in this sample vary with time (on hourly,
daily, or yearly timescales) would reveal whether SWCX or the LB creates most of
the emission. If the emission correlates with overall solar activity, solar wind proton
flux, or observing direction relative to the magnetosheath, then SWCX is an impor-
tant emission component. If SWCX does not dominate the O VII line emission, then
the LB or local hot ISM is the most plausible explanation. Simulations of a hot,
turbulent ISM driven by supernova explosions predict pockets of ~ 106 K gas ~100
pc in size, which are similar to the LB morphology (e.g., de Avillez & Breitschw-
erdt, 2012). X-ray emission from the local ISM varies across the sky (e.g., Kuntz
& Snowden, 2000), but it is unclear how this observed “patchiness” relates to the
formation and energetics of the Milky Way’s hot ISM. A systematic comparison be-
tween emission predicted from simulations and the observed O V11 line emission (from
either on-cloud observations or the large sample that currently exists) may explain
the spatial emission variation.

The plasma optical depth is also still unknown due to the weakly constrained
Doppler b parameter (Williams et al., 2005; Fang et al., 2015), but radiative transfer

codes with joint absorption and emission line fitting can improve these constraints.
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The Doppler b value is difficult to constrain with current X-ray observations because
the absorption line profiles are not resolved and there are only three weak detections of
the O viI K3 transition (18.63 A) to compare with the dominant K o line. This leads
to systematic uncertainties in the halo gas structure since the b value impacts the
conversion between absorption line equivalent widths and column densities, as well
as the emission line radiative transfer equation. A useful tool to solve this problem
will be a Monte Carlo Radiative Transfer (MCRT') code designed for our location in
the Milky Way and the extended gas geometry (e.g., Whitney, 2011). This type of
radiative transfer code defines a source function for a gas density profile and Doppler
b parameter, and would produce radiation field maps for a given set of parameters.
The model column densities and radiation field could then be converted to equivalent
widths and line intensities to compare with the observed line strengths. By jointly
fitting the absorption and emission line samples with this type of code, one would
obtain improved density profile constraints along with an average Doppler b value.
This would be an improvement over the works presented in this dissertation, which
either assume the plasma is optically thin or assume a Doppler b value to compare
with the optically thin case.

There are also several theoretical and observational projects that will further con-
strain the Fermi bubbles’ energy budget and kinematics. The results presented in
this dissertation constrain the average bubble thermal gas density and temperature,
but simulations predict different thermal gas structures depending on the origin sce-
nario and injected energy. A rigorous comparison between the results here and the
model predictions will provide a coherent picture for the bubbles’ pressure content
and origins. An independent analysis with a larger sample of UV absorption line
systems projected through the bubbles will also constrain the bubbles’ expansion and
mechanical energy. The tension between the inferred expansion rates here and the

UV absorption line results from Fox et al. (2015) is likely due to the assumed bubble
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geometry, which includes a significant LSR velocity correction at low Galactic lat-
itudes. Additional UV sight lines projected through different bubble locations will

provide tighter constraints on the bubbles expansion into the surrounding medium.

7.2.2 Observations with Future X-ray Telescopes

The next generation of all-sky X-ray maps will provide additional insight on the
Milky Way’s hot gas distribution and Fermi bubbles, and be similar to ROSAT’s
impact. The Monitor of All-sky X-ray Image (MAXI; Tomida et al., 2000) satel-
lite and eROSITA (Predehl et al., 2010) instrument are similar to ROSAT in many
ways. Both are all-sky X-ray telescopes that will map the entire sky in the 0.5-2.0
keV band in addition to their other primary science objectives. eROSITA will be
ROSAT’s spiritual successor due to its improved spatial resolution and a 0.5-2.0 keV
effective area ~10 times greater than ROSAT. For example, angular emission varia-
tions in the softest energy bands are valuable constraints on the LB emission (Kuntz &
Snowden, 2000). All-sky maps are also valuable tools for probing the Fermi bubbles’
interaction with the hot halo. The northern Fermi bubble appears to be bounded by
enhanced 1.7-4.0 keV band emission seen in MAXI data, suggesting there is a region
of shocked-heated, compressed material at the northern cap. MAXI and eROSITA
will be valuable resources that improve our picture of hot gas in the Milky Way, and
will motivate future spectroscopic observations.

Progress with future X-ray spectrographs depends on improved spectral resolution
and collecting area between 0.5-2.0 keV compared to current X-ray telescopes. The
product of these factors determines how efficiently absorption lines can be detected.
This improved total sensitivity will yield detections of weaker absorption lines, pos-
sibly associated with hot halos around external galaxies, while improved resolution
will constrain the plasma optical depth and velocity structure. Unfortunately, the

planned X-ray missions to succeed current telescopes will not have improved resolu-
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tion or sensitivity below 2 keV compared to the LETG or the RGS. For example,
Athena’s microcalorimeter will have a comparable spectral resolution to the RGS
near 0.6 keV (Av ~ 1000 km s™!; den Herder et al., 2012), which is much larger than
the expected line widths (<300 km s™!). Significant progress in this field requires
an X-ray spectrograph with R ~ 3000 to begin resolving the line profiles and detect-
ing extragalactic hot halos in absorption. Fortunately, technology exists for such a
spectrograph (ARCUS; Smith et al., 2014b), and its eventual launch would provide

significantly improved absorption line data compared to current observations.

7.3 Final Comments

This dissertation answers fundamental questions on the Milky Way’s structure
and about the bigger picture of how galaxies form. The original prediction of a long-
lived, hot gaseous medium in the Milky Way from Spitzer (1956) is observationally
difficult to verify. This is largely due to the technical challenges of X-ray observations
and because of our location inside the Milky Way. There are now all-sky samples of
O vir and O vIil absorption and emission line strengths from numerous archival data
analysis projects (Bregman & Lloyd-Davies, 2007; Henley & Shelton, 2012; Fang
et al., 2015). The work here models these observations in a way that accounts for our
perspective in the disk to constrain the Milky Way’s global hot gas distribution. The
data indicate the Milky Way indeed hosts a spherical hot gas halo, which is consistent
with theoretical predictions of galaxy formation.

I also want to emphasize that the vast majority of this work relied on publicly
available archival data. Most of the data used in this dissertation were essentially
byproducts of observations with other primary scientific objectives. Important ques-
tions have been answered as a result of these data products, which emphasizes the

power contained in archival data.
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