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ABSTRACT

Isotopic Analysis of Actinides using Active Neutron Interrogation

by

Bruce D. Pierson

The work described in this dissertation used Cyclic Neutron Activation Analysis (CNAA)

coupled with gamma-gamma coincidence counting with high-purity germanium detectors to

measure the independent and cumulative fission yields of short-lived fission products from

thorium-232, uranium-235, and uranium-238. Fission yields of short-lived fission products

are needed to enhance the precision and expediency of pre- and post-detonation nuclear

forensics. The measurements presented in this work illustrate the large differences in the

delayed gamma-ray response following a nuclear detonation. The work performed in this

dissertation applied non-destructive CNAA using deuterium-tritium fusion produced neu-

trons to induce fission. Irradiated targets were shuttled from the irradiation position at the

face of the neutron generator to a radiation detection system in less than 0.3 seconds using a

pneumatic transfer system. Delayed gamma-rays emitted by fission progeny with half-lives

on the order of seconds to several minutes were acquired using three high-purity germanium

detectors operating in coincidence. Gamma emissions from this timescale exhibit the largest

differences in intensity between individual actinides because of order-of-magnitude variations

in independent fission yields for fission products at the wings and valley of the fission product

distribution curve.
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Fission product decay data from the listed targets were evaluated to measure the fission

yields of arsenic-84, selenium-86, bromine-88, krypton-90 and -92, rubidium-94, strontium-

94, -95, and -96, yttrium-96m, zirconium-99, barium-143, and lanthanum-146. Time-dependent

gamma-ray spectra were used to measure the fission yields of the listed radioisotopes along

with: bromine-86 and -87, krypton-89, yttrium-97m and -99, tellurium-136, iodine-136

metastable and ground states, xenon-138, -139, and -140, cesium-140 and -142, and bar-

ium and lanthanum-144. All of the measured fission yields have yet to be experimentally

determined, with exception to the noble gases. In the near term, these fission yields will

improve the accuracy of the fission yields of fission products with half-lives on the order of

hours to days produced by deuterium-tritium fusion neutron induced fission. Better preci-

sion in the fission yields of longer lived fission products improves the accuracy of the nuclear

forensics process. In the future, these fission yields could aid nuclear forensics analyses from

a global array of high-resolution gamma spectrometers.
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CHAPTER I

Introduction

Nuclear weapons are a serious international concern. Uncooperative countries in control

of assembled nuclear weapons and militant political organizations actively working to acquire

weapons of mass destruction complicate international commerce and disrupt the natural

global socio-economic progression [3, 4, 5, 6]. This issue is only further exacerbated by the

concern of clandestine or overt weapons proliferation by the international community. Take,

for example, the lack of transparency in the enrichment practices of the Islamic Republic

of Iran that geopolitical analysts believe may start a regional nuclear arms race or the

proliferation of enrichment technology abetted by A.Q. Khan to Pakistan, Libya, Iran, China,

and North Korea [7, 8]. Both of these issues have strained international relations with

countries neighboring proliferators and diverted financial resources and focus better spent

on infrastructure to support economic growth towards military security.

Given the strong international disdain for nuclear weapons and the threat of international

economic sanctions, risks regarding immediate retaliation in force far exceed the original

attack and a costly war make overt nuclear weapon strikes improbable. These deterrents

leave only one real avenue of attack using nuclear weapons. Directed weapon strikes are

most likely to be carried out as clandestine missions designed to mimic an attack from a

well funded terrorist organization [9, 10, p. 8; p. vii]. In response to this limited means

of attack, forensics techniques designed to identify the source of production of nuclear fuel
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used in a nuclear weapon are under development [11]. Current U.S. policy is written such

that the producer of the nuclear material is responsible for any incidents involving said

material [12]. The ability to identify the source of material acts as a deterrent to nuclear

based attacks while encouraging best practices in nuclear materials accountability. These

forensics methods are designed to assist in the process of attribution after discovery of a pre-

or post-detonation nuclear weapon. The United States, with support from the international

community, is actively investigating new approaches of radiological material characterization

with a directed focus towards weapons capable actinide materials and mixtures that may be

used for illicit or hostile purposes. The techniques and examination of nuclear materials in

support of criminal investigations is referred to as “nuclear forensics.”

This chapter serves as a brief introduction to the field of nuclear forensics, applications

of the work proposed, and the primary problem under investigation within this document.

It will close with a short discussion detailing the method to be used for this dissertation,

novelty of the approach and data, and the project deliverables of this work.

1.1 Nuclear Forensics

Nuclear forensics is, “the technical means by which nuclear materials, whether inter-

cepted intact or retrieved from post-explosion debris, are characterized (as to composition,

physical condition, age, provenance or history) and interpreted (as to provenance, industrial

history, and implications for nuclear device design). This characterization and interpretation

results from field work to obtain representative samples of the device materials, laboratory

analyses, computer modeling, and comparison with databases that contain empirical data

from previous analyses of materials samples or that may be the result of numerical simula-

tions of device performance or both. It requires a combination of technical data, relevant

databases, and specialized skills and knowledge to retrieve, analyze, and interpret the data,”

as described by the Joint Working Group of the American Physical Society and the American

Association for the Advancement of Science [13]. In more layman terms, nuclear forensics is
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the examination of nuclear materials for the purpose of understanding the processing history

of the material in support of attribution or exclusion of suspects of a nuclear attack on a

civilian population. Nuclear forensics is meant to encourage international safeguards efforts

and deter clandestine plans of attack.

The field of nuclear forensics is divided into three technical mission areas.They are: char-

acterization of interdicted pre-detonation samples, interdicted nuclear devices, and post-

detonation debris [14]. The focus of this work is post-detonation debris characterization.

Post-detonation debris characterization includes trace element and isotopic analysis to dis-

cern relevant design characteristics of the weapon indicative of a particular source.

1.2 The Problem: Weapons Grade Whodunit?

Post-nuclear weapon detonation scenarios are difficult to extract reliable data from be-

cause the energy release from a nuclear blast destroys nearly all traditional forensic evi-

dence. With the loss of traditional sources of evidence, like trigger components and chemical

residue, from an explosion, alternative means of analysis must be employed. For post-nuclear

weapon detonations the nuclear fuel, fission products, and bomb components are atomized

and blasted into the environment. Depending on the type of detonation, this material set-

tles out of the debris cloud or is captured in melt glass at the detonation locus. Weapon

yield, trigger and tamper design, the type of high-explosive used, bomb performance, and

other forensically relevant facts about the device can be inferred from the trace element

analysis of a bomb site [15, 16, 17, 18, 19, 20, 21, 22]. Historically, debris collected from

a detonation site has been examined using a combination of radiochemical and radiation

detection measurement techniques and final analysis results were made available over the

course of weeks to months [23, 24]. This time-scale of analysis is considered far too long by

homeland security agencies concerned about the likelihood of a second event, military and

political entities preparing for retaliatory action, and criminal investigators seeking possi-

ble culprits. The broad interest question becomes, “how can the process of attribution be
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expedited?” This question must be addressed with utmost care. New methods must be

tested against and provide similar or better precision than full radiochemical assay before

they are trusted. There is no room for error when drawing conclusions about culprits as-

sociated with a nuclear attack. Radiochemical purification, radiation detection, and mass

spectrometry of debris have been used to determine yields and infer information about bomb

design [25, 26, 27, 28, 29, 19, 16]. The majority of these exercises were performed under the

assumption that the perpetrator was known; expediency was never a concern nor was pro-

viding the information in a judicially acceptable format ever made a priority. Times have

changed since the cold war. The threat of a nuclear attack from an easily identifiable cul-

prit is complicated by the threat of a clandestine attack instigated by a terrorist network.

Numerous organizations like the International Atomic Energy Agency (IAEA), the United

Nations Security Council, the American Physical Society’s Panel on Public Affairs (POPA),

and the National Academy of Sciences (NAS) have identified an unattributed nuclear attack

as an increasingly likely security concern [13]. Current methods, though slow, are reliable

and are continually being improved upon. The Comprehensive Nuclear Test Ban Treaty

Organization (CTBTO) operates the International Monitoring System (IMS). The IMS is

a global array of seismic, acoustic, infrared, and radiation detectors designed to precisely

identify the size and location of any nuclear weapon detonation. Resources like the IMS

and traditional forensics assay techniques add a constraint to new analysis techniques. New

techniques should not interfere drastically with current methods of analysis. Ideally, they

should complement the traditional methods while improving the speed and accuracy of the

results.

1.3 Methods of Nuclear Forensics Attribution

An assortment of analysis techniques pervade the sciences: x-ray fluorescence, ultravi-

olet visual spectroscopy, raman spectroscopy, passive gamma-ray spectroscopy, active pho-

ton/neutron interrogation and spectroscopy, alpha/beta spectroscopy, coincident radiation
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spectroscopy, resonance ion mass spectrometry, inductively coupled plasma mass spectrom-

etry, scanning/transmission electron microscopy, etc. With such a wide variety of analysis

techniques available, selecting one method as preferable to the others is exceedingly difficult.

Each method has its own pros and cons relative to the others. However, one critical capa-

bility necessary to the nuclear forensics mission is isotopic sensitivity. Only two of the listed

methods have trace level sensitivities to sample isotopics: mass spectrometric techniques,

and radiation detection.

Non-destructive methods like some forms of radiation detection are preferable to de-

structive methods that depend on chemical separations that are time consuming and energy

intensive. Non-destructive actinide material assay techniques fall into one of two categories:

active or passive. Both techniques predominantly work by analyzing the time behavior and

intensity of ionizing radiation with strong penetrability; i.e., gamma- and x-rays, and neu-

trons. Active methods make use of well-characterized sources of radiation to stimulate a

unique response from the target while passive methods take advantage of naturally occur-

ring nuclear decay inherent to the material for identification. Passive assay techniques are

limited to gamma-ray spectroscopy and neutron multiplicity counting, while active methods

have a much wider array of gamma-/x-ray and neutron responses available for assay.

1.4 Method Examined: CNAA + gamma-gamma

One method of analysis that is active, non-destructive, and highly penetrating, capable of

analyzing large bulk samples, is neutron activation analysis using deuterium-tritium fusion

produced neutrons. These 14 MeV neutrons easily penetrate and activate non-hydrogenous

material. Activated samples emit highly penetrating gamma-rays that are easily detected

using high-purity germanium detectors. Neutron irradiation and detection with high-purity

germanium detectors is a method sensitive to a vast range of elements and isotopes with a

sensitivity on the order of parts-per-billion [30, 31] in circumstances where radiation back-

ground is strictly controlled. The sensitivity and expediency of standard instrumental acti-
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vation analysis can be improved by tailoring the irradiation time to preferentially generate

short-lived radionuclides. Tailoring is achieved by using short pulses of neutrons. Probing

the sample with repeated pulses of neutrons with stop-gaps to measure the sample gamma-

ray emissions provides a simple means of improving the statistical precision of the acquired

gamma-ray spectra. The high specific activity of short-lived radio-isotopes improves the

signal-to-noise, increasing the discriminatory power of the technique [32, 33]. An additional

improvement to the technique is achieved by using multiple high-purity germanium detec-

tors operating simultaneously, acquiring separate and coincident data sets. The coincidence

spectrum discriminates against spurious background gamma-ray emissions and spreads the

acquired data over an additional dimension. The additional dimension decreases peak con-

volution and background at the expense of detection efficiency, but is still an important and

useful means of sample analysis that is provided for free when two or more detectors are

available for counting the same sample [34, 35].

The method of cyclically irradiating and counting actinide samples using three matched

high-purity germanium detectors operating in coincidence and deuterium-tritum fusion pro-

duced 14 MeV neutrons to induce fission, was the method used in this work. Sample transfer

times between the detector and neutron generator less than 500 milliseconds were used to

quantify significant differences in the delayed gamma-ray response of thorium-232, uranium-

238, and uranium-235. Measurable differences in the delayed gamma-ray response from

fusion neutron induced fission are discussed regarding its applicability to identifying the

actinide fuel of a nuclear weapon using radiation detectors.

1.5 Scientific Justification & Novelty of CNAA + gamma-gamma

Simply put, different actinides produce varied quantities of fission products and these

differences in fission product generation can be used to discern the isotopics of the fissioned

actinide. Figure 1.1 illustrates the differences in independent fission yields from 14 MeV

neutron induced fission between uranium-235 and -238. The largest variations tend to con-
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centrate in the lower atomic mass (low-Z) curve as a result of the doubly magic nuclear shell

closure at the atomic weight of 132-134 nucleons (52 protons and 80 neutrons) with some

variation due to nuclear shape effects [36, p. 148].

Figure 1.1: Independent fission yield differences between uranium-235 and -238 from 14 MeV
neutron induced fission [1].

The largest differences in fission yield in the low-Z mass curve are generally centered along

the highest probability fission product of each isobar as predicted by the charge distribution

model [37, 38, 39, 40]. High-yield fission products are located far from the line of stability and
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have characteristically short half-lives (roughly on the order of seconds); i.e., high specific

activity. The application of fission product yield and gamma-line emission ratios has been

suggested as a means of actinide characterization for decades [41, 42, 43]. However, none

of the previous line ratios suggested have ever used fission products with sub-minute half-

lives nor have they made these measurements using 14 MeV neutrons and a gamma-gamma

coincidence detection system.

1.6 Summary

CNAA is a proven analysis technique that has been used almost exclusively with reactor

neutron sources. Samples analyzed using CNAA were usually chemically processed using

gas-jet separators, ion mass separators, or rapid chemical dissolution techniques to isolate

individual radioisotopes, commonly fission products [44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54].

Isolation was necessary to make fundamental nuclear measurements of individual elemen-

tal species. CNAA has yet to be applied to examine bulk sample spectra from fissioned

actinides to measure delayed gamma-rays from 14 MeV neutrons in the fractional second

to minute timeframe. This region of time is both interesting from the perspective of stan-

dalone detection of a nuclear weapon detonation and for the development of a portable

pulsed neutron source and gamma-gamma coincidence tool for actinide characterization of

samples. The work performed in this dissertation optimized a cyclic activation analysis fa-

cility and examined the delayed gamma-ray response of thorium-232, uranium-238 (99.9%),

and uranium-235 (99.5%). Singles gamma-ray spectra were acquired to estimate the half-

lives and independent/cumulative fission yields of detected fission products and to identify

quantitative differences in the spectra indicative of the individual actinides.
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CHAPTER II

Background

Nuclear forensics is by no means a new field of research. Nuclear forensics analysis is a

well developed field of science that has been under review since the first atomic bomb was

detonated in Alamogordo, NM in 1944 [55]. Photographic, seismic, chemical, and physical

analyses have been reviewed for thousands of nuclear detonations. Chemical digestion, sep-

aration, and analysis methods have already been developed and tested to identify the fuel

and relevant bomb design information from a detonation sight over decades of testing [24].

Renewed interest in revisiting the processes of nuclear forensics and expanding the state-of-

the-art is primarily a result of globalization and terrorism. Technological advancements in,

and globalization of, the import of goods make ports of trade critical hubs of economic com-

merce but also attractive targets for attack or for the smuggling of goods. Add an increase

in nuclear materials smuggling and the ability to design and build a crude but functional

nuclear weapon from commercially available parts, and the need to enforce nuclear materi-

als accountability becomes readily apparent [56]. Couple the possibility of design variation

by amateur bomb designers, and the need for more robust techniques for discerning design

characteristics becomes very clear. Finally, consider the fact that the attack is an event

under federal investigation where time is a critical part of catching up to and capturing

perpetrators and that full radiochemical workup of a detonation sight is a lengthy process,

and the need for more rapid analysis methods becomes apparent [23]. The only conclusion
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is to revisit and rethink the science from the ground up.

Multiple methods of material analysis, capable of identifying actinide element concentra-

tions within amorphous samples, exist. Several of these methods were listed in section 1.3.

Each of these techniques have particular advantages and disadvantages relative to each other.

This chapter will review the importance of nuclear forensics and state of the science; it will

examine the physics of the two isotopically sensitive analysis methods, mass spectrometry

and radiation detection, and identify their respective advantages and disadvantages. Finally,

this chapter will close with a final discussion regarding gamma-gamma coincidence analysis

and CNAA, highlighting gaps in technical experience and the novelty of the approach.

2.1 Nuclear Forensics

Nuclear forensics is the study of radioactive or nuclear material to determine its purpose

and origin. It is a field of study that shares a similar history with nuclear weapons develop-

ment and proliferation. Some capabilities of nuclear forensics were employed even before the

detonation of the first nuclear bomb and were relatively rapidly developed and expanded to

meet the needs of the U.S. intelligence community. Throughout the development of this field,

time and time-again, isotopic ratios have been the primary signature used to deciphering the

history of the material. This section reviews the history of nuclear forensics, why isotopic

ratios are so valuable to forensics, and the two primary methods of analyzing isotopic ratios.

2.1.1 History

Nuclear forensics began as a field of study to acquire and analyze information about the

German nuclear weapons program in 1944 [57, 24]. The U.S. Airforce set out to capture

radio-xenon from the atmosphere at suspected plutonium processing plants in Germany. At

that time, the Hanford nuclear site was already producing weapons grade plutonium from

B reactor and reprocessing the nuclear fuel at T plant [58]. From that experience, the U.S.

government had already learned that fission progeny could be used to locate and track fuel
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dissolution at reprocessing facilities. In 1949, the U.S. government successfully exercised

their expertise in nuclear forensics analysis by acquiring airborne debris from the first Soviet

nuclear weapons test [24, 57]. Subsequent radiochemical dissolution and radiation detection

counting were used to infer that the weapon design was a replicate of the first U.S. test, which

was indeed the case. Previously, under the direction of General Groves and the oversight of

General Dwight Eisenhower, the Airforce developed the Atomic Energy Detection System

(AEDS) in 1947. The AEDS relied on radiochemical separation and radiation detection of

air filters from planes and rain water [59, 60]. This system would later expand to include

infrared sensing satellites and seismic, acoustic, and radiation monitoring stations placed

globally [61, 24, 60].

Nuclear weapon fall-out analysis could’ve aided the Soviet nuclear weapons program

during the development of the thermo-nuclear weapon. Initially, the Soviet weapons program

tried the “alarm-clock” design and were the first to detonate a boosted nuclear weapon in

1952 but only achieved about 20% burn of the fusion fuel, lithium-deuteride. Because of

the low percentage of fusion fuel consumption from this test, it is generally considered a

failed test [62]. The difficulty with the “alarm clock” design was that the required energy

for compression was too high to truly achieve a thermo-nuclear detonation. Edward Teller,

the mother of the U.S. thermo-nuclear weapon, developed a different approach with the

assistance of Ullam. The U.S. design used a “staged” nuclear weapon where the fission

primary and radiation compressed secondary were kept separate. Had the fall-out of the

first U.S. thermo-nuclear test, Ivy Mike, been acquired and analyzed by the Soviet program,

their lead scientists would’ve likely realized the U.S. weapon design was achieving fusion

fuel compression well before the detonation of the fission device and concluded the two

were separate. Regardless, the Soviets did develop the idea of x-ray induced fusion fuel

compression and demonstrated their design using the staged approach in 1955 and later

their expertise in 1961 with the largest detonation in human history, “Tsar Bomba”, a 50

megaton, three-stage thermonuclear weapon [62]. The Soviets replaced the standard tamper,
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depleted-uranium, with lead to decrease the radiation fall-out because of how massive Tsar

Bomba was. It derived 97% of the total released energy from the fusion nuclear fuel; this

coupled with the lead tamper, meant this bomb design had the lowest radiation fall-out to

explosive power ratio of any detonated nuclear weapon [62]. All of this information was

made known to the U.S. intelligence community through the use of nuclear forensics.

Today, the Comprehensive Test-ban Treaty Organization (CTBTO), an international

organization of the Comprehensive Test-ban Treaty (CTBT) ratified under the Clinton ad-

ministration, manages a global array of nuclear weapon detection sensors in collaboration

with national classified intelligence organizations. The CTBTO is responsible for detection

of the last three North Korean nuclear tests and complements the non-proliferation goals en-

forced by the International Atomic Energy Agency (IAEA) [8]. International organizations

such as the CTBTO and the IAEA serve their designed purposes well. The difficulty with

these organizations relative to the changing nuclear threat arises from their objectives and

operating structure. The CTBTO, being an international organization, requires time to de-

velop the political clout needed to effect change. Currently, the CTBTO and IAEA can only

report and monitor on the activities of nation states and their activities associated with det-

onating and developing nuclear weapon production capabilities. After the fall of the Soviet

Union in 1991, nuclear weapon sites and laboratories housing weapons ready material were

no longer under strict protection by the government. Employees of these sites, without work,

recognizing the value of the material and in need of income were naturally more susceptible

to trade of nuclear weapons material for monetary compensation. These sites immediately

became international security threats [63, 64]. Criminal organizations and terrorist groups

targeted these facilities with the sole purpose of acquiring the necessary material to make a

nuclear weapon. The term, “nuclear forensics” was coined starting in 1994 when 560 grams

of a mixture of uranium and plutonium-oxide (87.6% enriched in Pu-239) and 210 grams of

lithium (89.4% lithium-6) were intercepted at the Munich airport in Germany [65, 66, 67].

Upon discovery of this material, local and international agencies deemed it critical that the

12



source of this “nuclear material leak” be found. The emphasis and need for improved nu-

clear materials tracking through nuclear forensics analysis was cemented after the September

11th, 2001 terrorist attack on the world trade center in New York, New York that killed 2996

people.

Since the fall of the Soviet Union more than 442 nuclear material smuggling events have

occurred [68, 69, p. 7]. Of the cases that occurred between 1993-2014, 21 have involved

HEU and plutonium containing sources [70, 71, 69]. These events indicate severe deficiencies

exist in nuclear materials control and accountability in the world and there’s no telling how

many undetected smuggling events have occurred. In 2003 the Director of the IAEA issued a

request to all nations for improvements in nuclear security and prevention of nuclear terrorism

[72]. In response, the International Technical Working Group (ITWG) has actively supported

nuclear forensics research, the United States has instituted the National Technical Nuclear

Forensics Center (NTNFC) under the Department of Homeland Security (DHS), and other

nations have followed [73]. Research organizations today funded through the aforementioned

organizations are examining ways to expedite the nuclear forensics process and analyses to

aid criminal investigations and to identify nuclear material sources that must be secured to

stop future smuggling endeavors [11].

2.1.2 Forensics Metrics

This dissertation, thus far, has introduced what nuclear forensics is, why nuclear foren-

sics is important, what sorts of questions nuclear forensics addresses, and several different

quantitative analysis techniques used by nuclear forensics scientist, but has yet to describe

why or how nuclear forensics works. There are three primary metrics of analysis pertinent to

nuclear forensics: isotopic variation, morphology, and chemical composition [25, 74]. Assay

of isotopic variation and composition are commonly collected using the same techniques but

are treated separately. Isotopic composition is used to identify geography and age while all

three are used to infer about the processing history of the material.
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There are 90 stable elements that make up all matter on Earth. Most of these materials

have immeasurably stable lifetimes, others lifetimes that are inconceivably long compared

to the length of recorded human history. These elements were synthesized from the stars

that formed, ignited, burned, exploded, and reformed over billions of years. The ratios of the

elements and their stable isotopes contained within the Earth have not changed dramatically

over the last few millenia; however, isotopic concentrations vary across the planets surface

enough to be quantified [75, 17, 15]. Differences in isotopic ratios, chemical purity, material

morphology, and age since human manipulation are indicative of the geographic location

from where the material was derived and its processing history [76].

The Earth is continuously changing; tectonic shifts, volcanic eruptions, changes in hu-

midity, barometric pressure, and temperature, are all moving atoms around. Isotopes of the

same element vary by mass and differences in mass impact their chemical behavior. For

example, oxygen-18 has two more neutrons than oxygen-16. When it rains some of that wa-

ter contains oxygen-18. As surface water evaporates into the atmosphere, lighter oxygen-16

water molecules preferentially evaporate at a faster rate than water containing oxygen-18.

If a soil analysis were to be conducted before and after it rained using x-ray fluorescence or

scanning electron microscopy an increase in the elemental concentrations of oxygen, hydro-

gen, and other elements commonly found in small airborne particulate would be observed. If

these samples were passed through a mass spectrometer or irradiated and counted using radi-

ation detection, both elemental and isotopic variations in the sample material would become

apparent. This trivial example may seem absurd. Why would anyone in their right mind

use such rigorous scientific evidence just to indicate it rained and how recently? The answer

is, it doesn’t rain everywhere everyday. Mining operations, burning of fossil fuels, isotopic

enrichment, nuclear reactor transmutation, chemical processing, and many more activities

change the isotopic ratios of those 90 stable isotopes. Quantifying isotopic ratios narrows

down the set of locations where a material or set of material concentrations would be found.

Extrapolating this simple idea to post-nuclear weapon detonation debris characterization
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quickly becomes quite complicated.

A battery of questions must be addressed after a nuclear weapon detonation. These in-

clude: what was the device yield, what was the primary weapon fuel, was the device boosted,

what type of tamper was used, what type of neutron initiator was used, ...etc. Device yield

is approximated using the magnitude of the seismic, infrared, and acoustic signals gener-

ated by the device. The final estimate of device yield is determined using a concentration

ratio of the lanthanide fission products to the concentration of fissile material contained in

the nuclear fall-out [77, 16]. Ratios of lanthanides and fissile actinides are commonly used

to minimize the impact of fractionation post-detonation on the result. Ratios with lighter

fission fragments can be averaged over the detonation sight and from samples acquired from

the fall-out plume to improve yield estimates further. The primary fuel is based on the

isotopics of the actinides present in the fall-out debris. Higher concentrations of a particu-

lar weapon usable actinide (uranium-233, uranium-235, neptunium-237, plutonium-239, and

americium-241/243) determines the primary fuel or fuel mixture of the device. Actinide

species do not naturally separate isotopically or suffer from significant fractionation in a

nuclear detonation. For example, if the uranium-233 concentration were found to be ele-

vated following a nuclear detonation, a likely conclusion would be that a thorium reactor

fuel cycle had been used to produce the weapon fuel. More isotopically pure uranium-233,

free of fission products and other actinide contaminants regularly present in the thorium fuel

cycle, is indicative of a highly sophisticated chemical separation and a controlled irradiation

history of the material. Very few research facilities are capable of generating high quality

uranium-233; thus, narrowing the range of possible sources. Boosted nuclear weapons are

often composed of a particular material, lithium-deuteride. Lithium is an uncommon envi-

ronmental contaminant. Increased concentrations of lithium would indicate an attempt at

a boosted device. Debris from more sophisticated boosted weapons would contain elevated

concentrations of lithium enriched in lithium-6. The material of choice for a nuclear weapon

tamper is depleted-uranium but other ductile heavy metals like lead may be used, as it was
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in Tsar Bomba. Depleted-uranium tamper isotopic concentrations can be used to infer what

enrichment technique i.e. what type of facility, this material was generated from. Lead iso-

topics can be analyzed to determine both the era the lead tamper was purified (pre or post

atmospheric testing of nuclear weapons) and its geographic origin. Implosion-type nuclear

weapons are significantly more complex than gun-type devices and require a neutron initia-

tor to detonate correctly. Early during weapons development, small mixtures of high-energy

alpha emitting radio-isotopes and beryllium were used in initiators. The presence of initiator

materials is another indicator related to the complexity of the device. Yield and detailed

flux analysis produced using isotopic activation analysis of the top soil can help determine

the efficiency of the detonation. All of this information and more can be determined from

the fall-out debris from a nuclear weapon detonation. All using isotopic concentration ratios.

Morphology of samples around the detonation center can be used to determine the tempera-

ture of the detonation which is related to yield and height of the event. Chemical speciation

and fractionation are correlated with environmental conditions during the detonation.

2.1.3 Current Assay Methods

Isotopic characterization of sample materials can only be done one of two ways: using

mass spectrometric techniques that take advantage of the charge-to-mass ratio of ionized

materials, or using radiation detection. Both techniques suffer from different forms of in-

terference. Mass spectrometric techniques have difficulty with atoms and molecules with

similar masses like uranium bonded to a single positive hydrogen (UH+) and plutonium-239.

Radiation detection suffers from poor resolution for alpha and beta spectroscopy techniques

and efficiency for gamma spectroscopy. Many nuclear transitions relevant to gamma spec-

troscopy also overlap and require more advanced lower efficiency radiation counting tech-

niques to eliminate these interferences. Regardless, post-detonation debris samples will be

highly radioactive. Since radiation detection sensitivity is proportional to the activity of the

sample, this form of analysis is most sensitive early on and must be performed before mass
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spectrometry. Mass spectrometry is comparable in sensitivity but requires time consuming

chemical processing of sample materials before analysis.

2.2 Actinide Analysis & Quantification

The list of neutral actinides and transuranics relevant to nuclear weapons begins at

atomic mass number 90; meaning there are 90 or more electrons that orbit the nuclei of

these isotopes. So many bound electrons within the Coulomb potential of the nucleus, leads

to degeneracies and closely overlapping energy levels in the electron shells of heavy elements.

Overlapping energy levels adds complexity and homogeneity to the ionization potential of

the heavy elements and complicates chemical methods of elemental isolation. In addition

to sharing chemical properties, they are commonly found in low or trace quantities within

fall-out debris. These low concentrations limit the set of chemical analysis techniques sen-

sitive enough to identify them; more specifically, the practice of identifying trace actinide

constituents is referred to as radiochemistry. Radiochemical assay relies on quantitative

separation techniques, radiation detection, and mass spectrometry to characterize complex

mixtures of radioactive samples containing trace actinides i.e. fission product samples. Many

of the actinides have multiple long-lived isotopes with overlapping masses, making it diffi-

cult to discern between actinide isotopes with similar masses using separation techniques

reliant upon mass-to-charge ratios, i.e. mass spectrometry, without the support of radiation

detection assay.

2.2.1 Radiochemistry

Radiochemistry has long been the work horse of nuclear materials analysis. Solvent ex-

traction, chromatography, co-precipitation, distillation, electro-chemistry and many other

separations techniques are all different methods of isolating single elements from complex

mixtures. Oxidation and reduction of charge using different concentrations of acids is used

to selectively isolate particular charge states of actinide chemical species. For solvent extrac-
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tion, immiscible organic and aqueous phases are contacted; based on the polarity, charge,

and molecular size of particular chemical species, these different phases have different re-

tention affinities [78, 79]. For chromatography, the sample material is put in contact with

an immobile phase. Based, once again on charge, polarity, and molecular size, different

chemical species will stick to the immobile phase [80]. With precipitation, the analyte of

interest is pushed into an immiscible chemical phase in solution and can be separated using

centrifuge, decantation, or filtration methods [19, 81, 74]. When the concentration of the

analyte of interest is incredibly small like part-per-million/billion concentrations, the pre-

cipitation process is aided using a scavenger [67]. When a scavenger is used, it is referred

to as co-precipitation. Distillation relies on differences in the heat of vaporization to sepa-

rate chemical species. Electro-chemistry uses electrical charge to enhance the migration of

different charge species within a material. For example, processes like electro-osmotic flow

are used in electrophoresis to isolate anionic and cationic species in solution. Any number

of chemical separation techniques can be strung together to isolate and purify particular

elements or chemical species of an element. Chemical assay of separations historically have

been done using calibrated mass balances. For the case of nuclear forensics, the concentra-

tions of actinide constituents within the sample are commonly so small, they are difficult

to measure using a scale. Radiochemistry must be paired with other analysis techniques to

provide this information. The only two viable techniques to achieve isotopic sensitivity are

mass spectrometry and radiation detection.

Radiochemical separation is often the first step to cleansing a sample to minimize un-

wanted contaminants and improve the accuracy and precision of applied isotopic analysis

techniques. Radiochemistry is time consuming and requires well trained chemistry techni-

cians or quality tested separation apparati to be performed quantitatively. Even with well

tested procedures, radiochemistry is sample dependent. The best radiochemical separation

procedure must be tailored to the sample material. In contrast, gamma-ray spectroscopy

does not require radiochemistry and requires no sample preparation.
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2.2.2 Mass Spectrometry

Mass spectrometry retains a unique place in the history of actinide material assay. The

original separation technique used to produce the first uranium-235 fueled nuclear weapon

was mass spectrometry. Banks of calutrons (high ion current mass separators) were setup

at Oak Ridge National Laboratory in the 1940s to extract the 0.7% fraction of the fissile

isotope of uranium from uranium-238. Using uranium-hexachloride targets and electron arc

ionization, the solid material would be liberated into vacuum as ions and accelerated using

an electric field [82, 83]. As the ions were accelerated, they would pass orthogonally across

an applied magnetic field. The cross-product of the applied magnetic field and momentum

of the uranium ions resulted in a centripetal acceleration. Equation (2.1) is the relationship

of the charge-to-mass ratio, m
q

, and the applied magnetic, B, and electric, E, fields to the

radius of curvature, r. The arc path of the uranium ions varied based on the mass of

the ionic species. Figure 2.1 is a diagram of how a mass spectrometer works. Magnetic

separation later became less prominent as an isotopic enrichment technique because of the

limitations on material throughput due to field charge effects in accelerators [84]. However,

this technique has become common place in nearly all fields of material science because of

its impeccable sensitivity. Current mass spectrometers generally have mass resolutions of

less than an atomic mass unit (amu) and sensitivities as low as one part per billion atoms.

m

q
=
r2 ·B2

2E
(2.1)

Mass spectrometric techniques used today all require some form of ionization. There

are numerous means of ionizing a sample with many variants. These ionization techniques

can roughly be categorized as: secondary ion, thermal, glow discharge, spark discharge,

and photoionization. Not all of these ionization techniques directly lend themselves to solid

samples likely to be encountered at a post-detonation site. The glass matrices containing

bomb fission products are unlikely to easily be ionized using thermal, spark discharge, or
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Figure 2.1: Schematic of a mass spectrometer

glow discharge ionization. This only leaves secondary ion and photoionization as readily

useable ionization approaches for melt glass.

Secondary ion ionization works by producing a monoenergetic beam of ions that are ac-

celerated into a sample. The impinging ions excite and liberate ionized species from the

sample of interest. Those ions are then accelerated through the mass separator analyzer.

The difficulty with mass spectrometric techniques is their susceptibility to strong “matrix”

effects [17, 85, 86]. As the accelerated ions impinge upon the surface of the analyte, they

lose energy in the material. That energy is generally imparted to scattered ionized atoms;

however, the energy of ionization is material dependent and leads to preferential ionization

of different elements and chemical species [87]. Inhomogeneous samples generally produce

widely discordant, spatially dependent results that are more difficult to apply to the attri-

bution process for nuclear forensics [26].

Secondary ion sources coupled with mass spectrometric techniques require sample prepa-

ration to improve homogeneity or must be paired with microscopy and matrix matched
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standards to produce quantitative results. Well characterized secondary ion mass spectrom-

etry (SIMS) analyzers have sensitivities comparable or superior to non-destructive (ND)

gamma spectroscopy, especially for samples with limited radioactivity. It can generally be

considered a faster form of in-field analysis relative to other MS techniques because of its

higher sample throughput relative to other ionization sources. However, field deployable

SIMS systems perform best when paired with complex vacuum systems, are relatively large

in comparison to portable germanium detectors, and require large power sources not readily

available at a post-detonation sight. Finally, samples acquired in-field immediately following

detonation are likely to be highly radioactive; thus, would best be analyzed using radiation

detection analysis.

The second, more promising, form of ionization, photoionization, uses tuned laser pulse

systems to ablate the surface of a solid analyte. Laser ablation mass spectrometry has been

successfully paired with other forms of ionization to improve sensitivity and avoid isobaric

interferences. Laser ablation has also been paired with resonance ionization using multi-

laser systems. Two lasers, one being an intense ablation source, the second a high-precision

frequency tunable source, are offset in time such that the first laser ablates the surface and

the second selectively ionizes the material(s) of interest [88]. Dual laser mass spectrometry

further enhances elemental species selectivity. As laser technology continues to improve,

laser ablation techniques are likely to become the primary method of surface analysis.

It is also worth mentioning that the strong ionization potential of silicate glasses (nuclear

detonation debris), do cause matrix effects in laser ablation ionization [85]. Therefore, the

two ionization techniques most applicable to solid sample analysis cannot provide repeatable

results even from the same target sample, in some cases, without actively correcting for

material dependent ionization potentials [89]. Also, both techniques are micro-analysis tech-

niques that only probe the surface of the analyte. Provided the analytes are homogeneous

throughout the solid, surface analysis is representative of the whole. Bomb debris from a

nuclear blast is never homogeneous because of the highly dynamic temperature gradients
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within the plasma ball. As the glass droplets cool and deposit on the ground, different

chemical and elemental species solidify within the glass at different temperatures.

Mass spectrometry paired with complex ionization and radiochemical purification is more

sensitive than radiation detection analysis using gamma spectroscopy without radiochemistry

[25, 90]. However, the overhead to operate mass spectrometers makes it nearly infeasible

to deploy at a detonation site currently. With continued research & development compact

liquid and gas based MS systems paired with rapid chemical dissolution kits are likely to

become the primary means of analysis for nuclear forensics. These future techniques are

likely to be complemented by radiation detection in-field assay using gamma spectroscopy.

2.2.3 Radiation Detection

Radiation detection is the method by which radiation quanta are observed. Radiation

detectors are used to detect the energy, location, and/or type of radiation. Like mass spec-

trometry, there are different techniques of radiation detection. The most common radiation

detection techniques rely on the most probable forms of radioactive decay: gamma-ray, beta,

alpha, and neutron emission. Of these forms of radiation emission, only the two means of

decay that emit detectably discrete radiation energies are discussed: gamma-ray and alpha

emission. Beta and neutron detection are vital forms of detection that complement the two

spectroscopic techniques but are not as sensitive to isotopic variation. Beta decay involves

three particles giving the emitted beta-ray a range of energies due to the kinematics. Neu-

trons are emitted with discrete energies but neutron spectroscopic detectors do not yet have

sufficient energy resolution to perform neutron spectroscopy.

2.2.3.1 α Spectroscopy

Alpha particles, helium-4 ions, are emitted from heavy nuclides with atomic weights in

excess of 100 atomic mass units. This process of decay is limited to heavier elements for

three reasons: 1) such nuclei have nuclear potentials that allow for the tunneling process
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inherent to alpha decay, 2) as the mass of the nucleus decreases and approaches 60 atomic

mass units, the change in binding energy is no longer large enough for alpha decay to be

energetically favorable, relative to other forms of radioactive decay, and 3) the complexity of

nuclear de-excitation of spin for atomic weights in excess of 200 atomic mass units quantum

mechanically favors zero momentum change particle emission. As more nucleons are packed

into the core of the nucleus the nuclear and Coulomb potentials change shape. Assuming

for simplicity that the alpha particle preforms within the nucleus, this free particle exists as

a quantum mechanical wave within this potential. Only discrete energies or waves can fit

within the nuclear potential well of any given nucleus. Changes in nuclear structure vary the

nuclear potential, also varying the wave characteristics of the free alpha particle within it.

The energies of emitted alpha particles are discrete and unique between different elemental

isotopes; thus, alpha spectroscopy is an isotopically sensitive analysis technique.

Alpha spectroscopy is a laboratory intensive method of radiation detection. Because

alpha particles are charged, they interact with all other charged particles. Though a single

alpha particle from one particular energy level within the nuclear potential is mono-energetic

at the moment of emission, that alpha particle must travel a substantial distance before

interacting inside of an energy sensitive detector. In its travel, the emitted alpha may

interact with the sample itself, with air, or with the dead-layer of the detection medium

losing energy. Energy loss in alpha particles degrades the energy resolution and makes

it more difficult to discern differences between radioisotopes with alpha emission energies

within a hundred keV of one another. To mitigate degradation of the energy resolution,

alpha spectroscopy samples must be dissolved, radiochemically purified, electrochemically

deposited, and counted in vacuum. Alpha spectroscopy is one of the most sensitive methods

of heavy element analysis because the process of alpha emission is almost exclusively observed

in heavy elements, thus, limiting possible interferences. However, the complexities inherent

to charged particle spectroscopy make this method of radiation detection less suitable as a

field deployable assay technique for post-detonation debris.
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2.2.3.2 Gamma-ray Spectroscopy

Gamma-ray spectroscopy is a younger technique relative to MS and didn’t reach promi-

nence until the advent of the lithium-drifted germanium detector in 1962 [91, 92, 93]. Gamma

spectroscopy relies on the photo-electric conversion of gamma-rays emitted from radioactive

progeny to identify the isotope. Gamma-rays come in a range of energies from 10 keV up to

10 MeV. The high energy of gamma-rays makes them highly penetrating, meaning they read-

ily escape most materials with limited self-absorption, with some caveats regarding heavier

elements.

Gamma-ray spectroscopy is a standard method of radiological material analysis most

commonly used in environmental monitoring today [94]. Nuclei in metastable, energetic

states with total angular momentum exceeding that of the ground state release their excess

energy and momentum through the emission of electromagnetic radiation and, to a lesser ex-

tent, internal conversion electrons. Emitted waves of oscillating electric and magnetic energy

readily interact with electrons through three primary forms of interaction: photoelectric ef-

fect, Compton scattering, and pair production. Gamma-rays that impart some or all of their

energy to an electron can be quantized by digitally interpreting the energy of the excited or

freed electron. This is done using scintillators, semiconductors, or diffractometers. Scintil-

lators like thallium doped sodium-iodide, the most prominent gamma-ray spectrometer, are

the cheapest and most portable but have limited use in Non-Destructive (ND) analysis be-

cause of their poor energy resolution. Gamma-rays interacting inside the detection medium

excite electrons that produce light. The light is converted to a voltage pulse typically using a

photo-multiplier tube (PMT). Electrons liberated from the surface of a charged plate within

the PMT by the light emitted from the crystal passes through a cascade of charged plates

“multiplying” the signal output. Variations in light emission and absorption within the crys-

tal and the multiplication process of the PMT degrade the repeatability of the output signal

given a mono-energetic gamma-ray input. Figure 2.2 illustrates the difference in energy

resolution between several scintillators and High-Purity Germanium (HPGe) semiconduc-
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Figure 2.2: Differences in spectroscopic resolution for several gamma-ray detectors.

tor detectors. High-purity germanium, the most prominent semiconductor material used

for radiation detection, provides the best energy resolution commercially available to date.

Gamma-rays interacting in germanium excite electrons that move into the conduction band

of the semiconductor under voltage. The current signal from the semiconductor is converted

to a voltage using a simple resistor-capacitor circuit. Peak voltage is binned into a spectrum

and is interpreted to be proportional to the incident energy of the interacting gamma-ray.

As seen in figure 2.2, the resulting resolution is orders-of-magnitude better than alterna-

tive scintillators and semiconductors. Diffractometers used in gamma-ray spectroscopy are

characterized as having efficiencies roughly ten orders-of-magnitude less than commercially

available spectrometers but resolutions nearing theoretical limits [95, 96].

For the purpose of this work, the discussion will center around high-purity germanium.

Germanium was used as a semiconductor during World War II. It was used as a solid state

replacement for vacuum tubes by the military in radar equipment. As germanium’s promi-

nence as a transistor faded and it was replaced by silicon in the 1950’s it was repurposed

for radiation detection. The small 0.67 eV band-gap of germanium proved most valuable
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in radiation detection where signal-to-noise depended on the number of free charge carriers

that could be generated per quanta of radiation energy deposited. However, achieving crys-

talline germanium with an acceptable depletion depth required either removal of nearly all

impurities or balancing of acceptors and receptors [97, p. 405]. In 1962 the first functional

germanium detectors were fabricated and tested using lithium as a dopant to balance accep-

tor regions within the crystal structure. Later, a technique referred to as zone refining was

used to achieve purities of part-per-trillion atoms. Zone refining is a technique where by an

induction coil passes from one end of a germanium ingot to the other []. As the coil slowly

migrates along the length of the ingot, the germanium in the immediate vicinity of the coil

melts. Because of the higher solubility of impurities in molten germanium, impurities lo-

cated adjacent to the heated region migrate into the molten section. Impurities travel along

the induction zone and are discarded by segmenting the ingot at the low-purity end. The

small band-gap added an additional difficulty to using germanium as a detection material.

Germanium detectors had to be cooled to liquid nitrogen temperatures to limit thermal

excitation of electrons into the conduction band of the semiconductor. Without cooling,

current signals from radiation interactions in germanium are lost in the noise of continuous

thermally induced electrical current.

The physics of how gamma-ray spectroscopy in high-purity germanium semiconductor

material is done is relatively straight forward. Electromagnetic waves are absorbed by elec-

trons in the valence electron band of the germanium semiconductor exciting said electrons

with either the total energy of the photon getting absorbed through the photoelectic effect or

part of the energy getting absorbed through Compton scattering. Photoelectric interactions

produce current pulses proportional to the incident photon energy; it is the dominant inter-

action at low energies (below 100 keV). In the intermediate energy range (100 keV - 2 MeV),

Compton scatter becomes the dominant interaction probability. Rather than depositing all

of its energy, the photon “kinematically” scatters off the electron. Figure 2.3 illustrates the

kinematics of Compton scattering.
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Figure 2.3: Kinematics of Compton scattering.

The mathematics of Compton scattering is derived from the laws of conservation of energy

and momentum. The governing equation is provided as equation (2.2). Compton scattering

interactions processed into gamma-ray spectra are not mono-energetic; it has the affect of

smearing the incident gamma-ray energy across the histogram. Figure 2.4 illustrates the

smearing effect of Compton scattering on gamma-ray spectra. Scattering of higher energy

photons has the adverse affect of increasing the number of observed events in the lower

energy region of the spectrum; thus, decreasing the signal-to-noise of gamma-rays at lower

energies. No analog of this affect impacts mass spectrometric techniques making it a clear

disadvantage of radiation detection assay.

λi − λf = ∆λ =
~

me · c

(
1− cos(θ)

)
(2.2)

The third interaction type, pair production, can only occur when the incident photon

energy exceeds the rest mass energy of an electron and positron (1022 keV). Pair produc-

tion occurs when the photon interacts with the nucleus producing a virtual Z boson which

subsequently transitions into an electron and its anti-particle. Pair production cannot occur

without matter. Using the conservation of energy and momentum, disintegration of a photon

into an electron and positron is prohibited because the solution is indeterminate. A third

body is required to constrain the problem. This third equation is the recoil of the atom
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Figure 2.4: Impact of Compton scattering on gamma-ray spectra.

as a result of the pair production event. Pair production, much like Compton scattering,

complicates the spectrum because of positron annihilation. Rather than producing a single

mono-energetic peak, pair production events generate two peaks, the first 511 keV lower

(single escape) than the full-energy peak, the second 1022 keV lower (double escape). This

occurrence can be explained by considering the life of the two annihilation photons generated

by the positron.

2.2.3.2.1 Radiation Detection Physics

To measure the concentration of an analyte within a sample using radiation detection,

the concentration must be correlated to the the intensity of the gamma-radiation. The

observation and mathematical relation of the emitted radiation intensity to concentration

was derived by Bateman in the mid 1800s [98]. From Bateman’s relation, models of the

function shapes of the decaying nuclide were derived. These decay shape functions are

models of the expected atom density within a decaying sample over time. These functions

depend on a set of parameters that are unique to the isotope.

Following neutron activation of a sample, the atom density can be related to the detected

gamma-ray emissions using the Bateman equations and a term referred to as the branching

ratio. The branching ratio or emission probability variable, Γa, is an experimentally deter-
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mined value that defines the likelihood that radiation, a, will be emitted per decay of fission

product p. The equation for the time dependent emission rate is (2.3)

H(a)
p (~r, t) = ΓaλpNp(~r, t) (2.3)

The emission rate, H
(a)
p , of gamma-ray a is used to identify the expected interaction rate

within a radiation detector. The interaction rate within the detection system is related to

the emission rate by the probability the particle is emitted in the direction of the detec-

tor (gεa(~r)), the probability the particle reaches the detector active volume after traveling

through any medium between the particle and the detector (qεa(~r)), and finally the prob-

ability that once within the detector volume the radiation quanta is absorbed completely

(bεa). This complex set of probabilities is commonly combined together and referred to as

the absolute efficiency of the detection system. Equation (2.4) shows how the interaction

rate is related to the emission rate by the various individual probabilities listed above and

by the simple absolute efficiency term, ε.

I(a)
p (~r, t) = gεa(~r)qεa(~r)bεaH

(a)
p (~r, t) = εa(~r)H

(a)
p (~r, t) (2.4)

The absolute detector efficiency εa depends upon the radiation energy and the starting

emission location of the energy quanta. The spatial dependence may be neglected by redefin-

ing the source emission local as contained within the sample volume rather than treating

the sample as a collection of point sources distributed throughout the sample volume. This

simplification eliminates the spatial dependence of (2.4), but complicates the process of ob-

taining the detection efficiency for the sample. Ignoring the spatial dependence of the source

requires that any measurement of the efficiency must retain the exact spatial dimensions of

the original source. The added complexities of this necessary mathematical simplification
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will be discussed.

The radiation-generating source used for these experiments, simplistically, may be thought

of as a point source. Generators of this type have large spatial flux gradients that cause non-

uniform sample activation. Spatially variant source distributions are difficult to replicate

in calibration standards and is commonly ignored. Experimentally measuring the detection

efficiency is simplified by neglecting the spatial dependence of the source.

Interactions within the HPGe detector active volume are recorded using an electronics

package that collects the current generated by electrons liberated from the semiconductor

valence band to the conduction band and translates it to a voltage pulse that is shaped for

analysis. In an ideal situation the detector response and the electronic processing of the

signal could be treated as a delta function and the interaction rate would also be the count

rate recorded by the equipment. Sadly, this is not realistic.

2.2.3.2.2 Radiation Counting Corrections

The observed count rate reported by a HPGe detector from radiation interactions within

the crystal lattice is always lower than the true interaction rate because of several factors

inherent to the experiment. These factors are the detectors absolute efficiency, sample self-

shielding, pulse processing effects, the time-variant sample intensity, and coincidence effects.

Each of these factors must be accounted for to extract quantitative information from the

data stream. This is done using a variety of tools including Monte Carlo modeling of the

neutron generator and sample, non-linear model fitting of the sample intensity and detector

dead-time, and modeling and experimentation to determine the coincidence effects.

Cylindrical sources with non-zero heights absorb a portion of the radiation emitted. This

effect is referred to as self-shielding. The energy dependence of the absorption probability is

unique to the sample material and geometry. For gamma-ray spectroscopy, self-shielding is

commonly neglected if three factors are satisfied: (1) the sample materials have low atomic

numbers, (2) the material density is much smaller than light metals, and (3) the mean
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chord length of the geometry has been minimized. None of these factors characterize the

samples irradiated for these experiments. A variety of correction methods have been derived

analytically for simple geometries [99]. More complex geometries require a different approach

for estimating self-shielding. One such approach used for these experiments, involved the

Monte Carlo technique.

High fidelity models of the neutron generator and detectors were developed using Monte

Carlo N-Particle (MCNP6), a particle transport code provided by Oak Ridge National Labo-

ratory and GEANT4, a particle transport code provided by CERN. The generator model was

used to ascertain the space and energy distribution of the neutron flux incident on the sample

from the generator to calculate the fission rates of each actinide target. The modeled neutron

flux distribution was corrected using experimental measurements of activation targets and

STAYSL PNNL, least-squares neutron spectral adjustment code [100]. The detector model

was used to estimate the absolute and total detection efficiency, impact of self-shielding, and

impact of angular correlation on the coincidence data. All modeled data was compared with

measured results to validate the models.

During pulse processing, two different types of events may occur: (1) pulses from the

pre-amplifier may reach the digital processing electronics while it is busy, and (2) multiple

interactions may occur at nearly the same time within the detector. These two types of

occurrences are referred to as the dead-time and pulse pile-up effects respectively, and each

is characterized by a different outcome.

The dead-time effect causes a decrease in the number of recorded events during the pro-

cessing period because the digital electronics is unable to receive any additional information.

The loss of counts from this effect are mitigated by the digital electronics package by mon-

itoring the time the system is available to receive the next event, commonly referred to as

system live-time. Modern detectors have a built-in gate monitor that keeps track of live-time

and reports it to the user at the end of the collection period. Treating the live-time as the

acquisition period exactly corrects for counting losses for sample activities that do not vary
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over the detector data collection period.

Pulse pile-up causes multiple independent radiation interactions to be recorded as a single

event. The result of a pulse pile-up event is recorded as the sum of all of the simultaneous

events; thus, moving recorded events higher in the spectrum. This effect is normally neglected

for count-rates that do not induce differences greater than one percent between the detection

assay period and the system measured live-time. The fractional difference between the

measured live-time and the real elapsed time is commonly referred to as the detector dead-

time.

Neither of these factors may be neglected for the experiments performed for this disser-

tation. Differences between the live-time and elapsed acquisition time immediately after an

irradiation have been observed to be as high as 30% following irradiation of uranium-235.

Correcting for these effects is further hampered because of the non-linearity of the source

intensity.

The sources under investigation in the experiments performed for this dissertation can

be characterized as a mixture of hundreds of decaying radioisotopes. During the most ac-

tive time period immediately following an irradiation, the radioisotopes produced by fission

undergo a wealth of change. The neutron rich fission fragments decay via beta, gamma-ray,

and the occasional neutron emission. The time-dependent behavior of these radionuclides

cannot be expressed as a simple decreasing exponential; the decay functions that govern

the atom densities of the various radionuclides generated during the irradiation cycle retain

additional variations from alternative production pathways causing an interesting scenario

to unfold.

When the activated source returns to the face of the detector, the gamma spectrome-

ter experiences a large in-flux of radiation. The high-intensity source drives the count-rate

and the detector dead-time near their limit, saturating the pulse processing electronics with

information. The high count-rate and dead-time results in losses in the total number of pro-

cessed counts because the pulse train from the detector pre-amplifier delivers summed pulses
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(pulse pile-up) and the gated pulse processing electronics package spends a significant per-

centage of the time closed (dead-time). For radionuclides with rapidly decreasing activities

over the acquisition period, more of their counts are lost because the detection equipment is

less available to process the early interactions due to the pulse pile-up and dead-time effects

at the beginning of the acquisition.

Continuing from (2.4), the observed interaction rate, CR
(a)
p , within the detector is equiv-

alent to the number of interactions of energy, a, multiplied by the probability the detector

processes the event as shown in equation (2.5).

CR(a)
p (t) = I(a)

p (t)Pd(t) (2.5)

The probability of processing the event, Pd, may be viewed as the detectors fractional

availability. The only scenario the detector is available to process an event is if the electronics

are not busy processing a previous event and if no interaction has occurred within the detector

during some period, τ . The variable τ is characterized as the window of time required for

the current avalanche within the HPGe semiconductor material to be integrated and is

commonly referred to as the detector resolving time. When multiple events occur within a

time period shorter than the detector resolving time, the set of interactions is recorded as a

single summed event or pulse pile-up event.

The rate of full energy interactions that are accurately recorded (Ra) is equivalent to

the product of the radionuclides activity with the detection efficiency (εa), the radionuclides

gamma-ray branching ratio (Γa), and the likelihood that the detector will accurately record

the event.

Ra(t) = εaΓaλpNp(t)[1−DT (t)]e−τIT (t) (2.6)
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Equation (2.6) relates the exact mathematical representation of the observed interaction

rate to the true interaction rate. The functions of time on the right-hand side of the equation

are the detector fractional dead-time (DT (t)) and the true interaction rate within the gamma

spectrometer (IT (t)). It is impossible to know the dead-time and interaction rate functions

exactly because the resolution of the dead-time function is limited by the time resolution of

the gate monitor of the digital electronics package and there is no method of counting every

event that occurs within the spectrometer. The exponential term on the right hand-side is

derived from the Poisson statistical behavior of radioactivity and represents the likelihood of

no event occurring during the time interval, τ . This exponential term can also be related to

the sum of probabilities representing the likelihood of one, two, three, etc. . . events occurring

as shown in equation (2.7).

1− e−τIT (t) =
∞∑
n=1

(τIT (t))ne−τIT (t)

n!
(2.7)

By recognizing that the right-hand side of the above equation is the fractional count rate

in the detector, it may be redefined as equation (2.8)[101]:

∞∑
n=1

(τIT (t))ne−τIT (t)

n!
= τNT (t) (2.8)

Where NT (t) is the total count rate observed by the detector. The product of the true

count-rate and the resolving time can never exceed one (equation (2.9)) because the detector

throughput over any period of time equivalent to the resolving time cannot exceed one.

τNT (t) ≤ 1 (2.9)
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Substituting equations (2.7) and (2.8) into equation (2.6) yields equation (2.10).

Ra(t) = εaΓaλpNp(t)[1−DT (t)][1− τNT (t)] (2.10)

Some liberty has been taken in deriving the above equation relative to the pulse pile-up

effect. Equation (2.8) is not strictly true for time varying count rates. The exact relationship

requires an averaging of the count throughput term over the resolving time as shown in

equation (2.11)

∞∑
n=1

(τIT (t))ne−τIT (t)

n!
=

t+τ∫
t

NT (t′)dt′ ≈ τNT (t) (2.11)

The initial expression only holds for a constant total interaction rate. However, this

approximation should have little effect on the correction if the count rate does not vary

drastically over the counting period.

2.2.3.2.3 Gamma-gamma coincidence

Now that gamma-spectroscopy has been introduced, a variant of this technique that is

commonly used will be discussed. When counting samples composed of many radioactive

substances Compton scattering and photo-peak overlap can obscure low-intensity photo-

peaks. One method of drastically decreasing peak overlap is to use gamma-ray emissions

that occur in cascades. Figure 2.5 is the decay scheme of 60Co; notice that this particular

decay scheme almost always produces a 1.17 MeV gamma-ray immediately followed by a 1.33

MeV gamma-ray. When radioisotopes decay in this manner, two separate radiation detectors

can be used to observe each, near simultaneous, emission producing a 2-dimensional spectrum

where each energy is binned along a separate orthogonal axis. A higher selectivity for events

and squaring of the total spectrum space is achieved by plotting events that occur at almost
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Figure 2.5: Gamma-ray emission cascade of the nickel-60 decay scheme.

the exact sametime from two different detectors i.e. events in coincidence on a 2-dimensional

spectrogram. Gamma-ray cascades are, more often, unique to each radioisotope. Photo-

peaks observed in coincident spectra are a more definitive means of identifying individual

radioisotopes. Using two gamma lines associated with a particular decay scheme and a half-

life estimate based on the coincidence rate was used in this work to identify fission product

gamma-lines measured in the data.

2.3 Neutron Activation Analysis

Neutrons are one of three fermions that make up the atom. These particles are composed

of three quarks, two down quarks and one up quark. Because a neutron is composed of

quarks, it is classified as a hadron. Within the hadron family, particles composed of three

quarks are called baryons. The combined partial charges of these quarks, -1/3 charge for

down quarks and +2/3 charge for up quarks, gives the neutron its neutral charge, its very

slight magnetic moment, and slightly larger mass than protons. Neutrons are unique to the

the family of subatomic particles because they are the largest long-lived neutral particle: they

readily interact with other baryons through the strong nuclear force without being subject to

the Coulomb repulsion from protons making them an ideal probe of nuclear structure within
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the nucleus. The most intense force within the nucleus is the strong nuclear force. This

force is theorized to be predominantly from the interactions of neutrons and protons trading

gluons within the nucleus as evidenced by the non-existence of a bound nuclear state between

neutrons. Neutron activation analysis uses neutrons to excite the nuclear structure of nuclei

through neutron absorption. Neutrons, absorbed by stable nuclei, destabilize the nuclear

potential. Bound, unpaired neutrons oscillating within the nuclear core in an outer shell

of the nucleus are not as commonly confined by gluon transmission. In an attempt to pair

off, one of the down quarks in the unpaired neutron will emit a virtual negative W boson

to convert to an up quark. The virtual negative W boson almost instantly disintegrates

into an anti-electron neutrino and an electron. The newly converted proton now resides in

an energetically unfavorable shell and must re-arrange the nucleus to pair off with another

proton or reach a more energetically stable nuclear structure. An example of the natural

preference for pairs can be seen in lithium nuclei.

After conversion, a previously neutral particle oscillating within the nucleus is now

charged. The charged particle resides within a particular shell now induces either electric

and magnetic poles based on its orbit. As the proton de-excites, transitioning to lower shells

within the nucleus, the electric/magnetic poles change, generating electromagnetic waves or

gamma-rays. The wavelength of these emissions are on the order of the size of the nucleus,

picometers, meaning they have order MeV of energy. Emitted gamma-rays interact with

electrons as discussed in section 2.2.3.2 and are subsequently used to identify and quantify

the atoms activated by neutrons.

Neutron activation analysis paired with radiation detection is a fundamental method of

materials analysis. Neutrons are unique because they readily interact with matter and are

not affected by the Coulomb force. This means, they are unencumbered by charge repulsion

and more freely interact with the nucleus relative to charged particles. Changes in the atomic

structure of the nucleus i.e. addition of a neutron, excite the nuclear structure adding energy

that must be dissipated. This dissipation processes almost always includes the emission of
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gamma-rays that can be quantified and used for materials analysis.

2.3.1 History of NAA

After the discovery of the neutron in 1932 by Chadwick who observed the effect of alpha

particles on beryllium and the subsequent generation of protons from interactions of “highly

penetrating radiation” in hydrogenous media, it was quickly put to use to probe the nuclear

structure of the elements. Alpha emitting radiation sources were mixed with light elements

like lithium, boron, and beryllium to produce neutron sources that were used to irradiate

different materials producing radiation activation by-products. Some of the earliest uses of

neutrons were to measure concentrations of lanthanides by George de Hevesy and Hilde Levi

in 1935 [102, 90]. At that time, it was not readily known how to separate the rare-earths

chemically; thus, the application of neutrons to measure trace impurities in materials was

quickly realized following its discovery. In fact, neutrons were used to discover fission by Lise

Meitner and Otto Robert Frisch in 1939. Work using the neutron rapidly accelerated with

the advent of the Manhattan project by Franklin Roosevelt at the bequest of Leo Szilard and

Albert Einstein on recognition, “...that extremely powerful bombs of a new type may thus be

constructed.” During the Manhattan project it was discovered that piles of uranium could be

used to sustain a chain reaction of fission. This lead to the invention of the nuclear reactor.

Today, nuclear reactors are the largest sources of neutrons available. Their uses include

power production, material degradation by radiation studies, and materials characterization

using neutron effects on nuclear structure.

Today, neutron activation analysis is recognized as one of the primary methods of material

assay using the comparator or ratio technique [90, 31, 35]. CNAA facilities like the NSL

facility have been used for impurity analysis of elements with isotopes that exhibit high

specific activity after bombardment with 14 MeV neutrons [103]. Numerous types of neutron

sources are used from the original small alpha-neutron and accelerator nuclear fusion sources,

to high energy-density nuclear reactors, GeV accelerators, and nuclear weapons. Though
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NAA is one of the most sensitive forms of material assay, comparable to mass separation

techniques, it is not predominantly used. The infrastructure cost requirements and regulatory

limitations in relation to neutron generating devices, and limited number of trained NAA

experts make this form of analysis less cost-competitive to alternatives with comparable

statistical certainty.

2.3.2 History of Neutron Induced Fission Yield Measurements

Fission is a complex and violent reaction; it involves numerous physical effects like charge,

shape, volume, surface area, and quantum effects like nucleon pairing and shell structure

[104]. Short-comings of the Bohr liquid drop model were observed from the discovery of

isomer states of actinides with order 1010 higher spontaneous fission rates in the late 1960s

[105]. However, significant improvements in fission probability calculations have been made

since the inception of the liquid drop model using more detailed dynamic calculations of the

unstable pre-scission compound nuclei [106, 104]. Theoretical results from calculations using

improved modeling capabilities have been affirmed from data acquired from charged particle

induced fission and in some cases neutron induced fission [107]. Still more data is needed

to test the predictive capabilities of current models to extend the reliability of the current

nuclear data into new energy and time regimes.

One important focus of validating the predictive accuracy of these models is post-detonation

nuclear forensics. Nuclear and thermo-nuclear weapons will generate a mixed neutron energy

spectrum that produces detectable differences in fission product concentrations in the debris

[108, 20, 15]. Because fission product concentrations in debris from different actinides vary

comparably, it is necessary to minimize the uncertainty in the prediction of fission products

and yields from fission induced by neutrons within the thermal to deuterium-tritium fusion

produced neutron energy range. By minimizing the uncertainty in the prediction of fission

product concentrations post-detonation, uncertainties in fuel characteristics of the device are

decreased; thus, shortening the list of materials or material producers that either directly
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assisted in producing the weapon or lost control of weapons capable nuclear material. His-

torically, d-t fusion produced neutron sources have been small relative to reactor sources,

nominally 2-5 orders of magnitude lower in flux than a 1 MW TRIGA reactor [109]. The

largest d-t neutron source, the second generation Rotating Target Neutron Source (RTNS-

II) at the Livermore Laboratory, was capable of producing nominally 3·1013 neutrons per

second at 13-15 MeV using a beam current of 150 mA [110, 111]. This source, and ear-

lier iterations, were used to extend the measured fission yield curve down to Ni66 and up

to Er169 [112, 113, 114]. D-t fusion produced neutrons have predominantly been used by

Los Alamos and Lawrence Livermore National Laboratories (LANL and LLNL) to induce

fission in numerous actinide materials [115, 116]. Fission yields were measured using either

radiation detection then radiochemistry or the reverse and mass spectrometry: using the

aforementioned process, the shortest-lived fission products examined were zirconium-97 and

gadolinium-159 with half-lives of 16.8 and 18.5 hours, respectively from the Los Alamos study

and antimony-130 and cesium-138 with half-lives of 39.5 and 32.2 minutes, respectively for

the Livermore work. Samples were irradiated for a fixed irradiation interval before using

beta, gamma, and/or neutron mutli-scaling to examine the delayed fission product radiation

response [115, 116, 117]. After measuring the delayed response following fission, samples

were chemically separated for counting using beta and gamma ray detection equipment.

After counting, samples were studied using mass spectrometry either to support or inde-

pendently measure the cumulative fission product yields initially estimated using radiation

detection. Little work has been done to examine the yields for fission products at seconds at

fusion neutron energies. An additional caveat to previous measurements of short-lived fission

products, fission yield estimates of these fission products were acquired from gross beta and

neutron counting [118]. Measurements acquired in this way are not isolated measurements

of the individual isotopes, but measurements of the bulk fraction of fission product isotopes

with similar decay characteristics. Meaning, these estimates may include interferences that

are difficult to separate from the primary radiation signature of the radioisotope of interest.
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The two most precise measurement techniques that can both examine fission products with

half-lives as short as microseconds while also isolating individual radioisotope with high pre-

cision: 1) radiation detection coupled to a mass separator, and 2) radiation detection coupled

to Frisch-gridded ion chambers. Facilities like SPIDER, Lohengrin, OSTIS, Miss Piggy, and

others use planchets with a thin film of isotopically pure actinide material that was either

electro or vapor deposited. The planchets were placed in a vacuum chamber to study either

charged particle or neutron induced fission, or spontaneous fission. The technologies used to

support the resources necessary to use these two high-precision techniques requires financial

overhead on the order of millions of dollars. Because of personnel and budgetary constraints,

this method of fission yield analysis could not be used.

A less financially limiting technique for fission product study is neutron activation analy-

sis. CNAA provides access to short-lived fission product decay data at a modest increase in

expense over standard or instrumental neutron activation analysis [118]. CNAA coupled with

a low-intensity neutron source relies on repetition to achieve usable radiation counting statis-

tics. This technique is a non-destructive assay method where an isotopically pure actinide

sample is irradiated to saturate the activity of fission products with half-lives comparable

to the irradiation time. The irradiated sample is then counted for a period of time roughly

equal to or longer than the irradiation time. The process of irradiation followed by counting

is repeated and radiation detection data acquired from each counting period are summed

until the desired precision is achieved [42, 119]. Because this method examines all of the

fission products without separation, the most difficult problem to overcome is gamma-ray in-

terference between fission products that degrade the accuracy of fission yield estimates made

from gamma-ray peak areas. The method used in this work to avoid analyzing gamma-ray

peaks with interferences was gamma-gamma coincidence.

Gamma-gamma coincidence is a method where by two gamma-ray detectors observe

nuclear transitions, unique to particular radioisotopes, by only recording data from the two

detectors when an event is registered in both detectors within a small time window of each
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other (usually the time window is on the order of 10s to 100s of nanoseconds). This method,

coupled with CNAA for bulk fission product counting, can be used to identify interferences

with gamma-ray peaks observed in the singles gamma-ray data [120].

2.3.3 Sensitivity

Neutron activation analysis is a method with comparable sensitivity to mass spectrometry

[121, 90, 31]. Sensitivities on the order of nanograms per gram of sample is not unexpected

using NAA, especially for materials with large neutron interaction probabilities.

Neutron activation analysis is a spectroscopic technique that must contend with interfer-

ence and background affects that are far more prominent than in mass spectrometry. One of

the largest advantages to gamma-ray spectroscopy is also one of its biggest disadvantages.

As discussed in an earlier section gamma-rays are highly penetrating; when they interact in

materials, they do not always fully deposit their energy.

2.3.4 Sample Activation

Neutron activation and decay is a dynamic process that depends on the spatial dis-

tribution of materials and the time, space, and energy dependence of the neutron source.

Mathematically, this process may be expressed as (2.12).

R(~r, t) =

∞∫
0

(∑
i=1 mi(~r, t)NAV αiσi(E)

Mi

)
ϕ(~r,E, t)dE (2.12)

Where R is the total fission rate with time and spatial dependence, m is the density of

element i, NAV is Avogadros number, α is the atom fraction of the elemental isotope, M

is the molar mass, σ is the energy dependent fission cross-section, and ϕ is the angularly

integrated flux with time, energy, and spatial dependence.

This reaction rate determines the fission fragment production rates based on an energy
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dependent yield factor specific to each fission fragment pair. This factor is commonly referred

to as the independent or individual fission isotope yield. These values have been measured

in a variety of ways using gas jets [45, 44], ion accelerators [54], and cyclic activation [122].

The results of these experiments were dependent upon the neutron source average energy.

More specifically, results are provided for actinide isotopes from 227Th to 255Fm at neutron

energies of 0.0023, 5E5, and 1.4E7 eV. These studies were reviewed and reported in the

Evaluated Nuclear Data Files [115, 107, 123, 124]. The values purported for the fission

yields in the ENDF/B-VII libraries were calculated using the weighted average of all available

experimental data and the results using the charge distribution model [125, 39].

The fission rate can be transformed into the production rate of any fission fragment over

an irradiation period by incorporating the energy dependent yield factor as shown in (2.13)

Gp(~r, t) =
∑
i=1

Ni(~r, t)〈σpi (~r, t)〉φ(~r, t) (2.13)

Where G is the generation rate of the fission product p, N is the atom density of actinide i,

〈σpi 〉 is the yield factor weighted flux averaged production cross-section, and φ is the energy

integrated flux. The mathematical definitions of these terms are provided as equations

(2.14a)–(2.14c). The only new term, Y
(p)
i (E), is the energy dependent fractional yield of

fission product p for actinide i.

Ni(~r, t) =
mi(~r, t)NAV αi

Mi

(2.14a)

〈σpi (~r, t)〉 =

∫∞
0
σi(E)Y

(p)
i (E)ϕ(~r,E, t)dE∫∞

0
ϕ(~r,E, t)dE

(2.14b)

φ(~r, t) =

∞∫
0

ϕ(~r,E, t)dE (2.14c)
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The generation rate can now be incorporated into the Bateman’s equations to determine

the total atom density of a single fission product of interest. The differential equation

governing the production of a single fission product is (2.15)

∂Np(~r, t)

∂t
=− (λp + 〈σp(~r, t)〉φ(~r, t))Np(~r, t) +

∑
j=1

λjNj(~r, t)

+
∑
k=1

Nk(~r, t)〈σpk(~r, t)〉φ(~r, t) +Gp(~r, t) (2.15)

The first term on the right is the loss rate due to radioactive decay and neutron ab-

sorption, the second term is the sum of all of the production from radioactive decay from

fission product j into p, the third term is the production from nuclear reactions with fission

products k that generate p, and the last term is the direct production rate from fission. The

differential equation can be solved using an integrating factor. The solution is (2.16)

∂Np(~r, t)

∂t
+ λ∗p(~r, t)Np(~r, t) =

∑
j=1

λjNj(~r, t) +
∑
k=1

Nk(~r, t)〈σpk(~r, t)〉φ(~r, t) +Gp(~r, t) (2.16a)

∂

∂t

(
eλ
∗
ptNp

)
=eλ

∗
pt

(∑
j=1

λjNj(~r, t) +
∑
k=1

Nk(~r, t)〈σpk(~r, t)〉φ(~r, t) +Gp(~r, t)

)
(2.16b)

Np(~r, t1) = e−λ
∗
pt1

[ t1∫
0

eλ
∗
pt

(∑
j=1

λjNj(~r, t) +
∑
k=1

Nk(~r, t)〈σpk(~r, t)〈φ(~r, t) +Gp(~r, t)

)
dt

+Np(~r, 0)

]
(2.16c)

Where λ∗p represents the combined decay and absorption loss coefficient and assumes the
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energy integrated flux may be treated as time-invariant as shown in equation (2.17).

λ∗p = λp + 〈σp(~r)〉φ(~r) (2.17a)

φ(~r,t) = φ(~r) (2.17b)

Equation (2.16) can be greatly simplified by observing the differences in magnitude be-

tween different generation and loss rates. First, actinides have nucleon-nucleon binding

energies that are several hundred keV below the average of their fission fragments. The

underlying cause of this variation is the strong repulsive Coulombic force between all of

the protons packed within large nuclei. The additional energy from the proton repulsion is

mitigated by a larger concentration of neutrons that increase the nuclear strong force. Be-

cause actinides are neutron rich and upon fission do not release all of their excess neutrons

immediately, their fission products are neutron rich meaning the dominant mode of decay

associated with fission products is beta decay (λ
(β)
j ). In most cases, this fact simplifies the

first summation of the above equation by reducing it to one term; a decaying parent isotope

along the same isobar of a fission product isotope. An example is provided in figure 2.6.

Other, more complicated, scenarios include at most two terms in the first summation of

equation (2.16). This is a result of the second most predominant mode of fission product

decay, neutron emission (λ
(n)
j ). Fission product nuclides with large contributions from this

mode of decay have two terms in the first summation of the previous equation.

The second summation may be completely neglected because the atom densities of each

individual fission product k are on the order of at most several hundred thousand atoms,

the cross-section is commonly not known for short-lived fission products, and the cross-

sections for threshold reactions like proton knock-out (n, p) or double neutron knock-out

(n, 2n) are commonly on the order of a barn or milli-barns. It may be assumed that the
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Figure 2.6: Neutron rich isobar chain of atomic weight 99. An example of an isobar chain
where beta decay is the primary mode of atomic transition.
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contributions to the production rate of a single fission fragment from exotic nuclear reactions

with other fragments would be orders of magnitude smaller than the primary sources of

generation (fission generation and parent nuclide decay). The equations incorporating these

simplifications are provided for the two different cases of isotope generation((2.18a)–(2.18b)).

Np(~r, t1) = e−λpt1

[ t1∫
0

eλpt
(
λ

(β)
j Nj(~r, t) +Gp(~r, t)

)
dt+Np(~r, 0)

]
(2.18a)

Np(~r, t1) = e−λpt1

[ t1∫
0

eλpt
(
λ

(β)
j Nj(~r, t) + λ

(n)
j Nj(~r, t) +Gp(~r, t)

)
dt+Np(~r, 0)

]
(2.18b)

Treating the t1 variable as the end of irradiation (EOI) where the generation rate Gp

becomes zero, the atom density Np(~r, t1) becomes the initial condition of a similar equation.

The discontinuity of the generation rate during a controlled irradiation forces the solution

of the time dependent atom density to be discontinuous at t1. The atom density after the

EOI may be derived from (2.15) by setting Gp = 0 and applying the same assumptions

used to derive (2.18a)–(2.18b). The differential form of the EOI atom density is provided in

(2.19a)–(2.19b).

∂Np(~r, t)

∂t
= −λpNp(~r, t) + λ

(β)
j Nj(~r, t) (2.19a)

∂Np(~r, t)

∂t
= −λpNp(~r, t) + λ

(β)
j Nj(~r, t) + λ

(n)
j Nj(~r, t) (2.19b)
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The solutions to (2.19a)–(2.19b) are (2.20a)–(2.20b).

Np(~r, t2) = e−λpt2

[ t2∫
t1

eλptλ
(β)
j Nj(~r, t)dt+ eλpt1Np(~r, t1)

]
(2.20a)

Np(~r, t2) = e−λpt2

[ t2∫
t1

eλpt
(
λ

(β)
j Nj(~r, t) + λ

(n)
j Nj(~r, t)

)
dt+ eλpt1Np(~r, t1)

]
(2.20b)

Thus far, explicit solutions to the time dependent atom densities have remained elusive.

This is only a formality caused by a lack of boundary conditions and physical constraints.

Referring to figure 2.6, the beta decay chain is finite. For all intents and purposes of this

study, 99Kr has no production rate contributions from parent isotope beta or neutron decay.

The production probability of the parent isotope of 99Kr is most likely non-zero, but is

assumed to be nearly zero. Also, the initial sample material may be assumed to contain zero

99Kr (K9) at any time before irradiation. This assumption may be justified in observing the

particularly short half-life of 99Kr. Therefore, equation (2.19a) simplifies to equation (2.21).

NK9(~r, t) = e−λK9t1

[ t1∫
0

eλK9tGK9(~r, t)dt

]
(2.21)

The first set of experiments used high-purity sample materials composed of a single

actinide isotope, 232Th (T02). The half-life of this material is on the order of tens of billions

of years. The microscopic fission cross-section for 14 MeV neutrons is slightly less than

one barn. Also, the flux is controlled by an electronics system that monitors and sustains

the deuteron beam current. The neutron output from the source does not vary drastically

over time and may be assumed constant. Using these assumptions and solving for the time-

48



dependent atom density of 232Th using(2.15) yields (2.22a)–(2.22b).

∂NT02(~r, t)

∂t
= −

(
λT02 + 〈σT02

f 〉φ(~r)
)
NT02(~r, t) (2.22a)

NT02(~r, t1) = NT02(~r, t)e−
(
λT02+〈σT02

f 〉φ(~r)
)
t (2.22b)

The decay rate during irradiation is so small that it would take nominally 30,000 years

of constant irradiation to lose one percent of the initial starting material. The irradiation

time used in these experiments was on the order of seconds; therefore, the atom density of

the target material is assumed constant (2.23).

NT02(~r, t1) = NT02(~r, t)e−
(
λT02+〈σT02

f 〉φ(~r)
)
t ≈ NT02(~r, 0) ∀t < 10000a (2.23)

Inserting (2.23) into equation (2.21) yields equation (2.24).

NK9(~r, t) = e−λK9t1

[ t1∫
0

eλK9tNT02(~r, 0)〈σT02
f 〉φ(~r)dt

]
(2.24)

The final solution for the time dependent atom density of 99Kr during irradiation becomes

(2.25).

NK9(~r, t1) = NT02(~r, 0)〈σT02
f 〉φ(~r)

1− eλK9t1

λK9

(2.25)

The post-irradiation atom density may be determined using (2.20a) and the results of

(2.25). The post-irradiation atom density of 99Kr is (2.26).
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NK9(~r, t2) = e−λK9t2

[
NT02(~r, 0)〈σT02

f 〉φ(~r)
1− eλK9t1

λK9

]
(2.26)

The process of searching for the decay shape of more complex decay schemes like 99Zr

can easily be continued from equations (2.25) and (2.26). The last and final simplification to

the above equation is focused on the microscopic cross-section (2.14b). Because the source is

a fusion neutron generator, the flux energy distribution is strongly peaked around 14 MeV.

Also, the fission cross-section and yield fraction terms on the left-hand side of (2.14b) do not

vary drastically around this energy. Therefore, both the cross-section and the yield factor

may be approximated as constants. Applying this approximation to (2.14b) yields (2.27).

〈σpi (~r, t)〉 =

∫∞
0
σi(E)Y

(p)
i (E)ϕ(~r,E, t)dE∫∞

0
ϕ(~r,E, t)dE

≈ σiY
(p)
i (2.27)

The final solution to the time dependent atom density of 99Kr is (2.28).

NK9(~r, t) =


NT02(~r, 0)〈σT02

f 〉φ(~r)1−eλK9t1

λK9
t1 ≥ t ≥ 0

e−λK9t2

[
NT02(~r, 0)〈σT02

f 〉φ(~r)1−eλK9t1

λK9

]
t ≥ t1

 (2.28)

All of the assumptions used to derive the expected decay schemes for the isotopes along

isobars are listed in table 2.1.

2.4 Closing

Thus far, a history of nuclear forensics and the difficulties associated with it, neutron

activation analysis and coincident gamma-spectroscopy, and models of radioactive decay and

radiation detection have been presented. These methods are the foundations of the method

used in the experiments conducted for this dissertation. Both the gamma-ray singles and
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Assumptions
1 There are only two dominant forms of fission product decay: (1) beta,

and (2) neutron emission.
2 Exotic nuclide production and loss reactions like (n, p) and (n, 2n) are

negligibly small in comparison to the primary production and loss mech-
anisms, fission and radioactive decay.

3 Parent nuclides along isobars not listed in the Chart of the Nuclides
have half-lives that are negligibly small, their decay into the daughter
may be treated as instantaneous.

4 The target material is well characterized and impurities with detrimen-
tal effects to the measurements are negligible.

5 The starting target material inventory does not include any fission prod-
ucts.

6 The neutron source is stable over short irradiation times and may be
approximated as time independent.

7 The neutron source energy distribution is peaked at the deuterium-
tritium fusion energy and the fission cross-section and energy dependent
yield factors may be approximated as constant at this energy.

Table 2.1: A list of assumptions used to derive the time-dependent atom density of the fission
fragments.

coincident data were acquired simultaneously using advanced electronics equipment while

performing multiple controlled sample irradiations to preferentially saturate the activity of

fission products with half-lives on the order of seconds. An introduction to the facility and

experimental validation of the pneumatic system and detection equipment is provided in the

next chapter.
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CHAPTER III

Pneumatic System Testing

3.1 Introduction

The University of Michigan Neutron Science Laboratory (UofM-NSL) was selected as

an ideal location to perform 14 MeV fission yield studies because of the already in place

pneumatic system and largest commercially available fusion neutron source. However, this

facility was originally designed to perform single sample irradiations followed by counting.

This approach has been used in the past to measure fission products with minute to hour

half-lives but would not be useful in observing short-lived fission products. To retain the

current infrastructure and to avoid costly modifications to the facility, the cyclic neutron ac-

tivation analysis approach was selected. The primary alternative to cyclic neutron activation

analysis would have been to redesign the facility to use the gas-jet technique. This would

have required a complete facility overhaul and lengthy revisions to the Nuclear Regulatory

Commission licensing to accomplish installation of such a system.

Several modifications were needed to prepare the UofM-NSL facility for cyclic sample

activation. First, the pneumatic system tubing was modified to minimize the sample transit

distance and number of tubing bends. This was accomplished by rerouting the system to

transfer samples directly from the irradiation enclosure to the installed detection system.

Figure 3.1 illustrates how the system was modified to accommodate this change. Second,

the control system software and hardware was modified to automate the cyclic irradiation

52



of samples and to provide sample transfer timing information. A programming “for” loop

was added to the control system software. This loop took input from the system user to

define the irradiation and count time of each cycle and how many cycles to perform before

stopping. The hardware modification involved replacing an analog-to-digital voltage monitor

that recorded the voltage output from two infrared optical sensors. These optical sensors

were placed at each end of the pneumatic system; one near the end of the tubing inside the

irradiation enclosure and the other just above the counting end station. The original ADC

operated at a 10 sample per second rate. This sampling rate was far below the total time

(approximately 10 milliseconds) it took the rabbit capsule to cross the infrared beam of the

optical sensors. The original ADC commonly failed to record the voltage change from the

optical sensors produced by the pneumatic capsule. It was replaced with a new ADC with

a 10000 sample per second rate and the control system was reprogrammed to both use the

ADC to keep track of the position of the sample and to record the irradiation time, sample

transit times to and from the generator and detector, and count timing with 100 microsecond

precision.

This facility was comprised of a Thermo-Scientific D711 accelerator based deuterium-

tritium (D-T) fusion neutron generator, a pneumatic transfer system, and a lead shielded

box with four ports: one small vertical port at the top for the pneumatically transferred

target, and three other ports, one on bottom and two along a set of parallel sides, for three

high-purity germanium detectors.

The NSL facility was modified to measure fission product half-lives, gamma-ray branch-

ing ratios, and independent/cumulative fission yields with half-lives as short as a half second.

Before embarking on costly, time consuming work and contaminating high-quality actinide

foils, it was necessary to test the NSL facility using a benchmark.

Lithium-carbonate(Li2CO3), heat sealed in polyethylene, was cyclically irradiated to pro-

duce nitrogen-16 (16N) from the 16O(n, p)16N reaction and gamma-rays emitted from the

activated target were used to measure the stability of the radiation detectors, repeatability

53



Figure 3.1: Original and adjusted pneumatic system. The red and blue dashed lines indicate
adjustments that were made to simplify the original pneumatic system in the summers of
2013 and 2015, respectively.

of the pneumatic system, and cycle-to-cycle variability in the neutron generator output. 16N

was selected because the length of the half-life is comparable to that of many of the fission

products the NSL facility has been developed to measure (7.108 seconds), sample material

ideal for generating a mono-isotopic gamma-ray spectrum was readily available, and the half-

life measurement would resolve any concern regarding measurement bias from background

interference in previous measurements listed in the nuclear data sheets [126, 127]. Results of

this work quantified sources of systematic variability from the NSL equipment, contributed

to the measurement of 16N, and provided a foundation to qualify the capabilities of the NSL

facility in support of nuclear forensics research.

Prior to the four experiments performed from 1964 to 1970 used to calculate the cur-

rently published half-life value of 16N, the half-life was consistently measured to be 3% higher

[126]. The third publication of the four published from 1964 to 1970 [128] lead the authors

to conclude that there were, potentially, additional sources of background activation by-

product that had biased the results of all measurements before 1966. This discrepancy has
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yet to be resolved. The half-life on the order of seconds and opportunity to resolve a historic

question regarding bias made the examination of the half-life of 16N an ideal candidate for

benchmarking the performance of the NSL facility.

3.2 Experiment

A mass of 0.47 grams of Li2CO3 powder was compressed inside a volume of 0.03 cubic

inches and heat sealed inside a polyethylene target using a hand vice and ceramic inductively

heated oven. The target was composed of two separate parts: (1) a cylindrical body with

a bulletized cavity and (2) a plug. Li2CO3 powder was added to the internal encapsulation

body and the plug was inserted into the top of the capsule. Once the target had been

weighed, it was placed inside the steel press shown in figure 3.2 and the vice was tightened

by hand and placed in an oven at 140◦C for three hours. After heat treatment, the target

was removed from the furnace and left to cool in air before removal from the press and

installation in a pneumatic capsule shown in figure 3.3.

The FIRST capsule containing the target was loaded into the FIRST detector end station

and armed by opening the compressed gas cylinders. Helium gas (99.5% purity) was used

as the flow gas to move the capsule through the pneumatic system. Helium was selected to

minimize ejection of activated air into the lead box from the end station and increasing the

number of external nitrogen-16 decay counts.

Once the FIRST capsule was loaded, the D711 Thermo-Scientific D-T neutron generator

was brought to power at standard operating conditions of 160 kV accelerating potential and

1.5 mA current of deuterons. A ten minute background count of the sample was taken from

all three detectors once the generator’s output had reached stability. After verifying there

were no peaks in the high-energy region that would interfere with the full energy, single,

and/or double escape peaks of the 6128 keV gamma-ray line of 16N, the pneumatic system

and DSPEC Pro multichannel analyzers were prepared for the CNAA experiment.

The control software monitors two control system components: an ADAM module (M#
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Figure 3.2: Steel press used to heat seal the capsule. The press was composed of an anvil
(left) body (center) and cap (right). The hand vice displayed at the top of the photo was
used to hold the anvil and cap in place while the sample was heated in an induction coil
ceramic oven.

Figure 3.3: Internal target (darker shade) and FIRST capsule used to cyclically irradiate the
target material. Final dimensions of the FIRST capsule and internal target were all within
0.01” of the listed dimensions. The end closest to the target volume was the end nearest the
generator during irradiations and vice versa during counting.

56



Neutron Generator 
Biological Shield

Fast Irradiated 
Rapid Sample 

Transfer (FIRST)

Irradiated 
Sample 

Counting 
Station

Figure 3.4: Photograph of the University of Michigan’s Neutron Science Laboratory facility.
The pneumatic system tubing, generator shielding, and detection end station are visible.

ADAM-4522) which actuates the helium control valves, and an analog-to-digital voltage

monitor from National Instruments (NI) (M# USB-6008). The voltage monitor was directly

connected to two laser optical sensors. One optical sensor was located 13.25” from the

neutron generator inside the generator enclosure, the second was located 31.5” above the

pneumatic end station sitting above the radiation detector. An annotated photograph of the

facility is provided in figure 3.4.

Timing data for each cycle were recorded in a text file starting with a clock formatted

time-stamp representing the moment the helium valve was opened. This time stamp was

followed by three additional values: (1) the transit time to the generator, (2) transit time

from the generator, and (3) the irradiation time. Timing uncertainty in the pneumatic

system were all assumed to be 0.1 milliseconds based on the NI voltage monitor sample rate.

Three HPGe detectors were used to acquire data from the irradiated sample. Figure 3.5 is

a photograph of the HPGe detectors with the end station sitting above the vertical detector

(vert). Each detector was connected to a separate DSPEC Pro data acquisition system

operating in list-mode [129]. List-mode acquisition is characterized as a list of time-stamped

channel numbers. The real-time clock value was reported to an accuracy of 200-nanosecond

57



from the start of acquisition. Every 10 milliseconds (when the real-time clock rolled over

50000), an additional set of information was written to the buffer: (1) a 30-bit integer value

indicating the number of times the real-time clock had rolled over since start of acquisition,

(2) a second 30-bit integer value indicating the number of times the live-time clock had rolled

over, (3) the value of the real-time clock at the moment the fourth value was written to the

buffer, and (4) the clock value recorded by the computer on receiving the buffer data from

the DSPEC Pro. Using the computer generated clock value and the difference between the

recorded time-stamp value of each event and the third value indicating the position of the

real-time clock within the DSPEC Pro, the moment of each count was correlated to the time

of acquisition with an accuracy of 200 nanoseconds. Variation in the clock response within

the computer acquiring data was found to be much higher than the resolution of the internal

clock of the DSPEC Pro. After examining the clock response within the data acquisition

computer the maximum accuracy of the individual events was found to be comparable to

the 0.1 millisecond resolution of the NI instrument.

The irradiation time was set to 25 seconds, the count time to 95 seconds, and the number

of cycles to 50 in the control software. The irradiation time was selected to exceed 90%

saturation of the 16N activation product. The count time was selected to limit the residual

16N activity upon re-irradiation to below 0.01%. Additional cycles beyond 50 could have

been performed; however, wear on the capsule increased the the transit time beyond the 500

millisecond threshold. After list-mode data acquisition was stopped from all three germanium

detectors, an additional count of the sample was taken. The final count was made to ensure

no activation contaminants were present in the high-energy region around the 16N 6.1 and

7.1 MeV gamma-ray emissions. No activation contaminants were observed after 20 minutes

of counting post irradiation.
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Figure 3.5: HPGe detectors in the lead shield used to acquire data from the experiment.
The end station tubing enters through a small hole between the sliding lead doors. Within
the lead box are three detectors. Two of the detectors lie roughly along the two cardinal
directions and are aptly named east (left in photo) and west. The third detector, named
vert, is coupled to the end station using an acrylic spacer. The neutron generator lies several
feet north of the detectors behind 2 inches of polyethylene, six feet of concrete, 2 inches of
borated polyethylene, 4 inches of lead, and an 1/8” of copper.
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3.3 Data and Analysis

List-mode data acquired from a DSPEC Pro consist of a list of channel numbers and

time-stamps accurate to 0.1 milliseconds with live-time clock values reported every 10 mil-

liseconds. Timing information from the pneumatic system was used to find one event for

each cycle within the list of recorded channel numbers closest to the time when the sample

was returned to the detectors. The first event of each cycle was used to parse the next 95

seconds of count data into 190 500 millisecond spectra. Microphonic vibrations from helium

passing through the detector end station produced spurious counts in the detectors. To avoid

contaminating the measurement results, the first 500 millisecond spectrum was ignored. As

mentioned in the experimental section, the list-mode data stream is effectively a continouos

stream of channel values and time-stamps interspersed with header outputs that include the

live-time clock. To calculate the various parameters used to examine the repeatability of the

NSL facility, several parameters were needed from the data stream in addition to the count-

ing spectra. These parameters were: count-rate, live-time, and real-time. Real-time was

calculated by evaluating the difference between the time-stamps of the last and first count

recorded in the spectrum. Live-time was measured by evaluating the difference between

the last and first header outputs from the data stream within the range of the last and first

recorded count and dead-time was simply the difference between these values. Real-time and

live-time were recorded for each spectrum from each cycle. While evaluating the half-life

of 16N, the spectra from each cycle were combined. Real-time, live-time, and count-rate for

the final summed set of spectra had to be carefully tabulated for the dead-time and pile-up

count-loss corrections. The real-time and live-time were summed together as the spectra

were combined and the total sum of counts divided by the sum of live-times was used as the

average count-rate in all three HPGe detectors. The dead-time, however, could not simply

be the difference in the summed real-time and live-time. The difference in summed real-time

and live-time had to be averaged over the number of cycles to produce a dead-time that
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Figure 3.6: Gamma-ray spectrum acquired from the west detector 0.5 seconds to 50 seconds
after irradiation. The full-energy, single and double escape peaks of the 7.1 and 6.1 MeV,
the 2741 keV, and the 511 keV gamma-ray lines are visible scanning the spectrum from right
to left.

accurately reflected the average dead-time of each 500 millisecond timeslice.

The first two results examined were the variability in detector response induced by vari-

ations in sample positioning and generator intensity. These affects were examined using the

total number of counts measured from each detector during the first 50 seconds of counting.

Figure 3.6 is the spectrum acquired from 0.5 seconds to 50 seconds after irradiation from

detector west. The third result examined the variation in irradiation and transit timing of

the pneumatic capsule from timing information. These results were assumed to be normally

distributed about a mean and the standard deviation was calculated as the square-root of

the sum of squared differences between the mean and measured values divided by the square-

root of the number of cycles minus one.

The fourth result examined was the half-life of 16N. Data acquired during the first 75

seconds, over ten half-lives of 16N, were used to make this measurement. This result was

determined after selecting three regions of interest (ROI) spanning the channel ranges under
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the full energy, single, and double escape peaks of the 6128 keV gamma-ray line. The sum

of counts in the specified ROIs were recorded from each 500 millisecond long spectrum and

summed together across cycles to produce one set of 149 peak area sums for fitting. The

half-life was measured using a linearized χ2 minimization technique [130, 131]. The value of

the half-life was varied from 4 seconds to 9 seconds in 0.001 second increments. For each 500

millisecond spectrum, the sum of peak areas was corrected for dead-time and pulse pile-up

using a predefined value of the half-life using equation (3.1) where C ′i is the corrected peak

area, Ci is the uncorrected peak area, λ = ln(2)/T1/2 is the decay constant, LT was the

average live-time recorded from the set of summed spectra spanning the set of cycles, DT

was the average dead-time, α was the pile-up rejection constant (400 nanoseconds), and CR

was the total sum of counts from all of the spectra divided by the sum of live-times, or

average count-rate.

C ′i =
Ci

1− e−λLT
· e

λDT − 1

λDT
· eα·CR (3.1)

After correcting for decay during counting, dead-time, and pulse pile-up, the peak areas

were applied to equation (3.2) where A is a scaling constant that normalizes the exponential

curve to fit the data and λ contains the value of the half-life.

C ′i = A · e−λti (3.2)

The scaling constant (A) was determined for each increment of the half-life using equation

(3.3). Once the scaling constant was determined, the χ2 value was measured for the pre-

defined half-life value using equation (3.4).

A =

∑149
i=1

C′i·e−λti
σ2
C′
i∑149

i=1
2·e−λti
σ2
C′
i

(3.3)

χ2 =
149∑
i=1

(C ′i − A · e−λti)2

σ2
C′i

(3.4)
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Figure 3.7: Normalized-χ2 parabola for the half-life measurement produced from data ac-
quired from the west detector.

The calculation of normalized-χ2 was repeated for each subsequent value of the half-life

to map a parabola in normalized-χ2 space as shown in figure 3.7. The ordinate associated

with the minimum is the best estimate of the half-life and the ordinate associated with the

minimum normalized-χ2 value plus one divided by the difference of the number of degrees

of freedom minus the number of free parameters is the uncertainty.

3.4 Results & Discussion

The primary objective of this experiment was to examine the systematic variability in

the CNAA system. The first possible source of variability examined was the positioning of

the target upon return from irradiation. This was measured by comparing the ratio of the

total sum of counts measured from 0.5 to 50 seconds between the three detectors. Provided

the sample returned to the same place each time, the ratio of the total counts spanning the

same counting period for each detector ratio should be constant regardless of the neutron

generator’s intensity.
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Figure 3.8: Ratio of total counts measured from 0.5 to 50 seconds from each cycle between
detectors east and west to detector vert. The target was roughly centered between east and
west. The averages for each set are plotted as dotted lines.

The measured ratios as a function of cycle are presented in figure 3.8, and table 3.1 pro-

vides the mean and standard deviation calculated using inverse-variance weighting and the

normalized-χ2 values. The uncertainty was measured as the square-root of the total number

of counts. Figure 3.8 illustrates that the variability associated with the counting geometry

along the vertical axis relative to the horizontal axis is insignificant. The large normalized-χ2

value measured from the ratio of counts from the two horizontal detectors indicates there is

additional variation in the target position that affects the statistical precision of the ratio

beyond the standard Poisson statistical analysis. This additional variation is likely caused

by the mismatch in the outer diameter (0.53”) of pneumatic capsule and the inner diameter

of the pneumatic system tubing (0.51”) of 0.02”. Nevertheless, the sample positioning was

determined to be repeatable, but exhibited additional random variation in the horizontal

positioning. The impact on the statistical certainty of the measurement can be estimated

from the square-root of normalized-χ2 minus one; thus, a normalized-χ2 of 1.793 indicates
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Detector Ratio Mean (1-σ) Normalized-χ2

west/vert 2.1836(33) 1.160
east/vert 2.3905(35) 0.9779
west/east 0.9133(11) 1.793

Table 3.1: Mean, standard deviation, and normalized-χ2 values for each measured ratio using
only Poisson statistics.

Detector Mean (1-σ) Normalized-χ2

east 31469(25) 2.807
west 28746(35) 2.787
vert 13162(16) 0.854

Table 3.2: Total counts measured 0.5 to 50 seconds after irradiation for each cycle.

that the standard deviation is roughly 34% larger than the estimate produced using only

Poisson statistics.

After estimating the statistical impact of the counting geometry, the total measured

counts were examined cycle-by-cycle to measure the variation relative to the inverse-variance

weighted mean. The total number of counts from both horizontal detectors measured from

0.5 to 50 seconds after sample return are provided in figure 3.9. The large normalized-χ2 val-

ues from table 3.2 for the two horizontal detectors is a combination of the observed variation

in the horizontal positioning of the target and generator intensity. The estimated increase

in standard deviation needed to achieve a normalized-χ2 equivalent to one was 67%. Using

this estimate and the previous estimate, added variation from generator intensity is roughly

equivalent to variation induced by target positioning.

The next source of variation examined was the transit and irradiation timing. Figures 3.10

and 3.11 are the irradiation time and the transit times between optical sensors observed from

each cycle using the ADC. The irradiation timing has been shown to be highly repeatable

(see figure 3.10). The standard deviation was measured to be less than one millisecond and

is assumed to have had a negligible impact on the activation process.

Figure 3.11 illustrates the transit time from the generator to the detector is slightly

slower and variable than transit to the generator. A likely explanation for why this occurs
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Figure 3.9: Total counts measured from the two horizontal HPGe detectors during the period
0.5 to 50 seconds after irradiation for each cycle. The averages for each set are plotted as
dotted lines.

can be inferred from figure 3.3. Because the center-of-mass of the pneumatic capsule is

skewed away from the heat sealed end of the internal encapsulation, the capsule travels

more naturally through the tubing when moving toward the generator, but during return it

rattles through the tubing as the capsule attempts to rotate about the axis perpendicular to

the capsule’s cylindrical axis. The additional frictional losses along the walls of the FIRST

system tubing result in additional variation and a slight delay in the return time from the

generator. In addition to a delay transit from the generator, there is one cycle with a transit

time nearly twice the peak of the distribution in figure 3.11. The last cycle’s return time

exceeded 400 milliseconds. During pneumatic system testing, it has been observed that

wear on the capsules from multiple cycles rounds and tapers the ends of the pneumatic

capsule decreasing the outer diameter of the capsule. From experience, a FIRST capsule

lifetime should be limited to at most 50 cycles before replacing it. Finally, the half-life

was measured from each detector by adding subsequent cycles together. The final results
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Figure 3.10: Irradiation time measured using the optical sensors relative to the 25 second
time set by the control software.

Figure 3.11: Measured transit time to and from the neutron generator.

67



Detector Half-life (sec) 1-σ (sec) Normalized-χ2 Residual R2

west 7.113 0.023 1.263 0.9993
east 7.092 0.022 1.022 0.9996
vert 7.147 0.039 1.272 0.9981

Table 3.3: Measured half-life results from each detector acquired from 40 seconds of counting
using a 1 second delay and 0.5 second counting bins.

Citation Half-life (sec) 1-σ (sec)
[132] 7.14 0.02
[133] 7.16 0.04
[128] 7.10 0.03
[134] 7.13 0.04

Table 3.4: Historical half-life results and associated works.

from each detector, provided in table 3.3, were combined using inverse-variance weighting

to produce the following estimate: 7.108(15) seconds. In contrast to the references in the

Nuclear Data Sheets provided in table 3.4, this value was not determined using a single

channel analyzer summing counts above a predefined threshold. Rather, this measurement

was determined by summing the counts from the full energy, single, and double escape peaks

of the 6128 keV gamma-ray line and is not affected by any additional sources of activity

in the high-energy region of the spectra. This fact coupled with the negligible background

count-rate in the ROIs suggests the final estimate agrees well with the previous measurements

available from the Nuclear Data Sheets and affirms their result are not statistically precise

enough to be sensistive to small, minor variations in background.

3.5 Closing

The UofM-NSL has successfully examined the systematic uncertainties of the various

mechanical components that comprise the CNAA system. The counting geometry was found

to have negligible variation in the vertical direction, but exhibited appreciable variation in

the horizontal direction due to the larger inner diameter of the pneumatic tubing relative

to the outer diameter of the rabbit capsule. The systematic uncertainty between cycles was
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estimated to increase the standard deviation of the Poisson statistics by 34%.

In addition to the increased variation resulting from random variation of the capsule

position in the horizontal direction, variation in the neutron generator’s output was estimated

to increase the standard deviation of the Poisson statistcs by an additional 33%. The transit

timing and repeatability of the irradiation time was also examined and found to have a

negligible impact on the systematic variation relative to variation in sample positioning and

generator output. Gain stability of the radiation detectors was found to be only slightly larger

than the Poisson statistical certainty of the centroid and the measured half-life from each

detector for 16N agreed with the published values. The final value measured by combining

the results from each detector using inverse-variance weighting was 7.108(15) seconds; thus,

verifying the past four published measurements.
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CHAPTER IV

Detector & Generator Characterization

4.1 Introduction

After characterizing and quantifying systematic uncertainties inherent to the pneumatic

system, an experiment was designed to expand the capabilities of the three-crystal detection

system to include gamma-gamma coincidence. Two significant adjustments were made to the

detection system: 1) a new data acquisition (DAQ) system on loan from Pacific Northwest

National Laboratory was installed and 2) an aluminum centering jig was installed to main-

tain a repeatable counting geometry for the three crystals. With these two adjustments,

it was necessary to re-characterize the detector response and optimize the new capability

of gamma-gamma coincidence afforded by the new DAQ. After optimizing the new DAQ

equipment for the detection system, a set of activation targets were irradiated using the

pneumatic system and neutron generator to characterize the neutron flux-energy distribu-

tion using both MCNP6 and STAYSL PNNL [135, 100]. Historically, neutron induced fission

yield measurements have not included detailed characterization of the neutron source spec-

trum [136, 137, 51]. More recent studies have highlighted how crucial it is to understand and

fully characterize the neutron source used for these types of measurements [138, 139, 140].

The lack of neutron flux characterization in previous fission yield studies limits the sensitiv-

ity of systematic interpolation methods for energy dependent fission yield predictions [141].

One example of this limitation is most clearly presented in the 1993 fission yield review by
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England and Rider where fission yield information from each actinide was related to one

of three crude neutron energy spectra labeled either thermal, fast, or 14 MeV [124]. More

recent reviews have not explicitly segregated fission yield studies into the same simplified

three group structure, but have treated each study independently, drawing theoretical model

comparisons for individual experiments [141]. Neutron energy spectra for the three labels are

approximately known but can vary significantly between facilities. Measurements predating

the 1980s of 14 MeV fission yield measurements have not regularly used spectral- adjustment

neutron dosimetry tools, like STAYSL PNNL [100], or full Monte Carlo neutron simulations

to characterize the neutron energy distribution [135, 142]. The impact of neutron thermal-

ization on 14 MeV neutron induced fission yield studies is important because of the slowing

down and room return of neutrons scattering within the facility. The contribution of ther-

mal and epithermal fission to the total fission for fissionable isotopes like thorium-232 and

uranium-238 is small. However, for fissile isotopes, isotopes of interest to nuclear forensics,

with thermal and epithermal fission cross-sections three or four orders of magnitude larger

than their 14 MeV fission cross-section, the fission rate contribution from scattered neutrons

becomes order of a percent or, in some cases order 10% of the total fission rate. Neglecting

to characterize the source neutron spectrum limits the ability of reviewers to deconvolve the

contribution to the fission yield distribution from down-scattered neutrons or at the very

least provide a better estimate of the fission cross-section weighted average neutron energy

such that experiments are no longer binned in a simple three bin energy structure as they

were in England and Rider’s review [124].

4.2 Background

Neutron source characterization is a challenging process. The most common and precise

means of estimating the neutron energy spectrum has been to use time-of-flight techniques.

Since the time-of-flight technique is not applicable to irradiations where the target and

source are in close proximity, an alternative method was needed. The alternative to time-
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of-flight used in this work was to irradiate materials with well-known energy-dependent

activation cross-sections and then deconvolve the neutron spectrum using linear least squares

to adjust an estimate of the neutron energy spectrum generated from MCNP6 to minimize

the chi-square of the difference between the measured reaction rate and the one predicted

using the simulated neutron source of each reaction from the activation targets [100, 143].

STAYSL PNNL is a software package designed to perform this linear least squares process

and propagate the uncertainty estimates of the neutron energy spectrum and reaction cross-

sections. In addition to providing the best estimate of the neutron spectrum, based on the

simulation output, STAYSL PNNL provides a calculation of the energy-integrated product

of the source flux and fission cross-section, and covariance matrices for the flux and cross-

sections i.e. an estimate of the fission rate, for thorium-232, uranium-238, and uranium-235

and the means to carefully evaluate their uncertainty. A comparison of hand-calculations

of the fission rate to that reported from STAYSL PNNL is presented to illustrate the large

difference in predicted fission rates with and without accounting for neutron down scatter

for actinides with large thermal fission cross-sections. In analyzing the short-lived fission

product data, there are several sources of error. These sources of error in order of largest

to smallest are the: total number of fissions, gamma-ray self-shielding correction factor,

detection efficiency, dead-time and pulse pile-up correction factors, sample mass, cycling

correction factor, gamma-ray branching ratios, irradiation time, and isotope half-life. This

papers focus is to illustrate the reliability of this new fission product analysis system while

also identifying the uncertainty in the efficiency and total number of fissions.

4.3 Experiment

A gamma-gamma coincidence detector was constructed for this experimental campaign

and characterized using a multi-gamma standard and the Monte Carlo simulation toolkit,

GEANT4, provided by CERN [142]. The system was used to acquire data from four activa-

tion targets that were irradiated to characterize the neutron energy spectrum. The contribu-
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Figure 4.1: (a) Calibration standard r-651-c13 and the pneumatic capsule shell and (b)
MCNP6 CAD rendering of complete capsule in the irradiation end station.

tion from thermal and epithermal neutron induced fission to the fission rate of each actinide

target were estimated using STAYSL PNNL neutron dosimetry and MCNP6 neutron simu-

lation software. A detailed example of a similar source characterization is provided in [143].

The work performed at UofM-NSL involved the use of a pneumatic transfer system to shuttle

polyethylene capsules containing samples to be activated between a gamma-ray spectrometer

composed of three high-purity germanium (HPGe) detectors and a D711 Thermo-Scientific

accelerator driven deuterium-tritium fusion neutron generator. A photo of a polyethylene

rabbit capsule and the calibration standard used for this work are presented in figure 4.1a,

figure 4.1b is a CAD rendered cross-section of the capsule inside the irradiation end-station.

The internal and external capsules were designed as separate pieces to allow for more cyclic

irradiations by replacing worn external rabbit capsules as needed. Rabbit capsules were

irradiated such that the active sample region was placed closest to the generator head as

shown in figure 4.2a, figure 4.2b and c present photos of the generator and irradiation end

station.

The three-crystal spectrometer was modeled using GEANT4 to estimate the full-energy

peak and total efficiency as a function of incident gamma-ray energy and to estimate the

impact of angular correlation on the measured coincidences. Figure 4.3a is a GEANT4

CAD rendering of the three-crystal spectrometer and figure 4.3b is a photo of it inside the

shielded enclosure. Capsules were counted with the center of the active source region placed

63.5 millimeters from the face of each detector can.

Calibration standard r-651-c13 from PNNL was delivered to the UofM-NSL along with
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Figure 4.2: (a) CAD rendering of the generator and end station from MCNP6, photos
of (b) the Thermo-Scientific D711 deuterium-tritium fusion neutron generator and (c) the
irradiated sample end station.

Figure 4.3: (a) GEANT4 CAD rendering of the counting end station and detection sys-
tem and (b) a photo of the assembled detection system, aluminum alignment device, and
pneumatic counting system.
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Nuclide Energy (keV) Branching Ratio (%) Emission Rate (γ/sec) Uncertainty (3-σ)
Cd-109 88.034 3.70 254.46 7.63
Co-57 122.061 85.60 141.40 4.24
Co-57 136.474 10.68 17.64 0.53
Ce-139 165.858 80.00 70.13 2.10
Sn-113 391.698 64.97 156.67 4.70
Cs-137 661.657 85.10 1488.35 44.65
Y-88 898.042 93.70 388.68 11.66
Co-60 1173.228 99.85 1928.52 57.86
Co-60 1332.492 99.98 1931.41 57.94
Y-88 1836.063 99.20 411.46 12.34

Table 4.1: A list of radionuclides contained in calibration standard r-651-c13, their gamma-
line energies and branching ratios, and source emission rates at start of counting, 17:04
2/19/15 (EST) are also provided.

an XIA Pixie-4 digitizer for DAQ. The calibration standard was produced by drying an

aliquot 0.1004 mL of Eckert & Ziegler source number 1725-53 on a circular piece of 8.7mm

diameter Whatman ashless filter paper. Table 4.1 is the list of radionuclides and their

respective gamma-lines of interest. A National Instruments PCI-e crate and XIA Pixie-4

digitizer module were used for DAQ [144]. The calibration standard was placed inside of a

pneumatic capsule and lowered down into the counting end-station of the Fast Irradiated

Rabbit Sample Transfer (FIRST) pneumatic system. The gain was adjusted for each detector

using the Pixie-4 module to align the ten gamma-lines from the standard. By gain matching

the detectors, data from each of them could be combined by summing the spectra together.

Figure 4.4 is a plot of the spectrum from each detector acquired over a four-day calibration

count.

After calibrating the three-crystal spectrometer, samples of scandium-oxide, cobalt-oxide,

zirconium-fluoride, and aluminum-oxide were irradiated in their respective order separately

with a D711 Thermo-Scientific deuterium tritium fusion neutron generator at closest prox-

imity to the neutron generator. Each sample was irradiated for four hours, then counted

overnight before starting the next irradiation. The irradiation times, transit time from the

neutron generator to the three-crystal spectrometer, sample masses, and purity are reported
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Figure 4.4: Gamma-ray spectra acquired starting on 2/19/15 from the three separate crystals
in the spectrometer using the calibration standard (live counting time 313174, real counting
time 322418).
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Sample Purity Irrad. Time (sec) Transit time from
generator to detector (sec)

Mass (g)

Sc2O3 99.999% 14399.1133 0.1988 0.0653
CoO 99.999% 14399.0953 0.2187 0.2040
ZrF4 99.998% 14399.1141 0.2106 0.0677

Al2O3 99.99% 14399.2919 0.3072 0.0320

uncertainty for values are +/-1 in the last decimal place

Table 4.2: Irradiated sample information.

for each sample in table 4.2. All count data were acquired in list-mode with coincidence

counting enabled. Figure 4.5 shows the spectra acquired during the first 10 minutes of

counting for each sample. Figure 4.6a presents a 2-dimensional density plot of the coin-

cidence data acquired from manganese-56 generated during irradiation of cobalt-oxide and

figure 4.6b presents the complete coincidence plane acquired from the east-west detector pair

while counting the calibration standard.

Following the final irradiation of aluminum oxide, a second four-day calibration count

was taken to ensure that no change in the calibration was observed.

4.4 Data & Techniques

Activation samples were transferred a distance of approximately 8 meters in 250 millisec-

onds. For exact irradiation and transfer times, the reader is referred to table 4.2. Calibration

of HPGe detectors is a relatively straight forward process using a multi-gamma standard with

exception to the correction factors; the most important factors are dead time, pulse pile-up,

and true-coincidence summing (TCS) [135, 142]. Dead time was accounted for using gated

internal counters inside the DAQ system [145, 146]. Corrections for dead time and pulse

pile-up were performed on individual peak areas from gamma spectra post-counting [147].

The final correction, TCS, is painstakingly tedious. TCS occurs when a single radioisotope

emits two or more gamma-rays close enough in time that they can be recorded as a single

pulse [148]. This process depends on the full-energy peak (FEP) and total efficiencies to
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Figure 4.5: First 10 minutes of acquired gamma spectra immediately following the irradiation
from east detector. Prominent peaks are labeled for convenience.

Figure 4.6: Coincidence data acquired from (left) the irradiated cobalt target between de-
tectors east and west and (right) the calibration standard.
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account for loss of recorded FEP events from individual gammas from a cascade that are

lost after summing with other FEPs or Compton scattered gamma-rays from the cascade

[94]. The impact of TCS on gamma spectra peak areas can be analytically resolved using

the total efficiency; however, determining the total efficiency of an HPGe detector across the

entire calibrated energy range using mono-energetic gamma-ray sources is cost prohibitive

and time consuming [149]. This process has been significantly simplified at the expense

of precision with the advent of Monte Carlo radiation transport simulation tool kits like

MCNP6 and GEANT4. A model of the three-crystal spectrometer was developed using the

CERN GEANT4 simulation package to estimate and compare the measured and simulated

FEP efficiencies for the radionuclides contained within the calibration standard. The model

was adjusted by changing the detector crystal to end cap distance and germanium dead-layer

thickness to improve agreement between the measured and modeled FEP distributions until

the simulated values fell within 10% of the measurement. The adjustments to the model are

discussed and reasons supporting the changes are presented.

All data from the three-crystal spectrometer were acquired using the XIA Pixie-4 digital

DAQ system. Events recorded in the spectrometer were saved as time-stamped 14-bit chan-

nel values using a 75 MHz clock. Coincident events were recorded within the data stream

simultaneously using a different four bit flags. For a detailed description of the data stream

the reader is referred to the Pixie-4 User’s Manual [144]. List-mode data recorded from the

calibration standard and the counting period of each sample following irradiation were parsed

using C++ and the CERN ROOT data analysis framework [150]. Each event was placed

into one of seven “ROOT” trees and each event was composed of four pieces of information:

channel number, time since start of counting, time since the last set of TTL signals from

the optical sensors, and total dead-time since start of counting. Singles events within each

crystal were recorded in separate files. Coincident events were dissected and added to the

respective singles files and recorded separately in either the doubles or triple coincidence file.

In total, each list-mode record was separated into eight total files: three single event files for
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each crystal, three double-coincidence files for coincidences between east-west, east-vert, and

west-vert detector pairs, one triple coincidence file, and one additional file for recording TTL

pulses from the optical sensors for timing purposes. An analysis script was written to process

the singles list-mode data into both 2-dimensional temporal distributions of events over time

and 1-dimensional gamma spectra for peak area analysis. This script used the TSpectrum

class of ROOT to identify peak locations and fit the peaks with a linear background and a

Gaussian peak [151, 152]. Constrained minimization was used for each peak fit and the peak

parameters and covariance matrix were used to determine the peak centroid for the energy

calibration, peak width for the energy resolution, and area and corresponding uncertainty

for full-energy peak efficiency. A second script was written to estimate peak areas in the

double coincidence gamma spectra by fitting a Gaussian peak plus a constant to the timing

distribution (see figure 4.9 and/or 4.6 for examples) of an isolated energy-energy region of

the coincidence plot that encapsulated the 2-dimensional coincidence peak (see figure 4.6).

Peak areas from the coincidence data were compared with the singles data using the singles-

to-double coincidence ratio to determine the activity of the Co60 and Y88 radioisotopes in

the standard and compared with the activity reported by Eckert & Zeigler. The singles-to-

doubles coincidence ratios were first corrected for the angular correlation anisotropy of the

gamma-ray cascades of Co60 and Y88 using GEANT4 to estimate the correction factors.

After determining the calibration, a GEANT4 simulation was conducted for each gamma-

line from the standard to estimate the full-energy and total efficiency. The total efficiency

was used to adjust the measured efficiency by accounting for TCS before comparing the

full-energy peak efficiencies of the measured and modeled data. This process was repeated

multiple times, varying the distance between the crystal and aluminum end cap and the

crystal dead-layer until all results were within 10%. This was done to develop a measure-

ment informed simulation model of the spectrometer. List-mode data from the irradiated

scandium-oxide, cobalt-oxide, zirconium-fluoride, and aluminum-oxide were also parsed us-

ing the same singles spectra analysis script to measure the end-of-irradiation (EOI) activity
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of various activation products. The EOI activity of the activation products were analyzed

using a simple hand calculation to estimate the total neutron intensity using their 14.5 MeV

cross-section as measured from [153]. The distribution of fluence estimates were collected

in table 4.8 and compared against the STAYSL PNNL fluence estimate generated from the

reaction rate (σφ) values and the MCNP6 neutron energy spectrum simulation. The source

for the MCNP6 simulation was generated using the continuous slowing down approximation

for deuterons in titanium. The source can be characterized as a software generated set of

MCNP distributions for energy and angle dependence of the deuteron-triton fusion reaction.

This source was providedu by PNNL and is the same source developed by Rick Wittman

and John Hayes [143].

4.5 Results

4.5.1 Detector Efficiency

List-mode data from each crystal were processed using the ROOT analysis script for sin-

gles. Figure 4.7 presents the energy resolution and efficiency calibrations for each spectrom-

eter after model optimization and correction for TCS of Co60 and Y88. The FEP efficiency

for detector vert is noticeably lower than the other two, especially in the low energy region;

this difference is the result of the thick steel bottom of the counting end station. This design

asymmetry increased the total material induced attenuation of gamma-rays emitted from the

source, negatively impacting the efficiency matching of the geometry. For a visual depiction

of this plate, the reader is referred to figure 4.3a. The green circular disk above detector

vert, is a 1.3 mm thick layer of stainless steel whereas the walls of the counting end station

are only 0.9 mm. Table 4.3 and 4.4 are the values and uncertainties of the fit parameters for

the calibrations of each crystal. The functions used to fit the calibration data are provided

in the text. The function, provided below, was used to fit the energy resolution data where

A is a scalar, x is the energy of the incident gamma-ray in keV, and B is a constant [154].
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Detector A B
east 0.0392(22) 1.300(26)
west 0.0269(23) 1.302(32)
vert 0.0315(33) 1.081(40)

Table 4.3: Fitting parameters and uncertainties for the energy resolution calibrations.

A
√

(x) +B (4.1)

A modified asymmetric sigmoidal function was used to fit the FEP efficiency data where

A is a scaling parameter, x is the energy in keV, and w2 and w3 are shaping constants.

A

(
1− 1

1+x−w3

)
e
−ln(x)+µ

w2 + 1
(4.2)

Figure 4.8 contains the full-energy peak efficiency differences between the measured and

modeled results before and after optimization. The vendor specified gap of 3 mm for the

distance from detector crystal to end cap and 0.5 µm for the dead-layer yielded an over-

estimate of the FEP efficiency relative to the measured efficiency. The crystal to end-cap

distance was increased for east and west to 4 and 5 millimeters, respectively. The dead-layer

for east and vert were changed from 0.5 µm to 0.7 and 0.4, respectively. Generally, the poorest

known dimension for HPGe detectors after construction is the distance between the end-cap

and the crystal and the dead-layer; it is commonly the starting place for adjusting simulation

models to match measured data. More work could be done to further improve the model by

taking multiple calibration measurements at varied distances and with different absorbers

placed between the source and detectors to identify dead-layer thickness and crystal size;

however, radiographs of the crystals would be required for such work and were not available

for these detectors [155, 149]. It is likely with a more detailed analysis the source of the

asymmetry in the low energy region of the comparison in figure 4.8 could be resolved. The

modeled efficiencies matched within 5% for gamma-ray energies above 350 keV.
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Figure 4.7: (a) Energy resolution (b) and efficiency calibrations for east, west, and vert
detectors.

Detector A µ w2 w3
east 1.80(21) 4.663(20) 0.183(11) 0.857(18)
west 1.73(21) 4.636(21) 0.183(13) 0.849(18)
vert 0.879(113) 4.631(24) 0.190(15) 0.763(19)

Table 4.4: Fitting parameters and uncertianties for asymmetric sigmoidal efficiency calibra-
tions.

Figure 4.8: Percent difference between the FEP efficiency measured using the r-651-c13
calibration standard and modeled using the GEANT4 simulation for (a) before and (b) after
optimization.
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4.5.2 Coincidence Timing

Figure 4.9 shows the coincidence timing distributions from all measured events from

the standard and fit using a single Gaussian and a constant background to illustrate the

maximum timing resolution of the system. There are several oscillations at the top of the

timing distributions presented in figure 4.9; these oscillations represent different physical

phenomena. Coincidence timing distributions can be broken into three regions: a uniformly

distributed random coincidence region, two delayed or time-walk affected coincidence regions

to the left and right of the central Gaussian, and a central Gaussian encompassing truly

coincident events. The effect of time-walk is illustrated in figure 4.10 [65]. The fit parameters

and uncertainties for the timing distributions are shown in table 4.5 and the fitting equation,

a Gaussian with a constant parameter is provided below; A is the scaling factor, x is the

time difference, A is the centroid, σ is the Gaussian width, and, B is the constant scalar.

Ae−
x−µ
2σ2 +B (4.3)

Singles-to-double coincidence ratios were tabulated for cobalt-60 and yttrium-88 for each

crystal pair and compared against the value provided in the source certification. The esti-

mated activities of these radionuclides and their percent difference from the standard cal-

ibration certificate are provided in table 4.6. The measured result are well within 1-σ of

the certified value provided in table 4.1. Gamma-gamma coincidence exhibits anisotropy

in emission intensity as a result of the conservation of angular momentum. Estimates of

the angular correction factors and TCS were produced using GEANT4 and used in table

4.6 to correct the singles-to-doubles coincidence ratios. The comparison listed in table 4.6

indicates that the modeling resource used for this work was reliable. Table 4.7 presents the

simulated and measured angular correlation correction factors (θCF ) for Co60 and Y88. Two

simulations were performed, one assuming isotropic emission of the secondary gamma-ray,

the second using rejection sampling from the normalized angular correlation function [156].
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Figure 4.9: Coincidence timing distributions for the three detectors operated in pairs.

Detector Pair A x σ(nsec) B
east-west 2.4670E5(25) 22.56(25) 298.03(19) 1264.1(87)
east-vert 2.5270E5(25) -5.73(25) 298.72(19) 1756(10)
west-vert 2.4400E5(24) 15.34(26) 310.34(19) 1763(10)

Table 4.5: Fitting parameters and uncertainties for timing distributions.

The comparison of the singles-to-doubles ratio to the certified activities and the magnitude

of the estimated angular correlation correction factors indicate the coincidence detection sys-

tem data is reliable. It was important to rigorously review the calibration of the three-crystal

spectrometer before performing any cyclic activation experiments or counting activation tar-

gets for spectral deconvolution to identify and eliminate any systematic errors in the counting

system.

4.6 Determination of Neutron Flux

After vetting the energy, resolution, and efficiency calibration, data recorded from the

irradiated samples were parsed. Peak areas collected from the spectra were analyzed to

determine the σφ value and a hand-calculation of the total neutron intensity. Table 4.8 lists

the reaction rate values for all of the reactions used to estimate the neutron intensity. The
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Co-60 Y-88
Detector Pair Meas. (γ/sec) % Diff. from Cert. Meas. (γ/sec) % Diff. from Cert.

east-west 1925(14)(72) -0.16 421(7)(18) 2.28
east-vert 1932(15)(75) 0.21 412(7)(14) 0.16
west-vert 1930(21)(76) 0.10 405(7)(17) -1.46

**uncertainties listed are provided as 0% and 3% error in the true-coincidence summing and
angular correlation correction factors i.e. 1925(14)(72) means 1925+/-14 assuming no error in
the modeled correction factors and 1925+/-72 assuming 3% error in the correction factors

Table 4.6: Percent difference in the activity measured using the singles-to-doubles ratio
relative to the standard certificate.

Figure 4.10: Plot illustrating the affect of time-walk on the coincident events recorded from
cobalt-60. The figure on the left illustrates the contribution of time-walk from different
energy regions. The “Total” timing distribution includes all events from the figure on the
right, “>500 keV” and “>1300 keV” are all events greater than the listed energy.

Co-60 Y-88
Detector Pair θCF (simulated) θCF (measured) θCF (simulated) θCF (measured)

east-west 1.082 1.082(24) 0.953 0.928 (25)
east-vert 0.968 0.966(22) 1.070 1.073(29)
west-vert 0.928 0.927 (21) 1.013 1.027(28)

Table 4.7: Comparison of simulated and measured angular correlation correction factors.
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Figure 4.11: Adjusted and unadjusted neutron flux from MCNP6 and percent difference for
(a) the complete energy range and (b) the 14.5 MeV peak.

uncertainties in the reaction rate values were tabulated using the standard error propagation

formula assuming no correlation between the variables including error from the peak area,

FEP efficiency, branching ratio, decay constant, irradiation time, and sample mass. The av-

erage neutron intensity and standard deviation were determined to be 2.956E8(174)n/cm2/s

using the 14.5 MeV cross-section and inverse variance weighting of the hand tabulated values

in the right most column of table 4.8. After calculating the neutron intensity using a single

cross-section, the MCNP6 simulated neutron spectrum and σφ values highlighted in table

4.8 were used to generate a STAYSL PNNL input deck. Figure 4.11 shows a plot of the

unadjusted, adjusted, and percent adjustment of the MCNP6 simulated neutron spectrum

to minimize the chi-square difference in measured and simulated reaction rate values. The

reduced chi-square of this analysis was 1.011. Table 4.9 shows the tabulated fission rates

for thorium-232, uranium-235, and uranium-238 from STAYSL PNNL compared against

hand-tabulated estimates. The fission rates for the two fissionable isotopes, thorium-232

and uranium-238, trend as expected with uranium-238 having a slightly worse compari-

son because of the lower fission threshold. The fission rate estimate for the fissile target,

uranium-235, also exhibits the large expected difference of 26.7% lower than the value esti-

mated by STAYSL PNNL because the single cross-section estimate neglects to include the

fission contribution from scattered neutrons in the thermal and epithermal range.

The final calibration count was compared against the original calibration to observe any
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Reaction 14.5 MeV
Cross-Section (barns)

σφ reaction rate Flux Estimate
(cm2 · s)−1

Sc45(n,γ)Sc46 - 7.202E-18(186)** -
Sc45(n, α)K42 5.82E-2(48) 1.899E-17(27) 3.265E8(162)

Sc45(n, 2n)Sc44m 1.21E-1(5) 4.055E-17(53) 3.384E8(93)
Sc45(n, 2n)Sc44g 1.75E-1(9) 5.066E-17(43) 2.889E8(25)@
Co59(n, 2n)Co58g 2.51E-1(21) 7.146E-17(18)** 2.845E8(7073)@
Co59(n, α)Mn56 3.20E-2(9) 8.655E-18(61)** 2.715E8(47)
Co59(n, p)Fe59 4.84E-2(17) 1.300E-17(28) 2.682E8(79)

Zr90(n, α)Sr87m 4.55E-3(19) 1.036E-18(10) 2.623E8(168)
Zr90(n, p)Y90m 1.23E-2(5) 3.559E-18(49) 2.924E8(74)
Zr90(n, 2n)Zr89g 6.87E-1(98) 2.033E-16(15)** 2.852E8(238)@
Al27(n, p)Mg27 7.41E-2(25) 2.235E-17(32)** 3.020E8(72)
Al27(n, α)Na24 1.13E-1(1) 3.721E-17(35) ** 3.356E8(44)

Average (1σ) − − 2.956E8(174)

**input to STAYSL PNNL
@special calculation includes ingrowth of isomer uncertainty is listed using standard ENDF
formatting the values in parenthesis succeeding each value is the uncertainty starting from the
last significant figure i.e. 5.78E-2(48) means 5.78E-2 +/- 4.8E-3

Table 4.8: List of reaction rates, 14.5 MeV cross-sections used to estimate flux, and the flux
estimate.

Actinide σφ (STAYSL) σφ (Est.) % Diff.
Th-232 1.190E-16(111) 1.156E-16 -2.87
U-238 3.671E-16(259) 3.500E-16 -4.65
U-235 8.471E-16(894) 6.208E-16 -26.7

Flux Estimates 2.923E8(136)** 2.956E8(174) −
**STAYSL PNNL estimate of flux above 9 MeV, total flux, including thermal flux was
estimated at 3.396E8(137)

Table 4.9: Estimated fission rates for thorium-232, uranium-238, and uranium-235 irradiated
at the UofM-NSL acquired from STAYSL PNNL.
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systematic changes over the experiment. Differences on the order of approximately 0.1%

were observed in the energy, energy resolution, and efficiency calibrations, well below the

statistical precision of the certified standard.

4.7 Closing

A new three-crystal HPGe spectrometer for short-lived fission product studies has been

successfully calibrated and tested for stability for both singles and coincident gamma-ray

data acquisition. The array was found to be stable across the experimental campaign and

reliable using the singles-to-doubles coincidence ratio. Using the GEANT4 measurement

informed simulation model for angular correlation and TCS corrections and the raw coin-

cident data, the activities of Co60 and Y88 were estimated and compared to the standard

calibration certificate. The activities measured in this way were well within 2σ of the certifi-

cate value. The neutron intensity and neutron energy spectrum have been estimated using

neutron dosimetry techniques and neutron activation analysis. Four sample materials were

irradiated and counted using the three-crystal spectrometer to estimate the total neutron

intensity and neutron energy spectrum using STAYSL PNNL. Even with such limited ther-

mal contamination, the fission rate contribution from the epithermal to thermal range was

26.4%; with such a large discrepancy between the fission rate calculated from the product

of the flux and the flux weighted average energy cross-section and the estimate provided

by STAYSL PNNL, it is clear why it becomes so critical to characterize the neutron source

at 14 MeV for fission yield studies. The increase in the fission rate comes from lower en-

ergy neutron contamination; thus, measured fission yields using this source are not purely

14.5 MeV neutron induced fission events. The measured fission yield distribution becomes

a convolution of the 14.5 MeV distribution and other lower energy neutron induced fissions.

Using the information gathered from this characterization, list-mode data acquired from

cyclic neutron activation of thorium-232, uranium-238, and uranium-235 will be analyzed

using singles and coincident data to measure independent and cumulative fission yields of
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fission products with half-lives on the order of seconds.
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CHAPTER V

Fission Product Yield Measurements

5.1 Introduction

Fission yields and the fission process have been under investigation since the discovery of

fission by Lise Meitner and Otto Frisch in 1935 [157]. From the original fission yield curves

measured using radiochemical assay, to the highest precision measurements performed using

ISOL, SPIDER, LOHENGRIN, OSTIS, Miss Piggy, and TITAN [158, 159, 53, 160, 47, 161],

nuclear fission and the fission process have continued to provided new insights into the shell

structure of the nucleus, prolate and oblate nuclei, the interstellar r-process, and the nuclear

structure of multi-fermion systems [162, 106, 163, 104, 164, 165]. Even with over 84 years of

study, a complete model of fission capable of accurately predicting the independent yields of

all the fission products, including isomers, has yet to be completed. The most current and

accurate model is the Bohr liquid drop model expanded to include: assumptions about charge

distribution, random neck rupture, multi-modal fission (symmetric and asymmetric break-

up), shell structure, nucleon pairing, and nuclear shape effects [141, 166, 167]. This complex,

energy-dependent model requires further development and is in need of more accurate fission

yield estimates from experimental observations for comparison.

Improvements in fission yield data not only support improvements in the fundamental

understanding of the fission process, but also have real- world engineering applications.

Fission yield measurements have been found to be a primary source of uncertainty in fission
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pulse decay heat calculations [168], differences in fission yields have been observed and used

to discriminate between different actinides for nuclear forensics [169], and fission yields are

important to reactor fuel inventory, medical isotope production, and neutron dosimetry

modeling calculations [170, 171, 172].

An experiment was designed to produce bulk fission product spectra emphasizing ra-

dioisotopes with half-lives on the other of seconds to support the nuclear forensics mission in

expediting the analysis of post-detonation nuclear material, . Equipment at the University

of Michigan was used to examine these short-lived fission products, leveraging heavily on

the existing nuclear data to identify observed fission products from their temporal behav-

ior and coincident gamma-lines. Measurement results obtained from bromine, krypton, and

xenon fission products were compared against published fission yields from ENDF VII.1 to

determine the validity of the data, and several newly-measured fission yields are presented.

5.2 Experiment

Three separate actinide targets—232Th, 238U, and 235U—were heat sealed in polyethylene

and cyclically irradiated using a D711 Thermo-Scientific deuterium-tritium fusion neutron

generator and a pneumatic shuttle system to measure the fission yields of fission products

with half-lives greater than 0.5 seconds. These targets were selected because they posed the

smallest contamination hazard, were readily available, and are relevant to nuclear forensics.

Three coaxial high-purity germanium (HPGe) detectors were used to acquire data in list-

mode in coincidence using an XIA Pixie-4 digital data acquisition system to study the

delayed gamma emissions of short-lived fission progeny from the fissioned actinide targets.

All three 40% relative efficiency HPGe detectors were of the same dimension (within 0.1

mm). The detectors were 84.5 mm diameter cylinders that were 32 mm deep with a bevel

radius of 8 mm. The cold fingers were 8.8 mm in diameter and extended 16.3 mm into the

detectors. All three detectors were placed 3.03 inches from the center of the active source

region shown in Fig. 4.3. The full-energy peak and total detection efficiencies were studied
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using the GEANT4 radiation transport simulation C++ framework and an Eckert & Zeigler

calibration standard. Detection performance was benchmarked by matching the modeled

and measured efficiencies. Sensitivity of the coincidence array was studied by comparing

the measured and modeled angular correlation correction factors for 88Y and 60Co. The

angular correlation correction factors were found to be in good agreement (see Ref. [2]). The

precision of the coincidence timing and the impact of “time-walk” were also observed; the

timing resolution between coincident events was found to be ≈ 170 nanoseconds and the

full-width at half-maximum of all coincident events was ≈700 nanoseconds (see Ref. [2]).

For a detailed description of the detector, generator, and pneumatic transfer system, the

reader is referred to Refs. [173, 174, 2].

To prepare the 232Th target, about half a gram of 232Th-nitrate was dissolved in 8M

nitric acid and passed through a column of Dowex-1 resin. The lead, bismuth, and radium

daughter decay products remained in solution while 232Th was captured on the column [175].

Five column volumes of 0.1M nitric acid were then passed through the column to strip the

cleaned 232Th. The cleaned 232Th nitrate in solution was boiled down at 95◦C overnight and

then calcined at 500◦C for four hours. The final target mass after separation was 0.1199

grams. The cleaned 232Th oxide yield was a factor of 4 lower (≈ 20% yield) than anticipated

but was large enough to conduct the measurement.

Each target was placed in a small polyethylene cup after cleaning the polyethylene using

Alconox soap, rinsing with deionized water, rinsing with acetone, and air-drying in a clean

container covered with a sheet of filter paper. Fig. 5.1 is a photo of two of the irradiated

targets, two other colored powders for additional contrast, and a pneumatic capsule. The

polyethylene cup is a 17.78 mm tall cylinder with a diameter of 9.45 mm, a 1.27 mm deep

recess, and a diameter of 8.33 mm at the top. Targets were added to the recess, and a 0.635

mm thick 8.33 mm diameter plug was placed over the powder and pushed into the body

of the polyethylene cup. The assembled internal encapsulation was inserted into a stainless

steel press. The press was locked under high pressure and heated to 140◦C for three hours,
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and then set out to air cool for 24 hours [174, 2]. After cooling, the heat-sealed internal

encapsulation was inserted into a pneumatic rabbit capsule for CNAA. Figures depicting the

irradiation and capsule geometries can be found in Refs [174, 2].

Figure 5.1: Photo of an empty internal encapsulation (left), two of the irradiated target
materials (232Th and 238U), two additional colored powders for contrast (Er2O3 and Ho2O3),
and a cyclic pneumatic capsule and lid (right).

Each cyclic irradiation entailed sending the target from the radiation detectors to the face

of the neutron generator for a 5 second irradiation. At the end of the irradiation interval,

the target was sent back to the radiation detection system using pressurized helium gas for

a count period of 200 seconds before re-irradiation. For additional information about the

heat sealing process and cyclic irradiation of targets, the reader is referred to [173, 174, 2].

Each target was irradiated over 200 times to produce ≈108 fissions in each target as was

done in Ref. [176]. Additional cycles were performed on the 232Th target to approach 108

fissions but were cut short to focus on the uranium targets. Tab. 5.1 provides target and

irradiation information.

The irradiation time was found to be consistent for the uranium experiments but was

much broader for 232Th (see Fig. 5.2a). The broadened irradiation time and bimodal transit
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Table 5.1: Target information and irradiation history. The number of cycles, average irradi-
ation times, count times, and estimated total fissions are provided.

Target Type Purity Mass
(grams)

Number of
Cycles

Irrad.
Time (sec)

Count
Time (sec)

Total Fissions ×108

232Th oxide-
powder

99.99% 0.1199 326 5.0949(41) 207.16(26) 0.541(50)

238U metal 99.95% 0.2083 249 5.0898(9) 206.76(11) 2.48(17)
235U metal 99.5% 0.2113 201 5.0893(15) 206.75(6) 4.64(50)

time distributions (Figs. 5.2b and 5.2c) for the 232Th experiment are the result of the loss

of pressure in one of the two helium feed cylinders to the pneumatic system during the

experiment. Both feed cylinders are located inside the irradiation control area and could not

be changed out during generator operation. Because the system was still operational and

the irradiation and transit times were still within the acceptable margin of operation, the

experiment was not stopped. 232Th was irradiated first to identify any possible issues with

the system before irradiating the high-quality uranium targets. Based on the significant

decrease in the spread of irradiation, transit, and count times shown in Figs. 5.2a—5.2d

observed from the uranium targets, the initial testing with 232Th was successful.

The transit from the shielded radiation detection end station of the pneumatic system

to the irradiation position (Fig. 5.2c) in contact with the fusion neutron generator was more

consistent than the return time (Fig. 5.2d); however, the minimum return time was kept

below 0.5 seconds to ensure detection of the short-lived fission products. Only 4 cycles

performed during the 232Th target irradiation fell beyond this threshold.
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(a) Timing distributions of the irradiation time.
(b) Timing distribution of the capsule transit from the radiation de-
tectors to the neutron generator.

(c) Timing distributions of the capsule transit from the neutron gen-
erator to the detector.

(d) Timing distribution in the counting period following each 5-second
irradiation.

Figure 5.2: Timing distributions measured from the experiment.
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The detection system were characterized just before and throughout the experiment us-

ing a calibration standard prepared by Pacific Northwest National Laboratory that exactly

matched the counting geometry of the actinide targets. The calibration standard was pro-

duced after drying 0.1004 mL of Eckert & Ziegler mutli-gamma standard on an 8.33 mm

diameter piece of Whatman ashless filter paper. The energy, resolution, full-energy peak

efficiency, and coincident timing of the three HPGe detectors that made-up the detection

system did not change throughout the experiment. Two of the three HPGe detectors were

placed horizontally and uniaxially centered about the target. The third was placed vertically,

centered between the two detectors facing the target. Fig. 4.3a shows the GEANT4 modeled

cross-section of the three HPGe detectors, and Fig. 4.3b is a photo of the detection system.

The neutron generator output was measured throughout the experimental campaign using

four activation targets: scandium-oxide, cobalt-oxide, zirconium-fluoride, and aluminum-

oxide. Data from these targets were used in conjunction with STAYSL PNNL (see Ref.

[177, 2]) neutron spectrum unfolding software to determine the neutron flux energy-intensity

distribution and total number of fissions from the actinide targets. The MCNP6 and STAYSL

adjusted flux are presented in Fig. 4.11. The total flux above 9 MeV was measured to be

2.96(17)× 108 neutrons per cm2·second. A detailed description of the detector and neutron

generator characterization are provided in Ref. [2].

5.3 Data & Analysis

List-mode data acquired from the three-crystal spectrometer using the XIA Pixie-4 mod-

ule consisted of a continuous stream of recorded events and the timing of each event relative

to a 75 MHz clock. The stream of events were parsed into eight files: three single event

files, one for each detector, three coincident event files (one for each detector pair), a triple

coincidence event file, and one timing file containing events recorded from voltage pulses

generated by optical position sensors located at each end of the pneumatic system that were

triggered by the pneumatic capsule’s movement. Each event parsed from the raw list-mode
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stream contained three pieces of information: the event channel, time since the start of acqui-

sition, and total dead-time since start of acquisition. The time since end-of-irradiation was

estimated by treating the moment the count-rate in all three detectors promptly exceeded

1000 counts per second as the start of counting. The time difference measured from the op-

tical sensors was subtracted from the start-of-count time to estimate the end-of-irradiation

time. Dead-time for each cycle starting from the start of acquisition was calculated as the

difference in the dead-time clock within the counting interval and the dead-time at start

of acquisition. Dead-time was averaged across all cycles to estimate the dead-time in the

aggregated 200-second count window. The three dead-time effects were: 1) dead-time from

trapezoidal shaping of pre-amplifier pulses, 2) dead-time from pauses in data acquisition due

to gate-lock from coincident events, and 3) dead-time from data write-lock while the buffer

was transferred to the computer hard-drive.

After processing the raw list-mode data, both single and coincident gamma data from

each target were examined using heat maps of the temporal distributions of the singles

data and coincident planes to identify short-lived gamma-lines and infer their identity from

available nuclear data. Fig. 5.3 shows the time-sliced singles gamma spectra acquired using

a 1050-1150 keV energy and 0-60 second time window.

After identifying a region of interest (ROI), the coincidence plane was examined to iden-

tify coincident gamma-lines. Fig. 5.4 is the coincidence slice obtained from the 1118 keV

gamma of 90Kr using a 12 keV window spanning 1112-1124 keV and 0.5-160 seconds of the

counting window. Fig. 5.4a is the 1-dimensional spectrum from all events shown in Fig. 5.4b.

Fig. 5.4b shows a selection of the 2-dimensional coincidence distribution spanning 0 to 600

keV on the x-axis and 1112-1124 keV on the y-axis. The prominent coincidences are labeled

in Fig. 5.4.
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Figure 5.3: Temporal distribution for 1050-1150 keV and 0-60 seconds using 250 millisecond
time bins obtained from the cyclic irradiation of 235U. Gamma-lines for metastable 96Y and
-97, 90Kr, and the ground and metastable (m/g) states of indium-124 are visible.

Figure 5.4: Coincidence plane projection slice spectrum (left) and 2-dimensional coincidence
plane (right) obtained using an energy range of 1112-1124 keV and a time range of 0.5-160
seconds from the cyclic irradiation of 235U.
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5.3.1 Peak Area Corrections

5.3.1.1 Gamma Self-shielding

Gamma self-shielding or self-attenuation is the effect whereby gammas emitted from

the target are lost due to interactions inside the target material [178]. The impact of this

correction on the low-density 232Th-oxide powder target was small, but self-shielding was a

significant factor for the metal uranium targets. Fig. 5.5 is the self-shielding correction factor

for the uranium metal targets as a function of incident gamma energy for each detector. Self-

shielding correction factors for the points shown in Fig. 5.5 were obtained from the ratios

of two simulated detection efficiencies. The first simulation used polyethylene as the active

source region (see Fig. 4.3), and the second used uranium metal. Two of the three HPGe

detectors, east and west, counted the metal foils perpendicular to the foil face, increasing

the total target self-shielding as shown in Fig. 5.5.

Figure 5.5: Self-attenuation correction factor as a function of gamma energy by detector.
The residual-χ2 of the fitted function for detectors east, west, and vert were 1.2, 1.2, and 1.3
respectively.
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5.3.1.2 Dead-time

Dead-time correction techniques are well established and rely on internal gate monitors

to determine how often a detector is unavailable to process an event. In this experiment, an

internal gate monitor was provided by the Pixie-4 module; however, there was some concern

about its accuracy at high dead-time. Due to this concern, a more precise, independent

correction technique was used. Peak areas from the 186 and 205 keV gamma-lines of 235U

were polled every 1 and 5 seconds, respectively, throughout the 200-second counting window.

These two peak areas were corrected for self-shielding by multiplying by the self-shielding

correction factor for their respective energies, then they were used to estimate the mass

of 235U. The ratio of the known mass divided by the measured estimate was used as the

dead-time correction factor. The estimated mass as a function of time from the two 235U

gamma-lines is shown in Fig. 5.6. The residual-χ2 for each fit is provided with the notation

N |χ2|.

The measured mass from 150 to 200 seconds of the 200-second counting period was ≈5%

below the mass listed in Tab. 5.1. The dead-time reported by the XIA Pixie-4 gate monitor

at this time was 4.9%, in good agreement with the 5% deviation from the true mass. The

agreement between the estimated dead-time using the mass ratio and that of the XIA Pixie-4

module in the 150 to 200 second counting window indicates that the self-shielding correction

factor derived from the modeled detection system was reliable and quite accurate. Using this

technique a dead-time correction factor as a function of the ratio of live-time divided by real-

time reported by the XIA Pixie-4 module was developed. Fig. 5.7 is the dead-time correction

factor as a function of the ratio of live-time divided by real-time reported by the XIA Pixie-4

module used in this experiment. The dead-time correction factor was determined using the

fit shown in Fig. 5.7 for each time-sliced spectrum and then multiplied by the peak areas

estimated from said spectrum to get the true peak area.
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Figure 5.6: Mass of 235U estimated using the 186 and 205 keV gamma-lines corrected for
self-shielding and not corrected for dead-time.

Figure 5.7: Dead-time correction function from the 186 and 205 keV gamma-lines from 235U
as a function of the ratio of live-time divided by real-time reported by the XIA Pixie-4
module.
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5.3.2 Isotope Identification

After identifying the prominent coincidences and correcting the peak areas obtained

from the time-sliced singles spectra, an estimate of the half-life was made by fitting a simple

exponential function to peak areas extracted from the ROI and corrected for gamma self-

shielding and count-losses from dead-time and pulse pile-up. The half-life estimate from the

corrected peak areas and energies of the prominent coincidences were used to identify the

radioisotope using the java-based nuclear information software (JANIS 4.0) provided by the

Nuclear Energy Agnecy [179, 180] and Nudat 2.0 provided by the National Nuclear Data

Center at Brookhaven National Laboratory [180]. For example, the 1118.7 keV gamma-line

had four prominent coincident lines: 106, 121, 539, and 552 keV emissions of 90Kr (see

Fig. 5.4). Based on the fit to the 10 peak areas extracted using 20-second time bins along

the 200-second counting window, the half-life was found to be 29.76(79) seconds. Using

these five coincident gamma-lines and the half-life estimate, the gamma-line was identified

as 90Kr.

After identifying the gamma-line, peak areas were re-extracted from the 200 second

counting range using time bin widths equal to the smaller of two values: one half the best

published estimate of the half-life or 10 seconds. For example, the half-life of 90Kr is 32.32

seconds [181]; thus, half the half-life is 16.16 seconds: 16.16 seconds is larger than 10 seconds,

meaning 10 second time bins were used to extract peak areas from the data. Peak areas

were only extracted from a window within the 200-second counting range starting 0.5 second

post-irradiation and no longer than five times the half-life. For example, because 10-second

time bins were used for 90Kr, the total number of peak areas extracted from the data were

((5*32.32-0.5)/10)=16. An estimate of the fission yield was derived from each peak area,

corrected for residual carry-over activity (see Ref. [182]) from previous cycles, efficiency,

time-dependent decay (using the irradiation time and best estimate of the half-life derived

from ENDF/B-VII.1), gamma branching ratio, target fissions, self-shielding, and dead-time.

True-coincidence summing corrections were not applied to the peak areas; the summing
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correction factor for 88Y and 60Co were found to be small relative to the other major sources

of uncertainty (see Ref. [2]). Fig. 5.8 illustrates the fission yield estimate generated from

each peak area acquired from the 1118.7 keV peak of 90Kr.

Figure 5.8: Fission yield estimates over-time from the 1118 keV gamma-line of 90Kr. After 90
seconds, peak fit chi-squared, centroid, and peak width vary significantly. Error bars are 1σ
and include the uncertainty from the half-life, branching ratio, irradiation time, dead-time,
and counting statistics, the largest source of error being the branching ratio.

Uncertainty is a critical part of each fission yield estimate. Referencing the equivalence

relation between the first-order Bateman (D1) equation and the peak area (C) listed as

equation (5.3) [182, 183, 147, 184], there are several sources of uncertainty in the estimate of

the fission yield (Y1). These sources of uncertainty are the detector efficiencies of each HPGe

detector (east, west, and vert) (εe + εw + εv), half-life (T1/2), branching ratio (Γ), irradiation

time (τ), counting time (∆), target mass (m), self-shielding (CFSS), dead-time (CFDT ), and

fission rate (σfφ). The detector efficiency was measured using an external NIST traceable

standard that was fabricated to exactly match the counting geometry of the irradiated ac-

tinide targets. The design tolerance was 10-thousandths of an inch for a counting geometry
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where the detectors were 3.03 inches from the target: uncertainty from geometric differences

in standard and targets were ignored. The uncertainty quoted by Eckert & Zeigler for the

gamma-lines in the multi-gamma standard was 3.1% at 3σ. This uncertainty is not corre-

lated with any other source of error. The irradiation time was measured using the internal

clock of a National Instruments DAQ [174, 2] and was assumed to not be correlated with

any of the other variables. The half-life and branching ratio were taken from ENDF/B-VII.1

[185] and assumed to have no correlation with this measurement. Count-time was measured

from the internal clock of the XIA Pixie-4 module and was also assumed to have no corre-

lation. The target was was measured using a calibrated Mettler and Toledo mass balance

scale and was not correlated with any other source of uncertainty. The self-shielding correc-

tion factor was verified using the 235U mass measurements and generated from a simulation

model. Because the dead-time correction factor was generated by from the self-shielding

corrected 235U gamma-lines, these two corrections are weakly correlated: if the self-shielding

correction were to increase the dead-time correction factor would decrease. Because these

correction factors are inversely-correlated, accounting for their correlation would decrease

the estimated uncertainty. The correlation was not included, increasing the overall reported

uncertainty. The fission rate is correlated with the detector efficiencies. If the efficiencies of

the three detectors were to increase, this would have decreased the measured activity of the

activation materials used to correct the MCNP predicted neutron spectrum using STAYSL

PNNL. A decrease in the measured activity would have decreased the estimated flux; thus,

decreasing the estimated fission rate. The inverse-correlation between these two variables

was also ignored.

Tab. 5.3 provides the list of uncertainties and their percent magnitude. The largest

sources of uncertainty were the half-lives, self-shielding correction factor, and fission rates.

Uncertainty in the half-life is based on the current state of the nuclear data provided in

the Evaluated Nuclear Data Files. The self-shielding correction factor was validated to be

within 1% of the true correction factor using the 186 and 205 keV gamma-lines of 235U. The
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correction factor magnitude at 186 keV was approximately 3.1. This multiplicative factor

generated a maximum additional uncertainty of 3.1% at 186 keV. Below 186 keV, the self-

shielding correction factor was purely modeled. Given the magnitude of the uncertainty at

186 keV, the uncertainty below 186 keV was expected to increase to its maximum model

predicted value of 4.5% at 100 keV rapidly. The uncertainty in the self-shielding correction

factor was doubled because of its model based origins to ensure the quoted uncertainty was

not smaller than the true uncertainty. The doubling of the self-shielding uncertainty was

also done to encapsulate any unaccounted for sources of error up to 5%.

The flux and cross-section weighted average neutron energies for each actinide were 14.24,

14.14, and 10.96 MeV for 232Th, 238U, and 235U, respectively. The flux covariance matrix

used for the uncertainty quantification is shown in Fig. 5.9. This covariance matrix was

generated using the Gaussian formalism referenced in Ref. [177]. The user defined inputs for

the covariance estimate of the flux were FCVX=0.03, FCHN=1, and the error distribution

provided in table 5.2. The cross-section covariance matrix for 235U was provided by the

International Reactor Dosimetry and Fusion File [186, 187] and is shown in Fig. 5.10. The

uncertainty in the fission rate of 232Th was dominated by the uncertainty in the cross-section.

The fission threshold of 232Th helped improve the overall uncertainty but the larger error in

the cross-sections overwhelmingly dominated the uncertainty. In the case of 235U the uncer-

tainty was dominated by the uncertainty in the flux. The weak definitive characterization

of the thermal neutron flux degraded the uncertainty in the fission rate of 235U.

Table 5.2: STAYSL PNNL error distribution estimate for Gaussian formalism based flux
covariance matrix generation.

Energy Range %Uncertainty
0—0.1 keV 80%

0.135—15 keV 50%
19 keV—14.1 MeV 20%

14.1—20 MeV 10%
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Figure 5.9: Density distribution of the flux covariance matrix. The logarithm of flux was
used to emphasize the correlation of the 14 MeV peak with the lower energy range.
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Figure 5.10: Density distribution of the cross-section covariance matrix for 235U. The covari-
ance uncertainties were multiplied by 1054 or 1027 · 1027 i.e. millibarns squared.
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Table 5.3: Sources of uncertainty in the fission yield measurements. The CFSS uncertainty
reached a maximum of 10% below 250 keV. The fission rate uncertainty for 235U is elevated
because of additional fissions at lower energy. The uncertainty for the fission rates was
determined from the product of the cross-section and flux covariance matrices.

Source 1σ % Uncertainty Description
εe + εw + εv 1.1% Eckert & Ziegler [2]

T1/2 ∼1—10% ENDF/B-VII.1 [185]
Γ ∼0.1—5% ENDF/B-VII.1 [185]
τ 0.1� National Instruments [2, 174]
∆ 0.1> XIA Pixie-4 [2, 174]
m 0.1> Mettler & Toledo scale

CFSS ∼1-10% GEANT4
CFDT ∼0.5-2% 235U mass ratio

σfφ
232Th 9.23% STAYSL PNNL [177, 2]

σfφ
238U 7.03% STAYSL PNNL [177, 2]

σfφ
235U 10.75% STAYSL PNNL [177, 2]

ln(2) · C · CFSS · CFDT
(εe + εw + εv) · Γ · σfφ ·NA ·m · T1/2

(5.1)

= Y1 ·
t+∆∫
t

D1(τ, f)df (5.2)

= Y1 · (1− e−λτ ) · (1− e−λ∆) · e−λt (5.3)

In some circumstances, the parent isotope of an identified fission product had a half-life

comparable to the daughter. In such circumstances, the second-order Bateman (D2) equation

was needed to measure the cumulative yield of the parent (Y1) and independent yield of the

daughter (Y2). The derivation of the second-order Bateman equation can be made using the

law of radioactive decay and is found in Ref. [? ]. One such example is 144La. 144La has a

40.8 second half-life and its parent barium-144 has a 11.5 second half-life [188]. The feeding

of 144La from barium-144 decay was clearly visible in the extracted peak areas spanning the

counting time, as shown in Fig. 5.11. For cases like that shown in Fig. 5.11, the D2 equation

was needed to accurately fit the data.
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Figure 5.11: Peak areas from the 397 keV gamma-line of 144La, corrected for dead-time and
self-shielding and fit using the D1 equation (red) and the D2 equation (black). Deviation at
early times is indicative of in-growth from a parent radionuclide with a half-life comparable
to 10 seconds.

ln(2) · C · CFSS · CFDT
(εe + εw + εv) · Γ · σfφ ·NA ·m · T1/2

=

t+∆∫
t

D2(Y1, Y2, τ, f)df

(5.4)

Both Eq. (5.3) and (5.4) were taken from references [182, 183, 147, 184] and modified for

fission yield measurement.

5.4 Results

A total of 29 fission products were measured from each target. Agreement between the

measured values and those published in the ENDF/B-VII.1 varied: Of the 101 measurements

made, 62 fell within one-sigma of ENDF/B-VII.1, 82 within 2σ, and 94 within 4σ. It is

important to note that many of the short-lived fission products presented in Tab. 5.6—5.8
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have never before been measured using 14.3(3) MeV neutron-induced fission. A standard

deviation of ≈300 keV was estimated from STAYSL PNNL adjusted MCNP simulations, the

angular spread of neutron energies due to the deuterium-tritium fusion reaction kinematics

within the neutron generator, and from other, similar source characterizations listed in the

Experimental Nuclear Reaction Database (EXFOR) [189]. The energy and neutron spectrum

are referenced from [173] and [2]. The majority of fission yield measurements conducted with

neutrons at this energy were performed on long-lived radionuclides, as discussed in Sec. ??.

Many of the fission yield values from ENDF/B-VII.1 [185] and provided in Tab. 5.6—5.8

are not from measurements. They were produced by extrapolating from long-lived fission

product fission yield measurements using the charge distribution model [? 112, 114, 190, 191].

This model assumes that the yields along the isobar chains are Gaussian; indeed, Wahl

and others describe the assumptions from this model in detail [192, 191]. Deviation from

this model can be treated one of several ways: 1) the nuclear data used to derive the

fission yield estimate must be reviewed, 2) misidentification or interference has contaminated

the results, and 3) provided the other two are false, the fission yield deviates from the

accepted theoretical model of the fission distribution. Each of these assumptions is valid,

and many of the radionuclides provided in Tab. 5.6—5.8 are not as well-known as many

of the longer-lived radioisotopes. Gamma-lines, free of interference, were selected for each

measurement. As described, available searchable data sets within JANIS 4.0 and Nudat 2.0

were used to identify radioisotopes from the coincidence plane and rule out interferences.

Each measurement is discussed and relevant information is included to assist the reader in

comparing the results with the literature.

5.4.1 Arsenic and Selenium

Measurements of these radionuclides fell within 2σ of the ENDF/B-VII.1 predictions

for all targets. The largest discrepancy between the measurement and ENDF/B-VII.1 was

the estimate of the yield for 84As from 232Th. The yield measurements, taken over-time,
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showed excellent agreement and indicated no signs of interference from the gamma-gamma

coincidence plane. Fig. 5.12 illustrates the estimated fission yield from the 1454.55 keV

gamma-line of 84As over time from the 232Th data and Fig. 5.13 is the temporal measurement

of the fission yield of 84As from all three actinides. Fission yield measurements from 232Th

of 86,87,88Br; 89,90,92Kr; 94,95Sr; 138,139Xe; 140Cs; and 144La all agreed to within 10% of the

ENDF/B-VII.1 values. Based on this agreement, the true fission yield of 84As from 14.3 MeV

neutron-induced fission has been suggested to be a factor of two higher than the ENDF/B-

VII.1 estimate of 0.46(29)% . The new suggested fission yield is 0.99(8)%.

Figure 5.12: Fission yield estimate of 84As over time acquired from 232Th using the 1454.55
keV gamma-line. The blue line centered between the two orange lines is the fitted estimate,
and the two orange lines are the 1σ prediction window. This particular estimate used an
even finer time-binning structure to emphasize the temporal agreement.

Estimates of the fission yield made for 86Se from the 2441.1 keV gamma-line and using

the D2 equation fitted to the 1564.6 keV gamma-line of 86Br were within 2σ of each other for

all the targets. Provided the gamma branching ratios and half-life are correct, and that the

agreement between ENDF/B-VII.1 and the measured values for bromine, krypton, strontium,
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Figure 5.13: Fission yield estimate of 84As over time acquired from the different actinide
targets using the 1454.55 keV gamma-line. The black center-line of each target is the fission
yield estimate and the dashed blue lines are the 1σ prediction window.

xenon, and some of the longer-lived lanthanides are indicative of a reliable analysis, a new

fission yield for 86Se has been made for each target. The suggested values from this work

are 2.26(10)%, 0.60(3)%, and 0.37(2)% for 232Th, 238U, and 235U, respectively. Fig. 5.14

shows the estimated fission yield from the 2441.1 keV gamma-line of 86Se over time from the

232Th data and Fig. 5.15 is the temporal measurement of the fission yield of 86Se from all

three actinides. Though the 2441.1 keV gamma-line of 86Se is higher than the last efficiency

calibration point at 1836 keV from 88Y, the efficiency was assumed to be linear in log-log

space beyond 1836 keV [154]. The uncertainty for the efficiency at 2441.1 keV was ≈2%

(factor of two larger) because of the extrapolation. The measurement of the fission yield

of 86Se made from the 1564.6 keV gamma-line of 86Br, however, was within the calibrated

energy range and agreed well with the measurement from 2441.1 keV.
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Figure 5.14: Fission yield estimates, mean, and 1σ sigma confidence for 86Se over time
acquired from 232Th using the 2441.1 keV gamma-line. The blue line centered between the
two orange lines is the fitted estimate, and the two orange lines are the 1σ prediction window.
This particular estimate used an even finer time-binning structure to emphasize the temporal
agreement.
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Figure 5.15: Fission yield estimates, mean, and 1σ sigma confidence for 86Se over time
acquired from each actinide using the 2441.1 keV gamma-line. The blue line centered between
the two orange lines is the fitted estimate, and the two orange lines are the 1σ prediction
window.

5.4.2 Bromine and Krypton

The fission yield measurements of bromine showed mixed agreement with ENDF/B-VII.1.

In the case of 232Th, all measurements agreed with ENDF/B-VII.1, whereas for the depleted-

uranium target, 87Br, one of the most important delayed neutron emitters, was much higher

than the ENDF/B-VII.1 value. For 235U, overall agreement was better than 238U but the

yield to 87Br was measured to be 28% higher than ENDF/B-VII.1 and 88Br 42% lower.

89,90,92Kr agreed well with the measured results for 232Th and were consistently high for the

uranium targets; however, fission product yield ratio measurements made by Bocquet [193]

agreed with the results of this analysis, as shown in Tab. 5.4. Good agreement between the

krypton ratios indicates that gas losses from the target were not statistically significant.
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Table 5.4: Comparison of fission yield ratios of krypton.

Target 90Kr/92Kr Measured 90Kr/92Kr Bocquet 90Kr/89Kr Measured 90Kr/89Kr Bocquet
232Th 2.38(18) 2.20(10) 0.99(9) 0.90(4)
238U 1.38(14) 1.42(7) 0.91(14) 1.02(3)
235U 3.61(33) 3.58(15) 0.81(12) 0.85(2)

5.4.3 Rubidium and Strontium

Fission yield estimates from rubidium and strontium all fell within 2σ of the ENDF/B-

VII.1 estimates. 94Rb and 96Sr measured from 232Th had the worst agreement and were

about 30% lower than the ENDF/B-VII.1 values. The lower measured yields to 94Rb and 96Sr

suggest that the neutron multiplicity as a function of atomic weight within this region may

be higher than expected for 232Th [194], that the charge distribution model over-estimates for

232Th fission, or that the centroid of the low atomic weight mass yield curve might be lower

than was estimated in ENDF/B-VII.1. The last suggestion might also explain the higher

yield to 84As observed. No other fission yield measurements for 232Th have been made for

94,95,96Sr, and 94Rb. Many of the fission yield estimates for 238U were compared with results

from Campbell in Ref. [195]. The measured independent yield of 94Sr from 238U in this work

are in excellent agreement with results from Campbell; however, the comparison is not ideal.

Campbell’s work used a thermal reactor source spectrum, not a purely 14 MeV neutron

source, nor was the source spectrum explicitly described as it was for this work in Ref. [2].

Regardless, the measurements from Ref. [195] were suggested by EXFOR and are the closest

available comparison to the measurements made in this work [189]. The measured results for

the strontium and rubidium isotopes were in good agreement with the charge distribution

models and might serve as an excellent set of gamma-lines to observe directly from a nuclear

detonation for nuclear forensics.
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5.4.4 Yttrium and Zirconium

Two new fission yields of the metastable states of 96Y and 97Y are presented for 232Th,

238U, and 235U. These estimates were generated using gamma peaks with limited interference.

Peaks were free of interference because of their high energies of 1750 and 1103 keV and strong

specific activity due to their short half-lives of 9.6 and 1.17 seconds for the metastable states

of 96Y and -97, respectively [196, 197].

An analysis of yttrium and 99Zr required a more elaborate analysis method. Data analysis

of this parent-daughter pair required the use of the D2 equation when analyzing 99Zr’s

gamma-lines. Although it was assumed that the temporal adjustment to the 99Zr gamma-

lines from 99Y feeding would dramatically change their time-dependence, limited sensitivity

of the second order function to the 99Y feeding effect was observed. The cumulative yield to

99Y, observed from the 724 keV gamma-line, agreed within one-sigma of the ENDF/B-VII.1

evaluation for 232Th and 238U and 1.27 sigma for 235U. The yield estimate acquired using

the D2 equation fitting to gamma-lines of 99Zr roughly agreed using the 469 keV gamma-

line. Measurements were more difficult to obtain from the 546 keV gamma-line of 99Zr.

Several peaks were convolved around this gamma-line, making it difficult to reliably extract

photo-peak areas.

5.4.5 Tellurium and Iodine

136Te was found to be in agreement with ENDF/B-VII.1 for both uranium targets. The

2077 keV gamma-line of 136Te is far from background contamination, free of interference,

suffers from limited gamma self-shielding, and has a half-life that is long enough that dead-

time effects at early times are somewhat mitigated. Measurements of 136Te and the ground

and first metastable states of 136I were in keeping with the expectation that the cumulative

fission yield estimate of the ground state of 136I should be larger than tellurium; however,

measurements of the yields to the ground and metastable states of 136I did not agree with

ENDF/B-VII.1. The isomer ratio of these radionuclides suggested the yield to the isomer
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state was higher than the ground state, not in keeping with the expected behavior of the

ground state yield being higher. The yield to the metastable state relative to the ground

state of 136I was larger. The ground and metastable state yields of 136I were made by fitting

the time-varying peak area of the 1313 keV gamma-line with the sum of two D1 equations.

The half-lives were assumed to be different enough for this approach to be sensitive to the two

decaying radionuclides. However, during the analysis, the half-life of the meta-stable state

nearly matched the observed time-dependence of the peak. The lack of observed ground-state

136I is not clear at this time.

5.4.6 Xenon and Cesium

138Xe, the longest lived isotope measured, showed excellent agreement with ENDF/B-

VII.1 in all three cases, but the statistics of the measurement were far worse than the

ENDF/B-VII.1 evaluation, as expected. The irradiation time used for this work was not

designed to probe radionuclides in this time regime; nevertheless, the 1768 keV gamma-line

of 138Xe was clearly present throughout the experiment for all three targets. 139Xe showed

reasonable agreement but was consistently higher than ENDF/B-VII.1 for the uranium mea-

surements. Peak area extraction for 89Kr and 139Xe were performed simultaneously. The

219 and 221 keV gamma-lines of 89Kr and 139Xe, respectively, were convolved, as shown in

Fig. 5.16. In addition to multi-peak fitting, the low energy nature of these two gamma-lines

increases the likelihood that they suffer from interference with other low emitters within

this energy regime. Fig. 5.16 illustrates the complexity of the region where 139Xe was mea-

sured. 140Xe agreed well with ENDF/B-VII.1 for 238U but exhibited lower yields relative to

ENDF/B-VII.1 for 232Th and 235U.

Fission product yield ratios measured from this work were compared with Bocquet’s

measurements and are provided in Tab. 5.5. The poor agreement between the measured

results and ENDF/B-VII.1 for 140Xe is likely the result of poor counting statistics. The 1413

keV gamma-line was very weak in the data. Peak fitting was forced in some cases to extract
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Figure 5.16: Convolved photo-peaks of 139Xe at 218.6 keV and 89Kr at 220.95 keV. The
prominent coincidences between the 218.6, 174.9, and 296.5 keV gamma-lines of 139Xe can
be seen in the coincidence scatter plot (top-left). It is not visible in the figure but the
coincidence between 220 and 1472 keV of 89Kr was also present within this spectrum.
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peak areas for the estimate (see Fig. 5.17).

Figure 5.17: Singles spectrum of all recorded events over the 200-second counting window.
Several measured fission products and the peak region where 140Xe was measured from are
listed.

Table 5.5: Comparison of fission yield ratios from xenon as measured in this work and by
Bocquet.

Target 138Xe/139Xe Measured 138Xe/139Xe Bocquet 138Xe/140Xe Measured 138Xe/140Xe Bocquet
232Th 0.97(7) 1.05(3) 1.94(25) 1.31(2)
238U 1.21(18) 1.15(4) 2.01(25) 1.54(6)
235U 1.13(17) 1.62(8) 5.29(83) 3.40(13)
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5.4.7 Barium and Lanthanum

144La was easily observed from the 397 keV gamma-line and showed multiple coincidences

at 1524, 1431, 968, 845, 735, 585, 541, and at several other minor coincident lines. The

measured fission yield from the 397 keV gamma-line was in agreement with ENDF/B-VII.1’s

estimated value using the D2 equation, as illustrated in Fig. 5.11. Because of the more

complex temporal behavior of the 397 keV gamma-line, an estimate of the cumulative yield of

144Ba and an independent yield of 144La was generated. All fission yields listed in Tab. 5.6—

5.8 are cumulative yields. For linked parent-daughter decay chains, the independent yield

is the difference in the two cumulative yields of the parent and daughter. The ground and

metastable state for 146La was measured from the 258 keV gamma-line in the same way as the

136mI and 136I pair. This line suffers from interference from the long-lived 138Xe; however,

the additional counts added from decay of 138Xe were treated as background, given that

the gamma-emission rate from 138Xe relative to 146La was roughly constant. Deconvolution

of two yields from a single gamma-line was done by fixing the decay constant of each D1

equation in the sum of the two and fitting the time-dependence of the gamma-line. Estimates

obtained in this way yielded results with weaker statistics; however, no true measurement

of these yields has been made. A comparison of the results measured in this work to those

provided by ENDF/B-VII.1 indicate that the isomer ratio used to split the yield for 146La

was relatively close to the true ratio.
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Table 5.6: Measured fission yields from 232Th and additional data relevant to the respective radioisotopes. The columns of the
table are: atomic weight, atomic mass, half-life and uncertainty, gamma-line energy used for the measurement, branching ratio,
the ENDF/B-VII.1 estimated fission yield and uncertainty, the measured fission yield and uncertainty, percent difference from
ENDF/B-VII.1, ratio of the measured uncertainty divided by the uncertainty quoted from ENDF/B-VII.1, and the number of
standard deviations the measured result is from the ENDF/B-VII.1 value using the ENDF/B-VII.1 uncertainty.

A Z Iso T1/2 (sec) E (keV) I (%) Meas. FY (%) σMeas. Meas. FY ENDF FY (%) 1σENDF ENDF FY % Difference Ratio of σMeas.

σENDF
Difference/σENDF

84 33 84As 4.2(5) 1454.55(10) 89.0(82) 0.99% 0.12% 0.46% 0.29% 116.24% 2.38 1.82
86 34 86Se 14.3(3) 2441.1(3) 43.00(454) 2.42% 0.30% 4.03% 0.93% -39.97% 3.14 1.74
86 34 86Se 14.3(3) 1564.64(14) 2.07% 0.29% 4.03% 0.93% -48.51% 3.19 2.11
86 35 86Br 55.0(8) 1564.64(14) 65.0(77) 3.96% 0.42% 4.62% 0.74% -14.46% 1.75 0.90
87 35 87Br 55.65(13) 1419.71(7) 22.0(15) 4.18% 0.49% 4.36% 0.35% -4.23% 0.71 0.53
88 35 88Br 16.29(6) 775.28(6) 67(5) 3.20% 0.37% 3.55% 0.82% -9.91% 2.18 0.43
89 36 89Kr 189.0(24) 220.948(9) 20.10(170) 5.37% 0.67% 5.81% 0.35% -7.57% 0.52 1.26
90 36 90Kr 32.32(9) 1118.69(5) 39.00(312) 5.33% 0.66% 5.54% 1.27% -3.80% 1.94 0.17
92 36 92Kr 1.84(8) 1218.6(1) 59.61(385) 2.31% 0.30% 2.36% 0.14% -2.22% 0.48 0.37
94 37 94Rb 2.702(5) 836.9(1) 61(4) 2.34% 0.29% 3.56% 0.82% -34.43% 2.85 1.50
94 37 94Rb 2.702(5) 1577.5(2) 22.27(183) 2.45% 0.35% 3.56% 0.82% -31.17% 2.37 1.36
94 38 94Sr 75.3(2) 1427.7(1) 94.2(9) 4.80% 0.53% 5.25% 0.84% -8.56% 1.58 0.54
95 38 95Sr 23.9(14) 685.6(2) 22.60(120) 4.30% 0.53% 4.42% 0.71% -2.70% 1.33 0.17
96 38 96Sr 1.07(1) 809.40(3) 71.91(256) 2.37% 0.31% 3.01% 0.48% -21.32% 1.57 1.33
96 39 96mY 9.6(2) 1750.6(2) 88(??) 0.49% 0.07% 0.69% 0.31% -29.91% 4.35 0.66
97 39 97mY 1.17(3) 1103.0(2) 92.35(199) 0.81% 0.12% 0.75% 0.48% 7.81% 4.13 0.12
99 39 99Y 1.47(7) 724.4(2) 17.06(203) 1.45% 0.32% 1.51% 0.35% -4.17% 1.1 0.18
99 39 99Y 1.47(7) 469.137(13) 1.72% 0.28% 1.51% 0.35% 13.82% 1.26 0.60
99 39 99Y 1.47(7) 546.13(3) 0.47% 0.19% 1.51% 0.35% -68.83% 1.84 2.99
99 40 99Zr 2.1(1) 469.137(13) 55.20(220) 2.38% 0.29% 2.02% 0.47% 17.38% 1.6 0.76
99 40 99Zr 2.1(1) 546.13(3) 48.29(285) 2.23% 0.26% 2.02% 0.47% 10.26% 1.79 0.45
136 52 136Te 17.5(2) 2077.9(3) 22.37(250) 1.26% 0.19% 2.16% 0.50% -41.64% 2.62 1.81
136 53 136gI 83.4(10) 1313.02(1) 66.70(0) 0.68% 0.50% 3.91% 0.63% -82.69% 1.26 5.17
136 53 136mI 46.9(1) 1313.02(1) 100(0) 1.96% 0.29% 1.78% 0.41% 10.22% 1.43 0.44
138 54 138Xe 844.8(48) 1768.26(13) 16.73(68) 5.00% 0.62% 5.45% 0.33% -8.15% 0.53 1.36
139 54 139Xe 39.68(14) 218.59(3) 56(6) 5.15% 0.57% 4.82% 0.29% 6.89% 0.51 1.15
140 54 140Xe 13.6(1) 1413.66(10) 12.20(171) 2.66% 0.40% 3.73% 0.30% -28.68% 0.74 3.59
140 55 140Cs 63.7(3) 602.25(5) 53.30(256) 5.87% 0.65% 5.84% 0.47% 0.46% 0.72 0.06
142 55 142Cs 1.684(14) 359.598(14) 27.20(274) 3.56% 0.46% 3.98% 0.91% -10.54% 1.98 0.46
143 56 143Ba 14.5(3) 798.79(2) 15.6(18) 5.47% 0.68% 4.90% 0.78% 11.48% 1.16 0.72
144 56 144Ba 11.5(2) 397.440(9) 3.11% 0.35% 3.62% 0.83% -14.15% 2.38 0.62
144 57 144La 40.8(4) 397.440(9) 94.3(16) 3.82% 0.41% 4.20% 0.67% -9.25% 1.66 0.58
146 57 146mLa 10(1) 258.42(5) 95.25(675) 0.71% 0.13% 0.66% 0.42% 8.08% 3.15 0.13
146 57 146La 6.27(10) 258.47(6) 63.7(30) 1.21% 0.22% 1.58% 1.01% -23.92% 4.53 0.37
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Table 5.7: Measured fission yields from 238U and additional data relevant to the respective radioisotopes. The columns of the
table are: atomic weight, atomic mass, half-life and uncertainty, gamma-line energy used for the measurement, branching ratio,
the ENDF/B-VII.1 estimated fission yield and uncertainty, the measured fission yield and uncertainty, percent difference from
ENDF/B-VII.1, ratio of the measured uncertainty divided by the uncertainty quoted from ENDF/B-VII.1, and the number of
standard deviations the measured result is from the ENDF/B-VII.1 value using the ENDF/B-VII.1 uncertainty.

A Z Iso T1/2 (sec) E (keV) I (%) Meas. FY (%) σMeas. Meas. FY ENDF FY (%) 1σENDF ENDF FY % Difference Ratio of σMeas.

σENDF
Difference/σENDF

84 33 84As 4.2(5) 1454.55(10) 89.0(82) 0.456% 0.048% 0.302% 0.193% 51.08% 4.02 0.80
86 34 86Se 14.3(3) 2441.1(3) 43.00(454) 0.630% 0.065% 1.019% 0.459% -38.22% 7.1 0.85
86 34 86Se 14.3(3) 1564.64(14) 0.561% 0.079% 1.019% 0.459% -44.93% 5.79 1.00
86 35 86Br 55.0(8) 1564.64(14) 65.0(77) 1.168% 0.087% 1.257% 0.289% -7.06% 3.31 0.31
87 35 87Br 55.65(13) 1419.71(7) 22.0(15) 2.541% 0.218% 1.548% 0.093% 64.16% 0.43 10.69
88 35 88Br 16.29(6) 775.28(6) 67(5) 1.530% 0.151% 1.487% 0.164% 2.91% 1.09 0.26
89 36 89Kr 189.0(24) 220.948(9) 20.10(170) 3.225% 0.480% 2.809% 0.056% 14.79% 0.12 7.40
90 36 90Kr 32.32(9) 1118.69(5) 39.00(312) 2.925% 0.266% 2.746% 0.165% 6.49% 0.62 1.08
92 36 92Kr 1.84(8) 1218.6(1) 59.61(385) 2.119% 0.213% 1.658% 0.046% 27.79% 0.22 9.93
94 37 94Rb 2.702(5) 836.9(1) 61(4) 2.919% 0.294% 2.757% 0.634% 5.91% 2.16 0.26
94 37 94Rb 2.702(5) 1577.5(2) 22.27(183) 3.271% 0.298% 2.757% 0.634% 18.66% 2.13 0.81
94 38 94Sr 75.3(2) 1427.7(1) 94.2(9) 4.339% 0.354% 4.529% 0.498% -4.19% 1.41 0.38
95 38 95Sr 23.9(14) 685.6(2) 22.60(120) 4.224% 0.392% 4.282% 0.685% -1.34% 1.75 0.08
96 38 96Sr 1.07(1) 809.40(3) 71.91(256) 3.623% 0.367% 3.871% 0.890% -6.41% 2.43 0.28
96 39 96mY 9.6(2) 1750.6(2) 88(??) 0.598% 0.058% 1.521% 0.350% -60.66% 6.06 2.64
97 39 97mY 1.17(3) 1103.0(2) 92.35(199) 2.011% 0.170% 1.306% 0.836% 54.07% 4.92 0.84
99 39 99Y 1.47(7) 724.4(2) 17.06(203) 3.837% 0.499% 3.420% 0.787% 12.19% 1.58 0.53
99 39 99Y 1.47(7) 469.137(13) 2.900% 0.263% 3.420% 0.787% -15.22% 2.99 0.66
99 39 99Y 1.47(7) 546.13(3) 2.508% 0.235% 3.420% 0.787% -26.67% 3.35 1.16
99 40 99Zr 2.1(1) 469.137(13) 55.20(220) 6.841% 0.608% 5.536% 0.886% 23.56% 1.46 1.47
99 40 99Zr 2.1(1) 546.13(3) 48.29(285) 5.855% 0.495% 5.536% 0.886% 5.76% 1.79 0.36
136 52 136Te 17.5(2) 2077.9(3) 22.37(250) 1.292% 0.152% 1.439% 0.331% -10.23% 2.17 0.44
136 53 136gI 83.4(10) 1313.02(1) 66.70(0) 1.569% 0.150% 1.594% 0.367% -1.57% 2.44 0.07
136 53 136mI 46.9(1) 1313.02(1) 100(0) 1.905% 0.155% 3.009% 0.481% -36.69% 3.1 2.29
138 54 138Xe 844.8(48) 1768.26(13) 16.73(68) 5.067% 0.419% 4.531% 0.091% 11.83% 0.22 5.91
139 54 139Xe 39.68(14) 218.59(3) 56(6) 4.191% 0.598% 3.392% 0.204% 23.55% 0.34 3.93
140 54 140Xe 13.6(1) 1413.66(10) 12.20(171) 2.519% 0.297% 2.737% 0.109% -7.96% 0.37 1.99
140 55 140Cs 63.7(3) 602.25(5) 53.30(256) 6.210% 0.539% 4.468% 0.715% 38.99% 1.33 2.44
142 55 142Cs 1.684(14) 1326.46(7) 12.92(130) 2.553% 0.285% 2.878% 0.662% -11.29% 2.33 0.49
143 56 143Ba 14.5(3) 798.79(2) 15.6(18) 6.441% 0.565% 3.719% 0.409% 73.19% 0.72 6.65
144 56 144Ba 11.5(2) 397.440(9) 2.464% 0.242% 3.119% 0.717% -21.00% 2.96 0.91
144 57 144La 40.8(4) 397.440(9) 94.3(16) 3.644% 0.343% 3.707% 0.222% -1.71% 0.65 0.29
146 57 146mLa 10(1) 258.42(5) 95.25(675) 0.687% 0.147% 0.656% 0.420% 4.71% 2.86 0.07
146 57 146La 6.27(10) 258.47(6) 63.7(30) 1.691% 0.250% 1.558% 0.997% 8.51% 3.99 0.13
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Table 5.8: Measured fission yields from 235U and additional data relevant to the respective radioisotopes. The columns of the
table are: atomic weight, atomic mass, half-life and uncertainty, gamma-line energy used for the measurement, branching ratio,
the ENDF/B-VII.1 estimated fission yield and uncertainty, the measured fission yield and uncertainty, percent difference from
ENDF/B-VII.1, ratio of the measured uncertainty divided by the uncertainty quoted from ENDF/B-VII.1, and the number of
standard deviations the measured result is from the ENDF/B-VII.1 value using the ENDF/B-VII.1 uncertainty.

A Z Iso T1/2 (sec) E (keV) I (%) Meas. FY (%) σMeas. Meas. FY ENDF FY (%) 1σENDF ENDF FY % Difference Ratio of σMeas.

σENDF
Difference/σENDF

84 33 84As 4.2(5) 1454.55(10) 89.0(82) 0.211% 0.030% 0.265% 0.170% -20.54% 5.67 0.32
86 34 86Se 14.3(3) 2441.1(3) 43.00(454) 0.397% 0.056% 0.804% 0.362% -50.65% 6.44 1.13
86 34 86Se 14.3(3) 1564.64(14) 0.335% 0.061% 0.804% 0.362% -58.37% 5.98 1.30
86 35 86Br 55.0(8) 1564.64(14) 65.0(77) 1.307% 0.144% 1.231% 0.554% 6.23% 3.85 0.14
87 35 87Br 55.65(13) 1419.71(7) 22.0(15) 1.945% 0.232% 1.619% 0.259% 20.11% 1.12 1.26
88 35 88Br 16.29(6) 775.28(6) 67(5) 0.938% 0.116% 1.891% 0.303% -41.90% 2.6 3.15
89 36 89Kr 189.0(24) 220.948(9) 20.10(170) 4.376% 0.715% 3.513% 0.098% 24.57% 0.14 8.77
90 36 90Kr 32.32(9) 1118.69(5) 39.00(312) 3.533% 0.426% 2.960% 0.681% 19.38% 1.6 0.84
92 36 92Kr 1.84(8) 1218.6(1) 59.61(385) 0.957% 0.124% 0.843% 0.051% 13.59% 0.41 2.26
94 37 94Rb 2.702(5) 836.9(1) 61(4) 0.979% 0.128% 1.398% 0.321% -29.97% 2.51 1.30
94 37 94Rb 2.702(5) 1577.5(2) 22.27(183) 1.374% 0.177% 1.398% 0.321% -1.65% 1.81 0.07
94 38 94Sr 75.3(2) 1427.7(1) 94.2(9) 4.103% 0.456% 4.224% 0.972% -2.86% 2.13 0.12
95 38 95Sr 23.9(14) 685.6(2) 22.60(120) 3.458% 0.435% 3.220% 0.740% 7.42% 1.7 0.32
96 38 96Sr 1.07(1) 809.40(3) 71.91(256) 1.867% 0.244% 1.950% 0.449% -4.28% 1.84 0.19
96 39 96mY 9.6(2) 1750.6(2) 88(??) 1.047% 0.131% 2.558% 0.588% -59.05% 4.5 2.57
97 39 97mY 1.17(3) 1103.0(2) 92.35(199) 1.820% 0.224% 1.472% 0.942% 23.64% 4.2 0.37
99 39 99Y 1.47(7) 724.4(2) 17.06(203) 1.829% 0.327% 1.415% 0.326% 29.23% 0.99 1.27
99 39 99Y 1.47(7) 469.137(13) 0.331% 0.092% 1.415% 0.326% -76.64% 3.55 3.33
99 39 99Y 1.47(7) 546.13(3) 0.001% 0.058% 1.415% 0.326% -99.91% 5.6 4.34
99 40 99Zr 2.1(1) 469.137(13) 55.20(220) 4.349% 0.526% 4.289% 0.986% 1.41% 1.87 0.06
99 40 99Zr 2.1(1) 546.13(3) 48.29(285) 4.360% 0.513% 4.289% 0.986% 1.67% 1.92 0.07
136 52 136Te 17.5(2) 2077.9(3) 22.37(250) 0.400% 0.064% 0.359% 0.230% 11.48% 3.61 0.18
136 53 136gI 83.4(10) 1313.02(1) 66.70(0) 0.051% 0.051% 1.580% 0.363% -96.78% 7.1 4.21
136 53 136mI 46.9(1) 1313.02(1) 100(0) 1.473% 0.166% 1.226% 0.282% 20.14% 1.7 0.88
138 54 138Xe 844.8(48) 1768.26(13) 16.73(68) 3.302% 0.388% 3.163% 0.089% 4.39% 0.23 1.57
139 54 139Xe 39.68(14) 218.59(3) 56(6) 2.920% 0.488% 2.058% 0.165% 41.91% 0.34 5.24
140 54 140Xe 13.6(1) 1413.66(10) 12.20(171) 0.624% 0.106% 0.934% 0.037% -33.27% 0.35 8.32
140 55 140Cs 63.7(3) 602.25(5) 53.30(256) 3.412% 0.404% 3.538% 0.814% -3.58% 2.02 0.16
142 55 142Cs 1.684(14) 359.598(14) 27.20(274) 1.416% 0.326% NM NM NM
143 56 143Ba 14.5(3) 798.79(2) 15.6(18) 2.216% 0.285% 2.705% 0.622% -18.10% 2.18 0.79
144 56 144Ba 11.5(2) 397.440(9) 94.3(16) 1.183% 0.159% 1.466% 0.337% -19.31% 2.12 0.84
144 57 144La 40.8(4) 397.440(9) 94.3(16) 2.611% 0.326% 2.952% 0.325% -11.57% 1 1.05
146 57 146mLa 10(1) 258.42(5) 95.25(675) 0.597% 0.105% 0.542% 0.347% 10.22% 3.29 0.16
146 57 146La 6.27(10) 258.47(6) 63.7(30) 0.485% 0.126% 0.722% 0.462% -32.82% 3.66 0.51
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5.4.8 Discussion

New, never before published measurements of the fission yields from 14.3(3) MeV neutron-

induced fission for 84As, 86Se, 87Br, 94Rb, 94,95,96Sr; the isomers of 96m,97mY, 99Y, 99Zr, and

136Te; both the isomer and ground state of 136I, 140,142Cs, 143,144Ba, 144La, and the ground

state and isomer of 146La have been presented. More precise measurements of the fission

yields of 86Br and 90Kr have also been generated from these data.

After reviewing the results, several conclusions can be inferred: 1) the neutron multiplici-

ties in the lighter mass fission yield distribution for ≈14 MeV neutron-induced fission is likely

higher than what was originally used in the England and Rider fission yield evaluation; thus,

suppressing the fission yield to isotopes such as 84As, 86Se, 94Rb, and 96Sr, better neutron

multiplicity and fission fragment versus fission product yield measurements are needed, 2)

fission yields of isomers and linked parent-daughter decay chains where the half-life of the

parent is similar to that of the daughter, but not the same, are difficult to analyze but can be

measured using the CNAA technique, for more precise measurements, cyclotron based mass

separation and penning ion traps [198] should be used, 3) further investigation is needed to

cement the yield estimates for the bromine isotopes and noble gas isotopes, better estimates

of these nuclides will assist other experimenters in validating their own measurement results;

and 4) fission yields for isotopes between 90-100 amu seem to be well understood, likely

because of their proximity to a closed nuclear shell.

The measured fission yields for 94,95Sr, 136Te, and 144La agreed with the prediction esti-

mates generated by extrapolating from the measured fission yields using the charge distri-

bution model. The average percent deviation of the measured values from ENDF/B-VII.1

for 232Th, 238U, and 235U were -10.2%, 4.5%, and -12.9%, respectively. Fission yield esti-

mates from 232Th and 238U agreed most closely with ENDF/B-VII.1. Estimates made for

the uranium targets that consistently fell within 2σ of the ENDF/B-VII.1 estimated val-

ues. The average difference of the measured fission yields compared to ENDF/B-VII.1 using

the ENDF/B-VII.1 standard deviation were 0.84, 0.83, and 1.73 for 232Th, 238U, and 235U,
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respectively: these values are the average of the right most column of Tab. 5.6—5.8.

High-spin isomers and the variation in their yields, based on the energy of the incident

particle, are crucial to improving fission yield models. Fine structural detail of the scission

dynamics governs the final spin of the products. Understanding how the additional nuclear

energy absorbed from energetic particle interactions and how it propagates to the products

yields is important to developing new insights into the fission process.
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CHAPTER VI

Conclusions

A total of 69 new fission product yields have been measured for three different actinide

targets: thorium-232, uranium-235, and uranium-238. These fission product measurements

were performed using delayed gamma-ray spectroscopy and CNAA techniques. Validation of

the measured data was accomplished through the comparison of fission yield measurements

of bromine-86, -87, and -88, krypton-89, -90, and -92, and xenon-138, -139, and -140 with

the Evaluated Nuclear Data Files VII.1. The comparison of krypton fission yield ratios with

data acquired by Bocquet [193] showed excellent agreement; the comparison of xenon fission

yield ratios was not as good but fission yield estimates of bromine agreed well with ENDF

in a majority of cases.

To accomplish this experimental endeavor, the UofM-NSL had to be substantially modi-

fied and optimized. Numerous improvements to the facility were made, the most prominent

two were the development and characterization of a three-HPGe-crystal coincidence detector

and neutron dosimetric characterization of the irradiation geometry.

The objective of this work was to measure new fission yields of arsenic-84, selenium-

86, bromine-88, krypton-90 and -92, rubidium-94, strontium-94, -95, and -96, yttrium-96m,

zirconium-99, barium-143, and lanthanum-146. Improvements to the fission yield estimates

of krypton-90 and -92 relative to the ENDF uncertainties was not achieved; however, the

values provided by ENDF are not direct measurements but extrapolations of the charge dis-
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tribution model. The measurements obtained of krypton agreed well with the experimental

data acquired by Bocquet [193] and suggest the extrapolated estimates from ENDF under-

estimate the fission yield of krypton-92. New measurements of all other fission products,

including an estimate of the isomer ratio of lanthanum-146, were successful. In addition to

measuring the fission yields from the original list, bromine-86 and -87, krypton-89, yttrium-

96m and -97m, tellurium-136, iodine-136 metastable and ground state, xenon-138, -139, and

-140, cesium-140 and -142, barium-143 and -144, and lanthanum-144 were measured.

Based on the measurements conducted for this work, it is clear that immediate air sam-

pling of noble gases following a nuclear detonation can show distinct differences between

actinides. Referencing tables 5.6−5.8, yield differences of nearly 50% can be observed be-

tween the krypton isotopes of thorium relative to the uranium samples; even xenon, in

the high-mass distribution, exhibits order 20% differences in the fission yields of uranium-

235 and -238. Fission yields of strontium-94 and -95 show some of the closest agreement

between these three actinides and would serve as an excellent benchmark for gamma-line

ratio analysis of post-detonation gamma-ray spectra acquired immediately following a det-

onation. Gamma-lines starting at 1118 keV from krypton-90 and up in energy to 2441

keV from selenium-86 include arsenic-84, bromine-86 and -87, strontium-94, yttrium-96m,

iodine-136m/g, and xenon-138 and -139, of which arsenic-84, bromine-87, strontium-94, and

xenon-140 have gamma-lines within about 42 keV of one another.

Short-lived fission product analysis for post-detonation nuclear debris analysis is a viable

method of nuclear weapon detonation characterization. Fission yield estimates and compar-

isons obtained from cyclic activation of thorium-232, uranium-238, and uranium-235 clearly

prove this assertion.
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CHAPTER VII

Future Work

A new cyclic neutron activation analysis and gamma-gamma coincidence detection system

is under development at Pacific Northwest National Laboratory. The new system is com-

posed of two 100% relative efficiency germanium detectors that have an adjustable source-to-

detector distance. The Thermo-Scientific D711 fusion neutron generator at PNNL is housed

within the 318 building inside of the low-scatter room. Because of the size of the room, the

walls, floor, and ceiling will be 18 feet from the head of fusion neutron generator decreasing

the epithermal and thermal neutron contamination of the nearly pure 14.5 MeV neutron flux

by roughly two orders of magnitude. Figure 7.1 is a photo of the new coincidence detection

shield and detectors. The support structure is made primarily of aluminum to minimize

scatter from the platform.

This new facility will be used to re-examine many of the short-lived fission products

measured in this work with higher precision from the same target materials, and later other

actinides including plutonium-239 and neptunium-237. The improved detection sensitivity

afforded by the radiation shielding being located outside of the neutron generator room,

larger lead shield and HPGe detectors, and adjustable source-to-detector distance will pro-

vide better signal-to-noise and an order-of-magnitude improvement in the counting statistics.

Additional work will be dedicated to improving and expanding the capabilities of Melusine2,

a software utility based on ROOT, designed for gamma-gamma coincidence spectroscopy.
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Figure 7.1: HPGe coincidence detector located outside of the LSR of the 318 BLDG.

This resource currently lacks a complete list of gamma-gamma coincidence pairs and cor-

responding gamma-gamma coincidence branching ratios. These gamma-gamma pairs and

uncertainties will be generated using an algorithm where individual cascades from each

energy level are traced out and collected into a 3-dimensional matrix of decay cascades.

Gamma-gamma pair probabilities from each 2-dimensional slice of the matrix are computed

before summing the probabilities from common pairs. This method will not only provide

a collection of gamma-gamma but beta-gamma, alpha-gamma, and higher order detection

sets for automated isotope identification and activity analysis for field deployable sensors

currently under development at PNNL.
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APPENDIX A

Fission Product Gamma-spectra Analysis

The fission yield data could not be directly acquired using the ORTEC DSPEC Pro

modules because there were limited options to generate the coincident gamma-ray data

stream. To identify coincident gamma-rays, using the DSPEC Pro, would’ve required the

use of a pulser to keep the separate, internal clocks synchronized and lengthy post-processing

to comb through the two separate data sets to identify coincident gamma-rays with 200 nano-

second resolution. Alternatively, the XIA Pixie-4 module prints the coincident events at their

occurrence with a resolution of 13.3 nanoseconds and does not require post-processing. The

XIA Pixie-4 module was loaned to the University of Michigan Neutron Science Laboratory

to acquire list-mode data from the fission products. Much like the list-mode stream from

the DSPEC Pro modules, the list-mode data from the XIA Pixie-4 had to be processed

in conjunction with the pneumatic system output to isolate data acquired during the 200

second counting period following each cycle, ignoring all other data. The software resource

used to post-process the list-mode from the XIA Pixie-4 into the set of eight CERN ROOT

files is provided.

void TPixieReader : : Read ( s t r i n g f i l ename , CYCLEDATA ptubedata , double∗ co e f ) {

// open b in f i l e from p i x i e

i f s t r e am input ;

input . open ( f i l ename . c s t r ( ) ) ;
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// d e c l a r a t i o n o f naming s t r i n g

s t r i n g tmp ;

// t r e e t i t l e

s t r i n g t r e e t i t l e ( ” cy c l e data” ) ;

// f i l l i n g v a r i a b l e s f o r each ROOT t r e e

uint t i c k s [ 4 ]{0} , channel [ 4 ] { 0 } ;

double energy [ 4 ]{0} , c l k t [ 4 ]{0} , cyct [ 4 ]{0} , d t c a l c [ 4 ] { 0 } ;

// r e c o r d i n g v e c t o r o f t ime r e s pon s e s from channe l 0

vector<double> chan0time ;

// i s channe l 0 w r i t i n g

bool chancheck0 ( fa l se ) ;

// channe l 0 t r e e

// r o o t t r e e−>Branch (” Pneumatic System Data ” , & f p t u b e f i l e ) ;

s t r i n g roo t f i l ename = f i l ename . subs t r (0 , f i l ename . f i nd ( ” . ” ,0) ) ;

tmp = root f i l ename + ” ch0 . root ” ;

TFile ∗ r o o t f i l e 0 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r o o t t r e e 0 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

roo t t r ee0−>Branch ( ” t i c k s ” , &t i c k s [ 0 ] ) ;

r oo t t r ee0−>Branch ( ” channel ” , &channel [ 0 ] ) ;

r oo t t r ee0−>Branch ( ” energy ” , &energy [ 0 ] ) ;

r oo t t r ee0−>Branch ( ” cyct ” , &cyct [ 0 ] ) ;

r oo t t r ee0−>Branch ( ” c l k t ” , &c l k t [ 0 ] ) ;

r oo t t r ee0−>Branch ( ”dt” , &dt ca l c [ 0 ] ) ;

// channe l 1 t r e e

tmp = root f i l ename + ” ch1 . root ” ;

TFile ∗ r o o t f i l e 1 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r o o t t r e e 1 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

roo t t r ee1−>Branch ( ” t i c k s ” , &t i c k s [ 1 ] ) ;

r oo t t r ee1−>Branch ( ” channel ” , &channel [ 1 ] ) ;

r oo t t r ee1−>Branch ( ” energy ” , &energy [ 1 ] ) ;

r oo t t r ee1−>Branch ( ” cyct ” , &cyct [ 1 ] ) ;

r oo t t r ee1−>Branch ( ” c l k t ” , &c l k t [ 1 ] ) ;

r oo t t r ee1−>Branch ( ”dt” , &dt ca l c [ 1 ] ) ;

// channe l 2 t r e e

tmp = root f i l ename + ” ch2 . root ” ;

TFile ∗ r o o t f i l e 2 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r o o t t r e e 2 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

roo t t r ee2−>Branch ( ” t i c k s ” , &t i c k s [ 2 ] ) ;

r oo t t r ee2−>Branch ( ” channel ” , &channel [ 2 ] ) ;

r oo t t r ee2−>Branch ( ” energy ” , &energy [ 2 ] ) ;

r oo t t r ee2−>Branch ( ” cyct ” , &cyct [ 2 ] ) ;

r oo t t r ee2−>Branch ( ” c l k t ” , &c l k t [ 2 ] ) ;

r oo t t r ee2−>Branch ( ”dt” , &dt ca l c [ 2 ] ) ;

// channe l 3 t r e e

tmp = root f i l ename + ” ch3 . root ” ;

TFile ∗ r o o t f i l e 3 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r o o t t r e e 3 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

roo t t r ee3−>Branch ( ” t i c k s ” , &t i c k s [ 3 ] ) ;
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root t r ee3−>Branch ( ” channel ” , &channel [ 3 ] ) ;

r oo t t r ee3−>Branch ( ” energy ” , &energy [ 3 ] ) ;

r oo t t r ee3−>Branch ( ” cyct ” , &cyct [ 3 ] ) ;

r oo t t r ee3−>Branch ( ” c l k t ” , &c l k t [ 3 ] ) ;

r oo t t r ee3−>Branch ( ”dt” , &dt ca l c [ 3 ] ) ;

// channe l 0 1 t r e e

tmp = root f i l ename + ” ch0 ch1 . root ” ;

TFile ∗ r o o t f i l e 0 1 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r oo t t r e e01 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

root t r ee01−>Branch ( ” t i c k s 0 ” , &t i c k s [ 0 ] ) ;

root t r ee01−>Branch ( ” t i c k s 1 ” , &t i c k s [ 1 ] ) ;

root t r ee01−>Branch ( ” channel0 ” , &channel [ 0 ] ) ;

root t r ee01−>Branch ( ” channel1 ” , &channel [ 1 ] ) ;

root t r ee01−>Branch ( ” energy0 ” , &energy [ 0 ] ) ;

root t r ee01−>Branch ( ” energy1 ” , &energy [ 1 ] ) ;

root t r ee01−>Branch ( ” cyct0 ” , &cyct [ 0 ] ) ;

root t r ee01−>Branch ( ” cyct1 ” , &cyct [ 1 ] ) ;

root t r ee01−>Branch ( ” c l k t 0 ” , &c l k t [ 0 ] ) ;

root t r ee01−>Branch ( ” c l k t 1 ” , &c l k t [ 1 ] ) ;

root t r ee01−>Branch ( ”dt0” , &dtca l c [ 0 ] ) ;

root t r ee01−>Branch ( ”dt1” , &dtca l c [ 1 ] ) ;

// channe l 0 2 t r e e

tmp = root f i l ename + ” ch0 ch2 . root ” ;

TFile ∗ r o o t f i l e 0 2 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r oo t t r e e02 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

root t r ee02−>Branch ( ” t i c k s 0 ” , &t i c k s [ 0 ] ) ;

root t r ee02−>Branch ( ” t i c k s 1 ” , &t i c k s [ 2 ] ) ;

root t r ee02−>Branch ( ” channel0 ” , &channel [ 0 ] ) ;

root t r ee02−>Branch ( ” channel1 ” , &channel [ 2 ] ) ;

root t r ee02−>Branch ( ” energy0 ” , &energy [ 0 ] ) ;

root t r ee02−>Branch ( ” energy1 ” , &energy [ 2 ] ) ;

root t r ee02−>Branch ( ” cyct0 ” , &cyct [ 0 ] ) ;

root t r ee02−>Branch ( ” cyct1 ” , &cyct [ 2 ] ) ;

root t r ee02−>Branch ( ” c l k t 0 ” , &c l k t [ 0 ] ) ;

root t r ee02−>Branch ( ” c l k t 1 ” , &c l k t [ 2 ] ) ;

root t r ee02−>Branch ( ”dt0” , &dtca l c [ 0 ] ) ;

root t r ee02−>Branch ( ”dt1” , &dtca l c [ 2 ] ) ;

// channe l 1 2 t r e e

tmp = root f i l ename + ” ch1 ch2 . root ” ;

TFile ∗ r o o t f i l e 1 2 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r oo t t r e e12 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

root t r ee12−>Branch ( ” t i c k s 0 ” , &t i c k s [ 1 ] ) ;

root t r ee12−>Branch ( ” t i c k s 1 ” , &t i c k s [ 2 ] ) ;

root t r ee12−>Branch ( ” channel0 ” , &channel [ 1 ] ) ;

root t r ee12−>Branch ( ” channel1 ” , &channel [ 2 ] ) ;

root t r ee12−>Branch ( ” energy0 ” , &energy [ 1 ] ) ;

root t r ee12−>Branch ( ” energy1 ” , &energy [ 2 ] ) ;

root t r ee12−>Branch ( ” cyct0 ” , &cyct [ 1 ] ) ;

root t r ee12−>Branch ( ” cyct1 ” , &cyct [ 2 ] ) ;

root t r ee12−>Branch ( ” c l k t 0 ” , &c l k t [ 1 ] ) ;

root t r ee12−>Branch ( ” c l k t 1 ” , &c l k t [ 2 ] ) ;

root t r ee12−>Branch ( ”dt0” , &dtca l c [ 1 ] ) ;

root t r ee12−>Branch ( ”dt1” , &dtca l c [ 2 ] ) ;
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// channe l 0 1 2 t r e e

tmp = root f i l ename + ” ch0 ch1 ch2 . root ” ;

TFile ∗ r o o t f i l e 0 1 2 = new TFile (tmp . c s t r ( ) , ”RECREATE” ) ;

TTree ∗ r oo t t r e e012 = new TTree ( ”Cyc leDirectory ” , t r e e t i t l e . c s t r ( ) ) ;

root t ree012−>Branch ( ” t i c k s 0 ” , &t i c k s [ 0 ] ) ;

root t ree012−>Branch ( ” t i c k s 1 ” , &t i c k s [ 1 ] ) ;

root t ree012−>Branch ( ” t i c k s 2 ” , &t i c k s [ 2 ] ) ;

root t ree012−>Branch ( ” channel0 ” , &channel [ 0 ] ) ;

root t ree012−>Branch ( ” channel1 ” , &channel [ 1 ] ) ;

root t ree012−>Branch ( ” channel2 ” , &channel [ 2 ] ) ;

root t ree012−>Branch ( ” energy0 ” , &energy [ 0 ] ) ;

root t ree012−>Branch ( ” energy1 ” , &energy [ 1 ] ) ;

root t ree012−>Branch ( ” energy2 ” , &energy [ 2 ] ) ;

root t ree012−>Branch ( ” cyct0 ” , &cyct [ 0 ] ) ;

root t ree012−>Branch ( ” cyct1 ” , &cyct [ 1 ] ) ;

root t ree012−>Branch ( ” cyct2 ” , &cyct [ 2 ] ) ;

root t ree012−>Branch ( ” c l k t 0 ” , &c l k t [ 0 ] ) ;

root t ree012−>Branch ( ” c l k t 1 ” , &c l k t [ 1 ] ) ;

root t ree012−>Branch ( ” c l k t 2 ” , &c l k t [ 2 ] ) ;

root t ree012−>Branch ( ”dt0” , &dtca l c [ 0 ] ) ;

root t ree012−>Branch ( ”dt1” , &dtca l c [ 1 ] ) ;

root t ree012−>Branch ( ”dt2” , &dtca l c [ 2 ] ) ;

// c l o c k t i c k s f o r t ime o f c a p s u l e a r r i v a l

uint t imeo f capsu l e (0 ) ;

// i t e r a t o r s t o r i n g count s in each t ype o f e v en t

uint i t e r [ 1 7 ] = {0} ;

// count−r a t e moni tor ing v a r i a b l e s

uint coun t e r ea s t (0 ) , counter west (0 ) , c ount e r ve r t (0 ) ;

double coun t r a t e e a s t (0 ) , countrate west (0 ) , c oun t r a t e v e r t (0 ) ;

// cap s u l e r e t u rn t ime

double chanchecktime (0) ;

// channe l 3 time , t h e o p t i c a l s ensor from the p tube sys tem was s t a s h e d in t h i s channe l

double channel4t ime (0) , prevchannel4t ime (0) ;

// c y c l e number

uint cyclenmbr (0) ;

// even t coun te r and r o l l f l a g counter , r e s p e c t i v e l y

uint t i c k e r (0 ) , b i t t i c k e r 3 2 (0) ;

bool boo l t i c k e r ( true ) ;

// are we s t i l l c y c l i n g

bool postcnaa ( true ) ;

// count−r a t e monitor v a r i a b l e s

double s t a r t t ime (0) , p r ev s ta r t t ime (0) ;

// c l o c k t iming s t o r a g e v a r i a b l e s

double buf t imeh i (0 ) , bu f t ime t o t a l (0 ) , p revbu f t imeh i (0 ) , ev t t imeh i (0 ) , evt t ime (0) , prevevt t ime (0)

↪→ ;
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// u n i f i e d c l o ck , s t o r e s t ime whenever an even t occurs , dead−t ime channe l 0 , d id we reach th e end o f

↪→ b u f f e r r o l l f l a g

double un i c l o ck (0) , dtzero (0) ;

bool r o l l f l a g (0 ) ;

// deadt ime and wr i t e speed moni tor ing

ofstream output1 , output2 , output3 ;

output1 . open ( ”wr i tet ime . txt ” ) ;

output2 . open ( ” c lk t deadt ime . txt ” ) ;

output3 . open ( ” cyct deadt ime . txt ” ) ;

while ( ! input . eo f ( ) && postcnaa ) {

// rawdata b in

unsigned short buf [ 6 ] ;

// f i l l rawdata b in

input . read ( ( char∗)&buf [ 0 ] , 12) ;

// how much i s l e f t in t h e cu r r en t data b in

short nmbrofwords = buf [ 0 ] − 6 ;

// u i n t modnmbr = bu f [ 1 ] ;

// u i n t f o rma t d e s c r i p t o r = bu f [ 2 ] ;

prevbuf t imeh i = buf t imeh i ;

bu f t imeh i = (1000 . / 75 . ) ∗double ( buf [ 3 ] ∗ pow (2 . , 3 2 ) ) ;

bu f t ime t o t a l = (1000 . / 75 . ) ∗double ( buf [ 3 ] ∗ pow (2 . , 3 2 ) + buf [ 4 ] ∗ pow (2 . , 1 6 ) + buf [ 5 ] ) ∗1E−9;

// i f ( b u f t im e h i < p r e v b u f t im e h i ) {

// b u f t im e h i += (1000 . / 7 5 . ) ∗ doub l e ( pow ( 2 . , 3 2 ) ) ;

// }

//

double writet ime (0) ;

i f ( bu f t ime t o t a l − un i c l o ck > 50) {

writet ime = bu f t ime to t a l − un i c l o ck − pow(2 ,32) ∗1000 ./75 .E9 ;

} else i f ( bu f t ime t o t a l − un i c l o ck < −50) {

writet ime = bu f t ime to t a l − un i c l o ck + pow(2 ,32) ∗1000 ./75 .E9 ;

} else {

writet ime = bu f t ime to t a l − un i c l o ck ;

}

for ( u int i = 0 ; i < 4 ; i++) {

dt ca l c [ i ] += abs ( wr i te t ime ) ;

r o l l f l a g = true ;

energy [ i ] = 0 ;

channel [ i ] = 0 ;

t i c k s [ i ] = 0 ;

}

dtzero += wri tet ime ;

i f ( chancheck0 ) {

r o o t f i l e 0−>cd ( ) ;
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root t r ee0−>F i l l ( ) ;

r o o t f i l e 1−>cd ( ) ;

roo t t r ee1−>F i l l ( ) ;

r o o t f i l e 2−>cd ( ) ;

roo t t r ee2−>F i l l ( ) ;

r o o t f i l e 3−>cd ( ) ;

roo t t r ee3−>F i l l ( ) ;

}

i f ( chancheck0 ) {

output1 << writet ime << endl ;

i f ( b i t t i c k e r 3 2 > 0) {

output2 << c l k t [ 0 ] << ” ” << dtzero / c l k t [ 0 ] << endl ;

output3 << cyct [ 0 ] << ” ” << dtzero / c l k t [ 0 ] << endl ;

}

}

b i t t i c k e r 3 2++;

i f ( t i c k e r > 1E6) {

i f ( b o o l t i c k e r ) {

cout << ” S p i l l s Total Time Cycle Time Dead time % Dead time ch 0 ch 1 ch 2

↪→ ch 3 ch 0 1 ch 0 2 ch 1 2 ch 0 1 2 ” << endl ;

b o o l t i c k e r = fa l se ;

}

cout . f i l l ( ’ ’ ) ;

cout << l e f t << setw (7) << b i t t i c k e r 3 2 << ” ” << l e f t << setw (9) << s e t p r e c i s i o n (6) << c l k t [ 0 ]

↪→ << ” ” << l e f t << setw (7) << s e t p r e c i s i o n (6) << cyct [ 0 ] << ” ” << l e f t << setw

↪→ (7 ) << dtzero << ” ” << l e f t << setw (9) << s e t p r e c i s i o n (6) << dtzero / c l k t [ 0 ]∗100 << ”

↪→ ” << l e f t << setw (9) << i t e r [ 8 ] << ” ” << l e f t << setw (9) << i t e r [ 4 ] << ” ” <<

↪→ l e f t << setw (9) << i t e r [ 2 ] << ” ” << l e f t << setw (9) << i t e r [ 1 ] << ” ” << l e f t << setw

↪→ (9 ) << i t e r [ 1 2 ] << ” ” << l e f t << setw (9) << i t e r [ 6 ] << ” ” << l e f t << setw (9) << i t e r

↪→ [ 1 0 ] << ” ” << l e f t << setw (9) << i t e r [ 1 4 ] << endl ;

t i c k e r = 0 ;

}

while ( nmbrofwords > 0) {

// f i l l rawdata b in

input . read ( ( char∗)&buf [ 0 ] , 6) ;

// increment rawdata b in s i z e coun te r

nmbrofwords −= 3;

// even t t ype f l a g i . e . 1110 = co in c i d en c e even t channe l 0 1 2

b i t s e t<4> f l a g = buf [ 0 ] ;

// number o f channe l s h i t

uint nmbrofchannels ( f l a g [ 0 ] + f l a g [ 1 ] + f l a g [ 2 ] + f l a g [ 3 ] ) ;

// more p r e c i s e t iming , i n c l u d e s c l o c k t i c k s from occurrence o f e v en t

ev t t imeh i = (1000 . / 75 . ) ∗double ( buf [ 1 ] ∗ pow ( 2 . , 16) ) + buf t imeh i ;
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prevevt t ime = evt t ime ;

// t r u e s t e s t ima t e o f t h e ev en t t im ing

evt t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 2 ] ) ;

// case s t a t emen t sw i t che r , based on 16 p o s s i b l e outcomes

uint ca s eva l = f l a g [ 0 ]∗ 8 + f l a g [ 1 ]∗ 4 + f l a g [ 2 ]∗ 2 + f l a g [ 3 ] ;

// coun t ing o f e v en t t y p e s

i t e r [ c a s eva l ]++;

i t e r [ 1 6 ] += nmbrofchannels ;

i f ( evt t ime < chanchecktime ) {

ev t t imeh i += 1000 ./75 .∗pow(2 ,32) ;

}

switch ( ca s eva l ) {

case 1 :

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 3 ] = coe f [ 0 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 1 ] ∗ buf [ 1 ] + coe f [ 2 ] ;

channel [ 3 ] = buf [ 1 ] ;

t i c k s [ 3 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 3 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 3 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

un i c l o ck = c l k t [ 3 ] ;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 3 ] = 6 .8E−6;

channel4t ime = c l k t [ 3 ] ;

cout << ”Channel 4 event ” << endl ;

cout << ”Real−time :\ t ” << c l k t [ 3 ] << endl ;

cout << ”Channel :\ t ” << channel [ 3 ] << endl ;

cout << ”Time Since :\ t ” << ( channel4t ime − prevchannel4t ime ) << endl ;

b o o l t i c k e r = true ;

prevchannel4t ime = channel4t ime ;

r o o t f i l e 3−>cd ( ) ;

roo t t r ee3−>F i l l ( ) ;

break ;

case 8 :

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 0 ] = coe f [ 0 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 1 ] ∗ buf [ 1 ] + coe f [ 2 ] ;

channel [ 0 ] = buf [ 1 ] ;

t i c k s [ 0 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

un i c l o ck = c l k t [ 0 ] ;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

dtzero += 6.8E−6;

d t ca l c [ 0 ] = 6 .8E−6;
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t i c k e r++;

i f ( chancheck0 && b i t t i c k e r 3 2 > 100) {

r o o t f i l e 0−>cd ( ) ;

roo t t r ee0−>F i l l ( ) ;

}

coun t e r ea s t++;

break ;

case 4 :

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 1 ] = coe f [ 3 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 4 ] ∗ buf [ 1 ] + coe f [ 5 ] ;

channel [ 1 ] = buf [ 1 ] ;

t i c k s [ 1 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

un i c l o ck = c l k t [ 1 ] ;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 1 ] = 6 .8E−6;

i f ( chancheck0 && b i t t i c k e r 3 2 > 100) {

r o o t f i l e 1−>cd ( ) ;

roo t t r ee1−>F i l l ( ) ;

}

counter west++;

break ;

case 2 :

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 2 ] = coe f [ 6 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 7 ] ∗ buf [ 1 ] + coe f [ 8 ] ;

channel [ 2 ] = buf [ 1 ] ;

t i c k s [ 2 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 2 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 2 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

un i c l o ck = c l k t [ 2 ] ;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 2 ] = 6 .8E−6;

i f ( chancheck0 ) {

r o o t f i l e 2−>cd ( ) ;

roo t t r ee2−>F i l l ( ) ;

}

count e r ve r t++;

break ;

case 12 :

input . read ( ( char∗) buf , 4) ;
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nmbrofwords −= 2;

energy [ 0 ] = coe f [ 0 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 1 ] ∗ buf [ 1 ] + coe f [ 2 ] ;

channel [ 0 ] = buf [ 1 ] ;

t i c k s [ 0 ] = buf [ 0 ] ;

cyct [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

dtzero += 6.8E−6;

d t ca l c [ 0 ] = 6 .8E−6;

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 1 ] = coe f [ 3 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 4 ] ∗ buf [ 1 ] + coe f [ 5 ] ;

channel [ 1 ] = buf [ 1 ] ;

t i c k s [ 1 ] = buf [ 0 ] ;

cyct [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 1 ] = 6 .8E−6;

i f ( t i c k s [ 0 ] > t i c k s [ 1 ] ) {

dt ca l c [ 1 ] += abs ( ( t i c k s [ 0 ] − t i c k s [ 1 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 0 ] ;

} else {

dt ca l c [ 0 ] += abs ( ( t i c k s [ 1 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

dtzero += abs ( ( t i c k s [ 1 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 1 ] ;

}

i f ( chancheck0 && b i t t i c k e r 3 2 > 100) {

r o o t f i l e 0−>cd ( ) ;

roo t t r ee0−>F i l l ( ) ;

r o o t f i l e 1−>cd ( ) ;

roo t t r ee1−>F i l l ( ) ;

r o o t f i l e 0 1−>cd ( ) ;

root t r ee01−>F i l l ( ) ;

}

coun t e r ea s t++;

counter west++;

break ;

case 6 :

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 0 ] = coe f [ 0 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 1 ] ∗ buf [ 1 ] + coe f [ 2 ] ;

channel [ 0 ] = buf [ 1 ] ;

t i c k s [ 0 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;
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c l k t [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 0 ] += 6.8E−6;

dtzero += 6.8E−6;

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 2 ] = coe f [ 6 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 7 ] ∗ buf [ 1 ] + coe f [ 8 ] ;

channel [ 2 ] = buf [ 1 ] ;

t i c k s [ 2 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 2 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 2 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 2 ] = 6 .8E−6;

i f ( t i c k s [ 0 ] > t i c k s [ 2 ] ) {

dt ca l c [ 2 ] += abs ( ( t i c k s [ 0 ] − t i c k s [ 2 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 0 ] ;

} else {

dt ca l c [ 0 ] += abs ( ( t i c k s [ 2 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

dtzero += abs ( ( t i c k s [ 2 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 2 ] ;

}

i f ( chancheck0 && b i t t i c k e r 3 2 > 100) {

r o o t f i l e 0−>cd ( ) ;

roo t t r ee0−>F i l l ( ) ;

r o o t f i l e 2−>cd ( ) ;

roo t t r ee2−>F i l l ( ) ;

r o o t f i l e 0 2−>cd ( ) ;

root t r ee02−>F i l l ( ) ;

}

coun t e r ea s t++;

count e r ve r t++;

break ;

case 10 :

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 1 ] = coe f [ 3 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 4 ] ∗ buf [ 1 ] + coe f [ 5 ] ;

channel [ 1 ] = buf [ 1 ] ;

t i c k s [ 1 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 1 ] = 6 .8E−6;

input . read ( ( char∗) buf , 4) ;
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nmbrofwords −= 2;

energy [ 2 ] = coe f [ 6 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 7 ] ∗ buf [ 1 ] + coe f [ 8 ] ;

channel [ 2 ] = buf [ 1 ] ;

t i c k s [ 2 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 2 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

s ta r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 2 ] = 6 .8E−6;

i f ( t i c k s [ 1 ] > t i c k s [ 2 ] ) {

dt ca l c [ 2 ] += abs ( ( t i c k s [ 1 ] − t i c k s [ 2 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 1 ] ;

} else {

dt ca l c [ 1 ] += abs ( ( t i c k s [ 2 ] − t i c k s [ 1 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 2 ] ;

}

i f ( chancheck0 && b i t t i c k e r 3 2 > 100) {

r o o t f i l e 1−>cd ( ) ;

roo t t r ee1−>F i l l ( ) ;

r o o t f i l e 2−>cd ( ) ;

roo t t r ee2−>F i l l ( ) ;

r o o t f i l e 1 2−>cd ( ) ;

root t r ee12−>F i l l ( ) ;

}

counter west++;

count e r ve r t++;

break ;

case 14 :

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 0 ] = coe f [ 0 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 1 ] ∗ buf [ 1 ] + coe f [ 2 ] ;

channel [ 0 ] = buf [ 1 ] ;

t i c k s [ 0 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 0 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 0 ] = 6 .8E−6;

dtzero += 6.8E−6;

input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 1 ] = coe f [ 3 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 4 ] ∗ buf [ 1 ] + coe f [ 5 ] ;

channel [ 1 ] = buf [ 1 ] ;

t i c k s [ 1 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 1 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 1 ] += 6.8E−6;
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input . read ( ( char∗) buf , 4) ;

nmbrofwords −= 2;

energy [ 2 ] = coe f [ 6 ] ∗ buf [ 1 ] ∗ buf [ 1 ] + coe f [ 7 ] ∗ buf [ 1 ] + coe f [ 8 ] ;

channel [ 2 ] = buf [ 1 ] ;

t i c k s [ 2 ] = buf [ 0 ] − t imeo f capsu l e ;

cyct [ 2 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) − chanchecktime ) ∗1.0E−9 +

↪→ ptubedata . po s i t i on t ime [ cyclenmbr ] . t r an s i t f r om ;

c l k t [ 2 ] = ( ev t t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ) ∗1.0E−9;

s t a r t t ime = evt t imeh i + (1000 . / 75 . ) ∗double ( buf [ 0 ] ) ;

d t ca l c [ 2 ] = 6 .8E−6;

int bigchanne l ;

i f ( t i c k s [ 0 ] >= t i c k s [ 1 ] && t i c k s [ 0 ] >= t i c k s [ 2 ] ) {

bigchanne l = 0 ;

} else i f ( t i c k s [ 1 ] >= t i c k s [ 0 ] && t i c k s [ 1 ] >= t i c k s [ 2 ] ) {

bigchanne l = 1 ;

} else i f ( t i c k s [ 2 ] >= t i c k s [ 0 ] && t i c k s [ 2 ] >= t i c k s [ 1 ] ) {

bigchanne l = 2 ;

}

switch ( b igchanne l ) {

case 0 :

d t ca l c [ 1 ] += abs ( ( t i c k s [ 0 ] − t i c k s [ 1 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

d t ca l c [ 2 ] += abs ( ( t i c k s [ 0 ] − t i c k s [ 2 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 0 ] ;

break ;

case 1 :

d t ca l c [ 0 ] += abs ( ( t i c k s [ 1 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

dtzero += abs ( ( t i c k s [ 1 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

d t ca l c [ 2 ] += abs ( ( t i c k s [ 1 ] − t i c k s [ 2 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 1 ] ;

break ;

case 2 :

d t ca l c [ 0 ] += abs ( ( t i c k s [ 2 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

dtzero += abs ( ( t i c k s [ 2 ] − t i c k s [ 0 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

d t ca l c [ 1 ] += abs ( ( t i c k s [ 2 ] − t i c k s [ 1 ] ) ∗ ( 1000 . /75 . ) ∗1E−9) ;

un i c l o ck = c l k t [ 2 ] ;

break ;

default :

break ;

}

i f ( chancheck0 && b i t t i c k e r 3 2 > 100) {

r o o t f i l e 0−>cd ( ) ;

roo t t r ee0−>F i l l ( ) ;

r o o t f i l e 1−>cd ( ) ;

roo t t r ee1−>F i l l ( ) ;

r o o t f i l e 2−>cd ( ) ;

roo t t r ee2−>F i l l ( ) ;

r o o t f i l e 0 1 2−>cd ( ) ;

root t ree012−>F i l l ( ) ;
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}

coun t e r ea s t++;

counter west++;

count e r ve r t++;

break ;

default :

break ;

}

i f ( s t a r t t ime − prevs ta r t t ime > 1E6) {

double de l t a = ( s ta r t t ime − prevs ta r t t ime ) ;

p r ev s ta r t t ime = sta r t t ime ;

c oun t r a t e e a s t = count e r ea s t / de l t a ∗1 .E9 ;

countrate west = counter west / de l t a ∗1 .E9 ;

c oun t r a t e v e r t = count e r ve r t / de l t a ∗1 .E9 ;

i f ( c oun t r a t e e a s t > co e f [ 9 ] && countrate west > co e f [ 9 ] && count ra t e v e r t > co e f [ 9 ] && !

↪→ chancheck0 ) {

cout << ”COUNT RATES ///////////////////////////////////////////” << endl ;

cout << coun t r a t e e a s t << ”\ t ” << countrate west << ”\ t ” << coun t r a t e v e r t << ”\ t ” <<

↪→ c l k t [ 0 ] << endl ;

chancheck0 = true ;

chanchecktime = s ta r t t ime ;

for ( int q = 0 ; q < 4 ; q++) {

dt ca l c [ q ] = 0 ;

}

}

i f ( c oun t r a t e e a s t > co e f [ 9 ]∗ 2 && countrate west > co e f [ 9 ]∗ 2 && count ra t e v e r t > co e f

↪→ [ 9 ] ∗ 2 ) {

cout << ”PROBLEM

↪→ ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! !

↪→ ” << endl ;

cout << coun t r a t e e a s t << ”\ t ” << countrate west << ”\ t ” << coun t r a t e v e r t << ”\ t ” <<

↪→ c l k t [ 0 ] << endl ;

}

i f ( ( s t a r t t ime − chanchecktime ) ∗1 .E−9 > ptubedata . h e a d e r f i l e . counttime+4. && chancheck0 ) {

chancheck0 = fa l se ;

cyclenmbr++;

memset(&dtca lc , 0 , s izeof ( d t ca l c ) ) ;

i f ( cyclenmbr >= ptubedata . h e a d e r f i l e . c y c l e s ) {

postcnaa = fa l se ;

}

cout << ” Cycle Switch\ t ” << cyclenmbr << endl ;

cout << ”Time DIFF \ t ” << ( s t a r t t ime − chanchecktime ) ∗1 .E−9 << ”\ t ” << cyclenmbr <<

↪→ endl ;

}

coun t e r ea s t = 0 ;

counter west = 0 ;

count e r ve r t = 0 ;
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}

}

}

r o o t f i l e 0−>cd ( ) ;

roo t t r ee0−>Write ( ) ;

r o o t f i l e 0−>Close ( ) ;

r o o t f i l e 1−>cd ( ) ;

roo t t r ee1−>Write ( ) ;

r o o t f i l e 1−>Close ( ) ;

r o o t f i l e 2−>cd ( ) ;

roo t t r ee2−>Write ( ) ;

r o o t f i l e 2−>Close ( ) ;

r o o t f i l e 3−>cd ( ) ;

roo t t r ee3−>Write ( ) ;

r o o t f i l e 3−>Close ( ) ;

r o o t f i l e 0 1−>cd ( ) ;

root t r ee01−>Write ( ) ;

r o o t f i l e 0 1−>Close ( ) ;

r o o t f i l e 0 2−>cd ( ) ;

root t r ee02−>Write ( ) ;

r o o t f i l e 0 2−>Close ( ) ;

r o o t f i l e 1 2−>cd ( ) ;

root t r ee12−>Write ( ) ;

r o o t f i l e 1 2−>Close ( ) ;

r o o t f i l e 0 1 2−>cd ( ) ;

root t ree012−>Write ( ) ;

r o o t f i l e 0 1 2−>Close ( ) ;

cout << ” Total Number o f Observed Cycles \ t ” << cyclenmbr << endl ;

cout << ” Total Number o f S p i l l s \ t ” << b i t t i c k e r 3 2 << endl ;

cout << ” S p i l l s \ t\ tTota l Time” << endl ;

cout << b i t t i c k e r 3 2 << ”\ t\ t ” << c l k t [ 0 ] << endl ;

}

Following the list-mode processing to generate the root trees, the trees were examined

and parsed into spectra using a set of user defined inputs. The root script used to isolate

photo-peaks within the spectra and analyze their peak area is provided.

void peek i t ( s t r i n g ∗ f i l e p r e f i x , UInt t nmbr pref ix , int nmbrcycles , Double t s ta r t t ime , Double t

↪→ end time , Double t energy , Double t e de l t a , Double t t ime res , UInt t E res , u int nmbrofgaus = 0 ,

↪→ double p e r c e n t v a r i a t i o n r e s o l u t i o n = 40 , double e ca l 1 = 0.1098 , double e ca l 2 = 3 . ) {

s t r i n g f i t t e rname = ”Minuit2” ;
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TVir tua lF i t t e r : : S e tDe f au l tF i t t e r ( f i t t e rname . c s t r ( ) ) ;

gStyle−>SetOptStat (1111111) ;

gStyle−>SetOptFit (1111111) ;

c l o c k t t i ck s1 , t i c k s 2 ;

t i c k s 1 = c lock ( ) ;

double s t a r t en e r gy (0) , end energy (0) ;

s t a r t en e r gy = energy − e d e l t a ;

end energy = energy + e d e l t a ;

bool f u l l f i t = fa l se ;

i f ( nmbrofgaus > 0) {

f u l l f i t = true ;

}

TChain∗ s i n g l e s c h a i n = new TChain ( ”Cyc leDirectory ” , ” s i n g l e s data” ) ;

TChain∗ co inccha in = new TChain ( ”Cyc leDirectory ” , ” co in c i d en t data” ) ;

TString tmp ;

for ( UInt t i =0; i < nmbr pre f ix ; i++) {

tmp = f i l e p r e f i x [ i ] +” ch0 ch1 . root ” ;

co inccha in−>Add(tmp) ;

tmp = f i l e p r e f i x [ i ] +” ch0 ch2 . root ” ;

co inccha in−>Add(tmp) ;

tmp = f i l e p r e f i x [ i ] +” ch1 ch2 . root ” ;

co inccha in−>Add(tmp) ;

}

// ////////////////////////////////////////////////

for ( UInt t i =0; i < nmbr pre f ix ; i++) {

tmp = f i l e p r e f i x [ i ] +” ch0 . root ” ;

s i ng l e s cha in−>Add(tmp) ;

tmp = f i l e p r e f i x [ i ] +” ch1 . root ” ;

s i ng l e s cha in−>Add(tmp) ;

tmp = f i l e p r e f i x [ i ] +” ch2 . root ” ;

s i ng l e s cha in−>Add(tmp) ;

}

// ////////////////////////////////////////////////

UInt t s ta r t channe l , end channel ;

s t a r t channe l = ( s t a r t en e r gy − e ca l 2 ) / e ca l 1 ;

end channel = ( end energy − e ca l 2 ) / e ca l 1 ;

int addedbins (0) ;

bool unsquarebins ( true ) ;

i f ( E res > 1 && (( end channel − s t a r t channe l ) % E res ) ) {

while ( unsquarebins ) {

addedbins++;

int tmp = end channel − s t a r t channe l + addedbins ;

i f ( ! ( tmp % E res ) ) {

unsquarebins = fa l se ;
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}

}

unsquarebins = ( ( end channel − s t a r t channe l + addedbins ) % E res ) ;

i f ( unsquarebins ) {

cout << ”ERROR ” << end channel << ”\ t ” << s t a r t channe l << ”\ t ” << addedbins << ”\ t ” << E res

↪→ << endl ;

return ;

}

s t a r t channe l −= f l o o r (double ( addedbins ) /2 . 0 ) ;

end channel += c e i l (double ( addedbins ) /2 . 0 ) ;

}

int binning = ( end channel − s t a r t channe l + 1) /( E res ) ;

Double t tmp s e (0) , tmp e e (0) ;

s t a r t en e r gy = eca l 1 ∗ s t a r t channe l + eca l 2 ;

end energy = eca l 1 ∗ end channel + eca l 2 ;

double ene rgy de l t a ( end energy−s t a r t en e r gy ) ;

Double t r e s o l u t i o n = (0 .135∗ sq r t ( s t a r t channe l+binning∗E res /2) + 5 . 6 ) / 2 . ;

cout << ”Channels & Energy ” << s t a r t channe l << ”\ t ” << end channel << ”\ t ” << ( end channel−

↪→ s t a r t channe l ) << ”\ t ” << s t a r t en e r gy << ”\ t ” << end energy << ”\ t ” << ( end energy−

↪→ s t a r t en e r gy ) << endl ;

// s e t up a canvas f o r v i s u a l r e v i ew o f data

// /////////////////////////////////////////

TCanvas∗ c1 = new TCanvas ( ”Peek Region” , f i l e p r e f i x [ 0 ] . c s t r ( ) , 1200 , 800) ;

c1−>Draw( ) ;

c1−>Divide (3 , 2 ) ;

c1−>cd (1) ;

Double t minE(25) , maxE(7150) ;

UInt t b ins ( (maxE − minE − e ca l 2 ) / e ca l 1 ∗1/(5∗ E res ) ) ;

UInt t min chan ( (minE − e ca l 2 ) / e ca l 1 ∗1/(5∗ E res ) ) ;

UInt t low chan ( ( s t a r t en e r gy − e ca l 2 ) / e ca l 1 ∗1/(5∗ E res ) ) ;

UInt t high chan ( ( end energy − e ca l 2 ) / e ca l 1 ∗1/(5∗ E res ) ) ;

// p l o t t h e c o i n c i d en c e r e g i on s o f i n t e r e s t t o i d e n t i f y p o s s i b l e c o i n c i d e n t l i n e s

// ///////////////////////////////////////////////////////////////////////////////

/// P lo t t h e l ower and h i g h e r c o i n c i d en c e p lane f o r t h e user−d e f i n e d r e g i on o f

/// i n t e r e s t a f t e r f o l d i n g t h e t h e data a l ong t h e d i a g ona l f o r s t a t i s t i c s .

s t r ing s t r eam drawstr ing1 , drawstr ing2 ;

drawstr ing1 . s t r ( ”” ) ;

drawstr ing1 << ” energy0 : energy1>>hcoinc ( ” << bins << ” , ” << minE << ” , ” << maxE << ” , ” << bins << ”

↪→ , ” << minE << ” , ” << maxE << ” ) ” ;

drawstr ing2 . s t r ( ”” ) ;

drawstr ing2 << ” cyct0 > ” << s t a r t t ime << ” && cyct0 < ” << end time ;

co inccha in−>Draw( drawstr ing1 . s t r ( ) . c s t r ( ) , drawstr ing2 . s t r ( ) . c s t r ( ) , ”CONT4Z” ) ;

TH2D∗ hcoinc = (TH2D∗) c1−>GetPad (1)−>GetPrimit ive ( ” hcoinc ” ) ;
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hcoinc−>SetBinContent (1 , 1 , −10.) ;

for ( UInt t i =2; i < bins ; i++) {

for ( UInt t j = 1 ; j < bins ; j++) {

Double t tmp1 = hcoinc−>GetBinContent ( i , j ) ;

Double t tmp2 = hcoinc−>GetBinContent ( j , i ) ;

hcoinc−>SetBinContent ( j , i , ( tmp1 + tmp2) ) ;

hcoinc−>SetBinContent ( i , j , ( tmp1 + tmp2) ) ;

}

}

c1−>cd (4) ;

TH1D∗ hproj = hcoinc−>Project ionY ( ” pro j y ” , low chan − min chan , high chan − min chan ) ;

hproj−>SetStat s (0 ) ;

hproj−>Se tT i t l e ( ”Coinc idence Pro j e c t i on ” ) ;

hproj−>GetXaxis ( )−>Se tT i t l e ( ”Energy (keV) ” ) ;

hproj−>GetXaxis ( )−>CenterTi t l e ( ) ;

hproj−>GetYaxis ( )−>Se tT i t l e ( ”Counts” ) ;

hproj−>GetYaxis ( )−>CenterTi t l e ( ) ;

hproj−>GetYaxis ( )−>Se tT i t l eO f f s e t ( 1 . 5 ) ;

hproj−>Draw( ) ;

c1−>cd (1) ;

hcoinc−>SetStat s (0 ) ;

hcoinc−>Se tT i t l e ( ”Coinc idence Sca t t e r ” ) ;

hcoinc−>GetXaxis ( )−>Se tT i t l e ( ”Energy (keV) ” ) ;

hcoinc−>GetXaxis ( )−>CenterTi t l e ( ) ;

hcoinc−>GetXaxis ( )−>SetRangeUser (minE , maxE) ;

hcoinc−>GetYaxis ( )−>Se tT i t l e ( ”Energy (keV) ” ) ;

hcoinc−>GetYaxis ( )−>CenterTi t l e ( ) ;

hcoinc−>GetYaxis ( )−>Se tT i t l eO f f s e t ( 1 . 5 ) ;

hcoinc−>GetYaxis ( )−>SetRangeUser ( s ta r t ene rgy , end energy ) ;

hcoinc−>Draw( ”CONT4Z” ) ;

c1−>Update ( ) ;

// i n i t i a l i z e a c c e s s v a r i a b l e to t h e t r e e w i t h i n t h e s i n g l e s c h a i n

// ///////////////////////////////////////////////////////////////

Double t r ea l t ime , dead time , channelread ;

s i ng l e s cha in−>SetBranchAddress ( ” channel ” , &channelread ) ;

s i ng l e s cha in−>SetBranchAddress ( ”dt” , &dead time ) ;

s i ng l e s cha in−>SetBranchAddress ( ” cyct ” , &r e a l t ime ) ;

// search s i n g l e s c h a i n f o r s t a r t i n g and ending r e a l t im e s and deadt imes

// ////////////////////////////////////////////////////////////////////

/// \ b r i e f c y c l e d t s

/// Step through th e s i n g l e sT r e e v a l u e s s e a r c h i n g f o r t h e r e a l t im e s t h a t

/// corre spond to t h e user−d e f i n e d s t a r t t i m e and end t ime o f t h e count .

/// C o l l e c t t h o s e v a l u e s to average and e s t ima t e t h e r e a l t im e and deadt ime

/// o f t h e count .

vector <Double t> r t v a l s , l t v a l s , d t v a l s ;

vec tor <int> occurence , sumofevents ;

int dt meas = f l o o r ( ( end time − s t a r t t ime ) / t ime r e s ) ;
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r t v a l s . r e s i z e ( dt meas ) ;

l t v a l s . r e s i z e ( dt meas ) ;

d t v a l s . r e s i z e ( dt meas ) ;

occurence . r e s i z e ( dt meas ) ;

sumofevents . r e s i z e ( dt meas ) ;

for ( int i = 0 ; i < dt meas ; i++) {

d t va l s [ i ] = 0 ;

occurence [ i ] = 0 ;

}

for ( UInt t i = 0 ; i < s i ng l e s cha in−>GetEntr ies ( ) ; i++) {

s i ng l e s cha in−>GetEntry ( i ) ;

for ( UInt t j = 0 ; j < dt meas ; j++) {

i f ( r e a l t ime > s t a r t t ime + j ∗ t ime r e s && rea l t ime < s t a r t t ime + ( j + 1)∗ t ime r e s ) {

r t v a l s [ j ] = t ime r e s ;

d t v a l s [ j ] += dead time ;

occurence [ j ]++;

sumofevents [ j ]++;

}

}

}

for ( UInt t i = 0 ; i < dt meas − 1 ; i++) {

d t va l s [ i ] = d t va l s [ i ] / (3∗ nmbrcycles ) ;

l t v a l s [ i ] = r t v a l s [ i ] − d t va l s [ i ] ;

}

r t v a l s [ dt meas − 1 ] = r t v a l s [ dt meas − 2 ] ;

d t v a l s [ dt meas − 1 ] = d t va l s [ dt meas − 2 ] ;

l t v a l s [ dt meas − 1 ] = r t v a l s [ dt meas − 2 ] − d t va l s [ dt meas − 2 ] ;

for ( UInt t i = 0 ; i < dt meas ; i++) {

cout << r t v a l s [ i ] << ”\ t ” << l t v a l s [ i ] << ”\ t ” << d t va l s [ i ] << ”\ t ” << sumofevents [ i ] << endl ;

}

// p l o t t h e time−dependent s i n g l e s data

// ///////////////////////////////////

c1−>cd (2) ;

drawstr ing1 . s t r ( ”” ) ;

drawstr ing1 << ” cyct : energy>>h s i n g l e t ( ” << binning << ” , ” << s t a r t en e r gy << ” , ” << end energy << ” , ”

↪→ << dt meas << ” , ” << s t a r t t ime << ” , ” << end time << ” ) ” ;

s i ng l e s cha in−>Draw( drawstr ing1 . s t r ( ) . c s t r ( ) , ”” , ”COL4Z” ) ;

TH2D∗ h s i n g l e t = (TH2D∗) c1−>GetPad (2)−>GetPrimit ive ( ” h s i n g l e t ” ) ;

h s i n g l e t−>SetStat s (0 ) ;

h s i n g l e t−>Se tT i t l e ( ”Temporal Peak” ) ;

h s i n g l e t−>GetXaxis ( )−>Se tT i t l e ( ”Energy (keV) ” ) ;

h s i n g l e t−>GetXaxis ( )−>CenterTi t l e ( ) ;

h s i n g l e t−>GetYaxis ( )−>Se tT i t l e ( ”Time ( sec ) ” ) ;

h s i n g l e t−>GetYaxis ( )−>CenterTi t l e ( ) ;

h s i n g l e t−>GetYaxis ( )−>Se tT i t l eO f f s e t ( 1 . 5 ) ;

h s i n g l e t−>Draw( ”COL4Z” ) ;

Double t∗ params = new Double t [ 7 ] ;

i f ( ! f u l l f i t ) {
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c1−>cd (3) ;

c1−>SetLogz ( ) ;

Double t∗ params = new Double t [ 7 ] ;

TH2D∗ h s i n g l e t s u r f = (TH2D∗) h s i n g l e t−>Clone ( ) ;

h s i n g l e t s u r f−>SetStat s (0 ) ;

h s i n g l e t s u r f−>Se tT i t l e ( ”Temporal Peak” ) ;

h s i n g l e t s u r f−>GetXaxis ( )−>Se tT i t l e ( ”Energy (keV) ” ) ;

h s i n g l e t s u r f−>GetXaxis ( )−>CenterTi t l e ( ) ;

h s i n g l e t s u r f−>GetYaxis ( )−>Se tT i t l e ( ”Time ( sec ) ” ) ;

h s i n g l e t s u r f−>GetYaxis ( )−>CenterTi t l e ( ) ;

h s i n g l e t s u r f−>GetYaxis ( )−>Se tT i t l eO f f s e t ( 1 . 5 ) ;

h s i n g l e t s u r f−>Draw( ”CONT4Z” ) ;

}

i f ( fa l se /∗ f u l l f i t ∗/ ) {

TF2∗ f i t f n = new TF2( ”expwbigaus” , expwbigaus , s t a r t ene rgy , end energy , s ta r t t ime , end time , 8) ;

// c en t r o i d

params [ 0 ] = s t a r t en e r gy+( s ta r t ene rgy−end energy ) / 2 . 0 ;

// b i g a u s s i a n params

params [ 1 ] = 2 ;

params [ 2 ] = 0.5∗ h s i n g l e t−>GetMaximum() ;

params [ 3 ] = 2 ;

// bkg ( l i n e a r ) params

params [ 4 ] = 0 ;

params [ 5 ] = 0.1∗ h s i n g l e t−>GetMaximum() ;

// ha l f− l i f e

params [ 6 ] = 5 ;

params [ 7 ] = 5 ;

// s e t f i t f u n c t i o n paramters

f i t f n−>SetParameters ( params ) ;

// c en t r o i d

f i t f n−>SetParLimits (0 , s t a r t ene rgy , end energy ) ;

// b i g a u s s i a n

// f i t f n −>Se tParL imi t s (1 , 0 .75∗ r e s o l u t i o n , 1 .25∗ r e s o l u t i o n ) ;

f i t f n−>SetParLimits (2 , 0 . 1 , 2∗ h s i n g l e t−>GetMaximum() ) ;

// f i t f n −>Se tParL imi t s (3 , 0 .75∗ r e s o l u t i o n , 1 .25∗ r e s o l u t i o n ) ;

// bkg

f i t f n−>SetParLimits (4 , −0.5∗ h s i n g l e t−>GetMaximum() , 0 .5∗ h s i n g l e t−>GetMaximum() ) ;

f i t f n−>SetParLimits (5 , 0 , h s i n g l e t−>GetMaximum() ) ;

// ha l f− l i f e

f i t f n−>SetParLimits (6 , 0 . 1 , end time ) ;

f i t f n−>SetParLimits (7 , 0 . 1 , end time ) ;

// d e c l a r e TFi tResu l tP t r f o r a c c e s s to f i t t i n g r e s u l t and p r i n t t h e r e s u l t

TFitResult∗ f i t r e s u l t ;

f i t r e s u l t = h s i n g l e t−>Fit ( ” expwbigaus” , ”SERBMQ”) . Get ( ) ;

f i t r e s u l t −>Print ( ”v” ) ;

cout << ”////////////////////////// GOODNESS OF FIT //////////////////////////” << endl ;

cout << ”Chi−square :\ t\ t\ t ” << f i t r e s u l t −>Chi2 ( ) << endl ;

cout << ”Norm . Chi−square :\ t\ t ” << f i t r e s u l t −>Chi2 ( ) / f i t f n−>GetNDF() << endl ;

// d e c l a r e r e s i d u a l h i s togram
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TH2D ∗hres = (TH2D∗) h s i n g l e t−>Clone ( ) ;

hres−>Se tT i t l e ( ”Temporal Res idua l s ” ) ;

hres−>GetXaxis ( )−>Se tT i t l e ( ”Energy (keV) ” ) ;

hres−>GetXaxis ( )−>CenterTi t l e ( ) ;

hres−>GetYaxis ( )−>Se tT i t l e ( ”Time ( sec ) ” ) ;

hres−>GetYaxis ( )−>CenterTi t l e ( ) ;

hres−>GetYaxis ( )−>Se tT i t l eO f f s e t ( 1 . 5 ) ;

// f i l l r e s i d u a l h i s togram

Double t r e s (0 ) , r e s e r r (0 ) ;

for ( UInt t i = 1 ; i < h s i n g l e t−>GetNbinsX ( ) + 1 ; i++) {

for ( UInt t j = 1 ; j < h s i n g l e t−>GetNbinsY ( ) + 1 ; j++) {

Double t r e s = f i t f n−>Eval ( i , j ) − h s i n g l e t−>GetBinContent ( i , j ) ;

Double t r e s e r r = h s i n g l e t−>GetBinError ( i , j ) ;

hres−>SetBinContent ( i , j , r e s / r e s e r r ) ;

hres−>SetBinError ( i , j , 1) ;

}

}

c1−>cd (3) ;

hres−>Draw( ”COL4Z” ) ;

// draw r e s i d u a l h i s togram

c1−>cd (5) ;

hres−>SetStat s (0 ) ;

hres−>Draw( ) ;

}

// p l o t 1−D his togram

// ///////////////////

c1−>cd (5) ;

drawstr ing1 . s t r ( ”” ) ;

drawstr ing2 . s t r ( ”” ) ;

drawstr ing1 << ”energy>>h s i n g l e t o t a l ( ” << binning << ” , ” << s t a r t en e r gy << ” , ” << end energy << ” ) ” ;

drawstr ing2 << ” cyct > ” << s t a r t t ime << ”&& cyct <” << end time ;

s i ng l e s cha in−>Draw( drawstr ing1 . s t r ( ) . c s t r ( ) , drawstr ing2 . s t r ( ) . c s t r ( ) ) ;

TH1D∗ h s i n g l e t o t a l = (TH1D∗) c1−>GetPad (5)−>GetPrimit ive ( ” h s i n g l e t o t a l ” ) ;

h s i n g l e t o t a l−>SetStat s (0 ) ;

h s i n g l e t o t a l−>Se tT i t l e ( ”Peak Area” ) ;

h s i n g l e t o t a l−>GetXaxis ( )−>Se tT i t l e ( ”Energy (keV) ” ) ;

h s i n g l e t o t a l−>GetXaxis ( )−>CenterTi t l e ( ) ;

h s i n g l e t o t a l−>GetYaxis ( )−>Se tT i t l e ( ”Counts” ) ;

h s i n g l e t o t a l−>GetYaxis ( )−>CenterTi t l e ( ) ;

h s i n g l e t o t a l−>GetYaxis ( )−>Se tT i t l eO f f s e t ( 1 . 5 ) ;

h s i n g l e t o t a l−>Draw( ) ;

c1−>Update ( ) ;

// e x t r a c t peak areas from reg i on in s i n g l e s c h a i n

// ////////////////////////////////////////////////////////////////////

vector <Double t> pkareaMAESTRO, pksigMAESTRO;

vector <Double t> pkchi ;

vec tor < vector <Double t> > pkarea f i t , p k s i g f i t , c e n t r o i d f i t , fwhmfit ;

pkareaMAESTRO. r e s i z e ( dt meas ) ;
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pksigMAESTRO. r e s i z e ( dt meas ) ;

pkchi . r e s i z e ( dt meas ) ;

p k a r e a f i t . r e s i z e ( dt meas ) ;

p k s i g f i t . r e s i z e ( dt meas ) ;

c e n t r o i d f i t . r e s i z e ( dt meas ) ;

fwhmfit . r e s i z e ( dt meas ) ;

for ( u int j = 0 ; j < dt meas ; j++) {

pka r e a f i t [ j ] . r e s i z e ( nmbrofgaus ) ;

p k s i g f i t [ j ] . r e s i z e ( nmbrofgaus ) ;

c e n t r o i d f i t [ j ] . r e s i z e ( nmbrofgaus ) ;

fwhmfit [ j ] . r e s i z e ( nmbrofgaus ) ;

}

i f ( f u l l f i t ) {

drawstr ing1 . s t r ( ”” ) ;

drawstr ing1 << ” channel>>h s i n g l e ( ” << binning << ” , ” << s t a r t channe l << ” , ” << end channel << ” ) ”

↪→ ;

c1−>cd (6) ;

for ( UInt t i = 0 ; i < dt meas ; i++) {

drawstr ing2 . s t r ( ”” ) ;

drawstr ing2 << ” cyct > ” << s t a r t t ime + i ∗ t ime r e s << ” && cyct <” << s t a r t t ime + ( i +1)∗

↪→ t ime r e s ;

s i n g l e s cha in−>Draw( drawstr ing1 . s t r ( ) . c s t r ( ) , drawstr ing2 . s t r ( ) . c s t r ( ) ) ;

c1−>Update ( ) ;

c1−>Draw( ) ;

TH1D∗ h = (TH1D∗) c1−>GetPad (6)−>GetPrimit ive ( ” h s i n g l e ” ) ;

// d e c l a r e a f i t t i n g f u n c t i o n f o r mu l t i p eak f i t t i n g

TF1∗ s f i t f n = new TF1( ” s f i t ” , s imp lemodu la r f i t func t i on , s t a r t channe l , end channel , 3∗

↪→ nmbrofgaus+3) ;

params = new Double t [4∗ nmbrofgaus +2]{0} ;

params [ 0 ] = nmbrofgaus ;

// c en t r o i d

Double t va l = h−>GetMean ( ) ;

s f i t f n −>FixParameter (0 , nmbrofgaus ) ;

// d e f i n e background parameters

double l b kg s l op e (0) , rbkg s l ope (0) ;

for ( u int j =3; j < 8 ; j++) {

l b kg s l op e += h−>GetBinContent ( j ) ;

rbkg s l ope += h−>GetBinContent (h−>GetNbinsX ( ) − j ) ;

}

double bkg s lope = ( rbkg s l ope /5 − l b kg s l op e /5) /( end channel − s t a r t channe l ) ;

double bkg const = rbkg s l ope /5 − bkg s lope ∗ s t a r t channe l ;

double peakheight = h−>GetMaximum() − ( l bkg s l op e + rbkg s l ope ) / 1 0 . ;

double peakcentro id = ( end channel − s t a r t channe l ) /2 + s t a r t channe l ;

cout << ”BKG m ” << bkg s lope << ” BKG b ” << bkg const << ” lbkg ” << l b kg s l op e << ” rbkg ”

↪→ << rbkg s l ope << ” s t a r t ch ” << s t a r t channe l << ” end ch” << end channel << endl ;
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// bkg ( l i n e a r ) params

params [3∗ nmbrofgaus+1] = bkg s lope ;

params [3∗ nmbrofgaus+2] = bkg const ;

i f ( nmbrofgaus == 1) {

params [ 1 ] = peakcentro id ;

// gaus s i an params

params [ 2 ] = r e s o l u t i o n ;

params [ 3 ] = peakheight ;

cout << ”Peak Guess ” << ” cen t ro id : ” << params [ 1 ] << ” r e s o l u t i o n : ” << params [ 2 ] << ”

↪→ he ight : ” << params [ 3 ] << endl ;

} else i f ( nmbrofgaus > 1) {

for ( u int j = 0 ; j < nmbrofgaus ; j++) {

// c en t r o i d

params [1+ j ∗3 ] = ( end channel − s t a r t channe l ) /(2∗ nmbrofgaus ) + ( end channel−

↪→ s t a r t channe l ) /( nmbrofgaus )∗ j + s t a r t channe l ;

// gaus s i an params

params [2+ j ∗3 ] = r e s o l u t i o n + r e s o l u t i o n ∗ (0 .1∗ j /nmbrofgaus ) ;

params [3+ j ∗3 ] = peakheight − peakheight ∗ (0 .1∗ j /nmbrofgaus ) ;

cout << ”Peak Guess # ” << j << ” cen t ro id : ” << params [1+ j ∗3 ] << ” r e s o l u t i o n : ” <<

↪→ params [2+ j ∗3 ] << ” he ight : ” << params [3+ j ∗3 ] << endl ;

}

}

i f ( nmbrofgaus == 1) {

s f i t f n −>SetParLimits (1 , peakcentro id − 3∗ r e s o l u t i on , peakcentro id + 3∗ r e s o l u t i o n ) ;

s f i t f n −>SetParLimits (2 , (1.− p e r c e n t v a r i a t i o n r e s o l u t i o n /100 . ) ∗ r e s o l u t i on , (1.+

↪→ p e r c e n t v a r i a t i o n r e s o l u t i o n /100 . ) ∗ r e s o l u t i o n ) ;

s f i t f n −>SetParLimits (3 , peakheight ∗0 .5 , peakheight ∗1 .5 ) ;

} else i f ( nmbrofgaus > 1) {

for ( u int j = 0 ; j < nmbrofgaus ; j++) {

s f i t f n −>SetParLimits (1+ j ∗3 , s t a r t channe l , end channel ) ;

s f i t f n −>SetParLimits (2+ j ∗3 , (1.− p e r c e n t v a r i a t i o n r e s o l u t i o n /100 . ) ∗ r e s o l u t i on , (1.+

↪→ p e r c e n t v a r i a t i o n r e s o l u t i o n /100 . ) ∗ r e s o l u t i o n ) ;

s f i t f n −>SetParLimits (3+ j ∗3 , 0 , 2∗ peakheight ) ;

}

}

// s e t f i t f u n c t i o n paramters

s f i t f n −>SetParameters ( params ) ;

// d e c l a r e TFi tResu l tP t r f o r a c c e s s to f i t t i n g r e s u l t and p r i n t t h e r e s u l t

TFitResult∗ s f i t r e s u l t ;

s f i t r e s u l t = h−>Fit ( ” s f i t ” , ”SERBMQ”) . Get ( ) ;

s f i t r e s u l t −>Print ( ”v” ) ;

c1−>Update ( ) ;

c1−>Draw( ) ;

params = s f i t f n −>GetParameters ( ) ;

TF1∗ gaus = new TF1( ”gaus” , gauss ian , minE , maxE, 4) ;

Double t∗ gausparams = new Double t [ 4 ] { 0 } ;
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gausparams [ 0 ] = params [ 1 ] ;

gausparams [ 1 ] = params [ 2 ] ;

gausparams [ 2 ] = params [ 3 ] ;

gaus−>SetParameters ( gausparams ) ;

TF1∗ bkgfn = new TF1( ”bkg” , bkgfunction , minE , maxE, 3) ;

Double t∗ bkgparams = new Double t [ 3 ] { 0 } ;

bkgparams [ 0 ] = params [ 1 ] ;

bkgparams [ 1 ] = params [3∗ nmbrofgaus +1] ;

bkgparams [ 2 ] = params [3∗ nmbrofgaus +2] ;

bkgfn−>SetParameters ( bkgparams ) ;

h−>SetStat s (0 ) ;

h−>Se tF i l lCo l o r ( kGreen ) ;

h−>S e tF i l l S t y l e (3003) ;

h−>Se tT i t l e ( ”Peak Area” ) ;

h−>GetXaxis ( )−>Se tT i t l e ( ”Channel” ) ;

h−>GetXaxis ( )−>CenterTi t l e ( ) ;

h−>GetYaxis ( )−>Se tT i t l e ( ”Counts” ) ;

h−>GetYaxis ( )−>CenterTi t l e ( ) ;

h−>GetYaxis ( )−>Se tT i t l eO f f s e t ( 1 . 5 ) ;

h−>Draw( ) ;

TLegend ∗ lgnd = new TLegend ( 0 . 1 , 0 . 7 , 0 . 35 , 0 . 9 ) ;

lgnd−>AddEntry (h , ”Data” ) ;

s f i t f n −>SetLineColor (kRed) ;

lgnd−>AddEntry ( s f i t f n , ” Fit ” ) ;

s f i t f n −>Draw( ”same” ) ;

gaus−>SetLineColor ( kOrange−2) ;

lgnd−>AddEntry ( gaus , ”Gaussian #1” ) ;

gaus−>Draw( ”same” ) ;

bkgfn−>SetLineColor ( kBlue ) ;

lgnd−>AddEntry ( bkgfn , ”Background” ) ;

bkgfn−>Draw( ”same” ) ;

lgnd−>Draw( ”same” ) ;

c1−>Update ( ) ;

c1−>Draw( ) ;

// p r i n t peak area f o r each peak

TMatrixTSym<Double t> cov matr ix = s f i t r e s u l t −>GetCovarianceMatrix ( ) ;

Double t lbkg (0) , rbkg (0) , t o t a l (0 ) , pkarea (0) , pkareas ig (0 ) ;

cout << ”//////////////////////// MAESTRO SUM & DIFFERENCE ////////////////////////” << endl ;

for ( UInt t j = 1 ; j < 4 ; j++) {

lbkg += h−>GetBinContent ( j ) ;

}

for ( UInt t j = h−>GetNbinsX ( ) − 3 ; j < h−>GetNbinsX ( ) ; j++) {

rbkg += h−>GetBinContent ( j ) ;

}

for ( UInt t j = 1 ; j < h−>GetNbinsX ( ) ; j++) {

t o t a l += h−>GetBinContent ( j ) ;

}
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pkarea = ( t o t a l − rbkg − lbkg ) − ( rbkg + lbkg ) /6 .∗ ( h−>GetNbinsX ( ) − 5) ;

pkareaMAESTRO[ i ] = pkarea ;

pkareas ig = sq r t ( ( t o t a l − rbkg − lbkg ) + ( rbkg + lbkg ) /6 .∗ ( h−>GetNbinsX ( ) − 5) ) ;

pksigMAESTRO[ i ] = pkareas ig ;

cout << ”Total Area :\ t\ t\ t ” << t o t a l << ”\ t l / r / b ins \ t ” << lbkg << ”\ t ” << rbkg << ”\ t ” << h−>

↪→ GetNbinsX ( )+1 << ”\ t ” << endl ;

cout << ”Peak Area :\ t\ t\ t ” << pkarea << ”\ t+/−\t ” << pkareas ig << endl ;

cout << ”////////////////////////// PEAK FIT & INTEGRAL //////////////////////////” << endl ;

cout << ”Peak Centroid : ” << params [ 1 ] << ”\ t\ t ” << ”Total Area :\ t\ t\ t ” << s f i t f n −>I n t e g r a l (

↪→ s t a r t channe l , end channel ) << ”\ t+/−\t ” << s f i t f n −>I n t e g r a lE r r o r ( s ta r t channe l ,

↪→ end channel , &params [ 0 ] , s f i t r e s u l t −>GetCovarianceMatrix ( ) . GetMatrixArray ( ) ) / E res <<

↪→ endl ;

cout << ”////////////////////////// GOODNESS OF FIT //////////////////////////” << endl ;

cout << ”Chi−square :\ t\ t\ t ” << s f i t r e s u l t −>Chi2 ( ) << endl ;

Double t ch i (0 ) ;

ch i = s f i t r e s u l t −>Chi2 ( ) / s f i t f n −>GetNDF() ;

pkchi [ i ] = ch i ;

cout << ”Norm . Chi−square :\ t\ t ” << ch i << endl ;

// p r i n t peak area f o r each peak

// //////////////////////////////

Double t∗ s ing l eparamset ;

for ( u int j = 0 ; j < nmbrofgaus ; j++) {

cout << ”////////////////////////// INTEGRAL: PEAK #” << j+1 << ”

↪→ //////////////////////////” << endl ;

s ing l eparamset = new Double t [ 3 ] { 0 } ;

TF1∗ s f i t f n s i n g l e p e a k = new TF1( ” s f i t ” , gauss ian , s t a r t channe l ∗0 .9 , end channel ∗1 .1 , 3) ;

s ing l eparamset [ 0 ] = params [1+3∗ j ] ;

s ing l eparamset [ 1 ] = params [2+3∗ j ] ;

s ing l eparamset [ 2 ] = params [3+3∗ j ] ;

c e n t r o i d f i t [ i ] [ j ] = eca l 1 ∗params [1+3∗ j ] + eca l 2 ;

fwhmfit [ i ] [ j ] = params [2+3∗ j ]∗ e ca l 1 ;

s f i t f n s i n g l e p e a k−>SetParameters ( s ing l eparamset ) ;

// pkarea = s f i t f n s i n g l e p e a k −>I n t e g r a l ( s t a r t c h a n n e l ∗0 .9 , end channe l ∗1 .1 ) /

↪→ E res ;

pkarea = s f i t f n s i n g l e p e a k−>I n t e g r a l ( s t a r t channe l ∗0 .9 , end channel ∗1 .1 ) ;

p k a r e a f i t [ i ] [ j ] = pkarea /E res ;

// p k a r e a s i g = s f i t f n s i n g l e p e a k −>I n t e g r a l E r r o r ( s t a r t c h a n n e l ∗0 .9 ,

↪→ end channe l ∗1 .1 , s i n g l e pa ramse t , s f i t r e s u l t −>GetCovar ianceMatr ix ( ) . GetSub (3∗ j , 3∗ j

↪→ +2,3∗ j , 3∗ j +2) . GetMatrixArray ( ) ) / E res ;

pkareas ig = s f i t f n s i n g l e p e a k−>I n t e g r a lE r r o r ( s t a r t channe l ∗0 .9 , end channel ∗1 .1 ,

↪→ s ing leparamset , s f i t r e s u l t −>GetCovarianceMatrix ( ) . GetSub (3∗ j , 3∗ j +2,3∗ j , 3∗ j +2) .

↪→ GetMatrixArray ( ) ) ;

p k s i g f i t [ i ] [ j ] = pkareas ig / E res ; ;
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cout << ”Peak Centroid : ” << params [1+3∗ j ] << ”\ t\ t ” << ”Peak Area :\ t\ t\ t ” << pkarea << ”\

↪→ t+/−\t ” << pkareas ig << endl ;

}

c1−>Draw( ) ;

c1−>Update ( ) ;

c1−>Draw( ) ;

s t r ing s t r eam canvas name ;

canvas name << ”Fit #” << i+1 << ” . png” ;

c1−>SaveAs ( canvas name . s t r ( ) . c s t r ( ) ) ;

// c in . i gno r e ( ) ;

}

ofstream output ;

output . open ( f i l e p r e f i x [0 ]+ ” . csv ” ) ;

for ( u int i = 0 ; i < nmbrofgaus ; i++) {

cout << ”////////////////////////// INTEGRAL: PEAK #” << i+1 << ”//////////////////////////”

↪→ << endl ;

cout << ” Star t time\ t ” << ”End time\ t ” << ”Real time\ t ” << ”Live time\ t ” << ”Dead time\ t ” << ”

↪→ Fit chi−sq\ t ” << ”Fit Area\ t ” << ”Fit sigma\ t ” << endl ;

for ( UInt t j = 0 ; j < dt meas ; j++) {

output << s t a r t t ime+j ∗ t ime r e s << ” , ” << s t a r t t ime+( j +1)∗ t ime r e s << ” , ” << r t v a l s [ j ]

↪→ << ” , ” << l t v a l s [ j ] << ” , ” <<d t va l s [ j ] << ” , ” << pkchi [ j ] << ” , ” << c e n t r o i d f i t [ j

↪→ ] [ i ] << ” , ” << fwhmfit [ j ] [ i ] << ” , ” << pka r e a f i t [ j ] [ i ] << ” , ” << p k s i g f i t [ j ] [ i ] <<

↪→ ” , ”<< sumofevents [ j ] << endl ;

cout << s t a r t t ime+j ∗ t ime r e s << ”\ t ” << s t a r t t ime+( j +1)∗ t ime r e s << ”\ t ” << r t v a l s [ j ]

↪→ << ”\ t ” << l t v a l s [ j ] << ”\ t ” << d t va l s [ j ] << ”\ t ” << pkchi [ j ] << ”\ t ” <<

↪→ c e n t r o i d f i t [ j ] [ i ] << ”\ t ” << fwhmfit [ j ] [ i ] << ”\ t ” << pka r e a f i t [ j ] [ i ] << ”\ t ” <<

↪→ p k s i g f i t [ j ] [ i ] << ”\ t ”<< sumofevents [ j ] << endl ;

}

}

} else {

drawstr ing1 . s t r ( ”” ) ;

drawstr ing1 << ” channel>>h s i n g l e ( ” << binning << ” , ” << s t a r t channe l << ” , ” << end channel << ” ) ”

↪→ ;

c1−>cd (6) ;

int i = 0 ;

drawstr ing2 . s t r ( ”” ) ;

drawstr ing2 << ” cyct > ” << s t a r t t ime + i ∗ t ime r e s << ” && cyct <” << s t a r t t ime + ( i +1)∗ t ime r e s

↪→ ;

s i n g l e s cha in−>Draw( drawstr ing1 . s t r ( ) . c s t r ( ) , drawstr ing2 . s t r ( ) . c s t r ( ) ) ;

c1−>Update ( ) ;

c1−>Draw( ) ;

TH1D∗ h = (TH1D∗) c1−>GetPad (6)−>GetPrimit ive ( ” h s i n g l e ” ) ;

h−>Draw( ) ;

c1−>Update ( ) ;
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c1−>Draw( ) ;

}

t i c k s 2 = c lock ( ) ;

cout << ” Proces s ing runtime : ” << ( t i c k s 2 − t i c k s 1 ) /CLOCKS PER SEC << endl ;

}

The final step in analyzing a fission product gamma-line was to import the peak areas

from the csv file output from the peekit function. This was performed in Mathematica c©.

There were numerous functions derived to account for the uncertainty and to evaluate the

consistency of the data. Each actinide target, thorium-232, uranium-235, and uranium-238

were analyzed using the same algorithms but only the analysis script from uranium-235 is

present. The end of this script is one fission product analysis.
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[161] a Kankainen, J Äystö, and a Jokinen. High-accuracy mass spectrometry of fission
products with Penning traps. Journal of Physics G: Nuclear and Particle Physics,
39(9):093101, sep 2012.

[162] Eugene Feenberg and Kenyon C. Hammack. Nuclear shell structure. Phys. Rev.,
75(12):1877, 1949.

[163] G. Skarnemark, K. Brodén, N. Kaffrell, S. G. Prussin, N. Trautmann, K. Rengan,
D. Eriksen, D. F. Kusnezov, and R. A. Meyer. Subshell closure effects on the collectivity
of36 88Kr52 and the beta decay of88Br to levels in88Kr. Zeitschrift für Physik A
Atomic Nuclei, 323(4):407–418, dec 1986.
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