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ABSTRACT

Observation of Coherence in the Photosystem II Reaction Center and Chlorophyll a

Chair: Jennifer P. Ogilvie

Oxygenic photosynthesis powers life on Earth by converting solar energy into chemical energy.

The primary conversion steps occur in the photosystem II reaction center (PSII RC). Although the

PSII RC has been studied by a wide variety of spectroscopic techniques, its design principles are

not yet fully understood. In particular open questions remain about its electronic structure and the

charge separation mechanism.

Two dimensional electronic spectroscopy (2DES) is a powerful method for investigating the

electronic structure of photosynthetic systems. 2DES has improved our ability to excite and ob-

serve coherent dynamics in a wide range of systems. Observation of coherent dynamics in pho-

tosynthetic systems have generated considerable debate about their physical origin and possible

functional relevance. Coherent dynamics in the PSII RC have been observed to persist on a sim-

ilar timescale to charge separation. The coherences are believed to reflect electronic/vibrational

resonances that may be important for charge separation. This thesis aims to understand the phys-

ical origin of the coherent dynamics in the PSII RC by comparison studies with the chlorophyll

a monomer. In both the PSII RC and chlorophyll a we use 2DES to determine the spectroscopic

signatures of the coherent dynamics of several modes. We compare these with the expected signa-

tures within several simple models. We find that the PSII RC can be well described by a vibronic

model and chlorophyll a shows deviations from the simple displaced harmonic oscillator.

In an effort to probe the functional importance of the coherent dynamics we seek evidence for

coherent dynamics in the production of the charge separated state, probed in the near-infrared anion

band region. The spectroscopic signals in this band region are weak, necessitating the development

of a more sensitive approach to detecting coherent dynamics. To solve this problem, we have

developed an alternative method, called two-color rapid acquisition coherence spectroscopy (T-

xii



RACS). We have applied this method to chlorophyll a and showed dramatic increase in signal

to noise and decrease in total experiment time compared to typical 2DES measurements. We

demonstrate that T-RACS can distinguish between ground and excited state coherent dynamics,

and provide high frequency resolution of the coherent dynamics.

To address the role of coherent dynamics observed in the PSII RC, we have utilized T-RACS

to investigate the 790-820 nm region which has anion band markers for charge separation. The

kinetics we observe in this region are inconsistent with previous reports using transient absorption

spectroscopy with an 820 nm probe. We attribute the discrepancy to the high pulse energies used

in the previous experiments. Here, we report observation of coherent dynamics in the 790-820nm

spectral region, but require further studies to resolve the anion band contribution and to probe the

functional significance of these coherent process.
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Chapter 1

Introduction

1.1 Introduction

Photosynthesis is a biological process in which radiant energy from the Sun is converted to bio-

chemical energy in a series of complex events [1]. Plants and many other primary producer organ-

isms of the food chain utilize photosynthesis to generate energy to fuel their vital activities. In turn,

a biomass of ~100 billion tons is produced annually, powering the life on Earth [2]. The pause of

photosynthesis could severely affect the life on the Earth. For example, the collapse of a massive

asteroid ~66 millions years ago hindered photosynthesis and cut the main power line to the Earth,

triggering the extinction of dinosaurs and many other species [1].

As humankind pushes the limits of technology and the accessibility to technology increases, the

worldwide demand for the energy increases as well. Today, the energy demand is still primarily met

by fossil fuels either by their direct use or generating electricity from them. However, consumption

of them comes with its own costs, e.g. major environmental problems. For example, when they are

burned, the release of CO2 into the atmosphere causes thickening of the greenhouse gas layer and

induces climate change [3]. In addition, their fluctuating prices can destabilize economies, making

fossil fuels less than ideal as an energy source. These problems and many more motivate the search

and the development of renewable and more ideal energy sources. Sunlight is the most sustainable

renewable energy source providing power of ~120000 TW at the Earth’s surface, making solar

cells an attractive option that is becoming widely adopted [4, 5]. However, efficiently capturing
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and storing solar energy by solar cells remains a technical challenge. A recent study compared

the solar energy conversion process performed in photosythesis and solar cells, showing that while

the overall efficiency of photosynthesis is lower, the quantum efficiency of the initial charge sepa-

ration steps, defined as the percentage of absorbed photons that give rise to stable photoproducts,

is ~100% which is significantly higher than that of solar cells [6, 7]. This remarkably efficient

process observed in photosynthesis motivates further research to uncover design principles of pho-

tosynthesis. In turn, this knowledge can be translated to improve the performance of solar cells.

One should note that improving the overall efficiency of the photosynthesis is not the only major

goal for a photosynthetic organism that must reproduce and perform photosynthesis under a wide

variety of environmental conditions. Photosynthetic organisms have evolved to respond to a large

number of evolutionary processes concurrently.

Photosynthesis is divided into two main categories: oxygenic and anoxygenic photosynthesis.

Anoxygenic photosythesis, which doesn’t involve oxygen release, is performed by several groups

of bacteria: the green sulfur bacteria, the green nonsulfur bacteria, the heliobacteria, and the purple

bacteria [1]. Most plants, algae and cyanobacteria perform oxygenic photosythesis in which carbon

dioxide (CO2) and water (H2O) are used to convert solar energy into chemical energy while oxygen

is released as a by-product.

In higher plants, photosynthesis takes place in organelles called chloroplasts. Chloroplasts

have an oval shape with a diameter of ~5-8 µm diameter and a thickness of ~1-3 µm, and their

number varies between ~10-100 within a cell [8]. They are enclosed with a membrane and filled

with stromal fluid. In the stromal fluid, chloroplasts contain a network of nested membranes called

thylakoids which have two different types: the grana thylakoids and the stroma thylakoids. Figure

1.1 shows a schematic illustration of a chloroplast with thylakoids. The grana thylakoids are closely

spaced and form stacks while the stroma thylakoids connect theses stacks forming the network.

These are binding sites for protein-pigment complexes which function in early light dependent

reactions and energy conversion processes in photosynthesis. In addition, the nested structure of

thylakoids gives rise to an increase in their surface to volume ratio, thereby increasing the amount
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of absorbed radiant energy.

Figure 1.2 shows a schematic illustration of a subset of protein-pigment complexes which are

bound to thylakoids. Together they form the photosynthetic machinery performing oxygenic pho-

tosynthesis with two distinct phases: the light dependent reactions and the dark reactions. The light

dependent reactions performed collaboratively by the Photosystem II (PSII), the plastoquinone

(PQ), the b6f cytochrome, plastocyanin (PC) and the Photosystem I (PSI) have three phases: 1.

Light absorption and funneling to reaction centers, 2. Primary electron transfer in the reaction

centers, and 3. Energy stabilization. The dark reactions are the final steps where the solar energy

energy is stored as chemical energy [1]. PSI was discovered first and has been named as the first

photosystem. However PSII is responsible for the early light dependent reactions which are the

main focus of this thesis.
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Chloroplast
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ThylakoidsStroma

Thylakoids

Figure 1.1: A schematic illustration of a chloroplast. The grana and the stroma thylakoids inside
the chloroplast are shown. Adapted from [9].

O2

Light

chloroplast stroma

thylakoid lumen

H20

PSI

ATP
ADP

oxygen-evolving
complex

cytochrome

b6f

H+

H+

H+

H+

H+

H+

PQ

PQH2

e-

e-
PSII

e-

Light NADP
NADPH

ATP
synthase

plastocyanin

plastoquinone

Figure 1.2: A schematic illustration of a subset of Thylakoid protein-pigment complexes: Pho-
tosystem II (PSII), Plastoquinone (PQ), Cytochrome b6f complex (Cytb6f), Plastocyanin (PC),
Photosystem I(PSI). Graphical representation of protein functions are also shown. Adapted from
[10].
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1.2 PSII Structure and Function

PSII is a unique protein-pigment complex that converts solar energy to a charge separated state and

releases oxygen by oxidizing water. PSII is a trans-membrane protein, located within the thylakoid

membrane. PSII consists of a number of major components: CP43 and CP47 antenna proteins,

D1 and D2 subunit protein domains that house the reaction center pigments, Cytochrome b559

(Cytb559) and oxygen evolving complex (OEC). In the following, I will discuss the initial phases

of photosynthesis to illustrate the significance and functionality of PSII.

Photosynthesis begins with the absorption of sunlight by the light harvesting complex II

(LHCII) which is the primary antenna protein complex in higher plants. The absorbed photon

creates an excited state that eventually evolves to lower energy states in LHCII. The excitation

energy is then transferred to CP43 and CP47 antenna proteins which are closer to the reaction

center. After the transfer of energy to D1 and D2 subunits (the main constituents of the reaction

center), a series of complex events takes place in the reaction center, and finally creates a charge

separated state with a plastoquinone molecule (PQ) being the final electron acceptor. When the

plastoquinone molecule is reduced twice, it gets two H+ (protons) from the stroma, thereby form-

ing plastoquinol (PQH2). Next, it transports the protons to the thykaloid lumen, while the electrons

are passed to cytochrome b6f to continue in the electron transport chain. Simultaneously, follow-

ing the double reduction of the plastoquinone, the OEC splits water and releases the protons and

electrons. The electrons extracted from water splitting are passed to the PSI where NADP+ is con-

verted to NADPH. The proton gradient across the membrane induces a pH gradient which enables

ATP synthesis. Finally, through a series of dark reactions, NADPH and ATP are used to convert

carbon dioxide to sugar as the final energy storage site.

Within PSII, the photosystem II reaction center (PSII RC) is the single site which is responsible

for converting photon energy to a charge separated state which then drives the later stages of photo-

synthesis such as water splitting, electron transfer and the dark reactions. While the mechanism of

photosynthesis has been studied for decades, our understanding of design principles governing the

charge separation process in the PSII RC is incomplete. This thesis strives to explain aspects of the
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early light dependent reactions taking place within the PSII RC. The following section discusses

the structure and functionality of the PSII RC in detail.

1.2.1 PSII RC Structure

The PSII RC houses D1 and D2 protein subunits which together bind 6 chlorophyll a (Chl a)

molecules, two pheophytin and two beta carotenes. Figure 1.3 shows the crystal structure of the

pigments within the PSII RC. In the figure, each pigment is labeled with respect to the name of

the protein to which it is bound (i.e. the last D1/D2 part of the labels refer to the subunits). The

PSII RC is rotationally symmetric around a twofold axis separating the D1 and D2 subunits. The

structure of the PSII RC is similar to its purple bacterial counterpart, the bacterial reaction center

(BRC). Despite the two-fold symmetry, charge separation occurs along a single side; D1 side in

the PSII RC. The most strongly interacting pair of pigments in the PSII RC are the PD1 and PD2

chlorophylls, with a small of inter-molecular distance of ~7 Angstrom [15]. Collectively they form

a dimer of chlorophyll known as P680. This dimer is functionally very similar to the “special pair”

found in BRCs. ChlD1, ChlD2, ChlzD1, and ChlzD2 are the other four chlorophylls and PheoD1,

PheoD2 are the two pheophytins found in the PSII RC. In general, the pheophytin-a and the Chl

a pigments have similar structures. The structure of Chl a is shown in Figure 1.4. Compared to

Chl a, pheophytin-a lacks of the central Magnesium atom. Cytochrome b559, another important

structure in the PSII RC, is a dimer which is composed of two subunits and a heme cofactor. While

the function of Cytochrome b559 has not been fully understood yet, researchers have show that it

is not involved in the primary charge separation steps. Its role in protecting the PSII RC against

excessive radiant energy is still an area of active research [11, 12]. The PSII RC, which we studied

in this work, is purified from the PSII complex following the preparation called d1d2-cyt.b559 [13]

and is referred as the Photosystem II D1D2-cyt.b559 Reaction Center or D1D2-cyt.b559.

Among the PSII RC substructures, Chl a is the most abundant pigment in the PSII RCs within

the oxygenic photoynthetic organisms. Chl a dominantly determines the spectral properties of the

PSII RC, and it deserves to be explained in a separate section.
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1.2.2 Chlorophyll a Structure and Spectral Signatures

The six Chl a and two pheophytin-a within the PSII RC are the main pigments which are involved

in the conversion of photo excitation energy to charge separation. The chemical formula of Chl a

is C55H72N4O5Mg, and its molecular structure is shown in Figure 1.4. It contains a Mg atom in the

center which is surrounded by a chlorin ring and hydrocarbon tail attached to this ring. The Chl a

absorption spectrum is dominated by two main absorption bands located in the blue region and the

red region of the visible spectrum. The lack of any significant absorption in the wavelength range

of ~500-580 nm makes Chl a look green.

A four orbital model can properly describe the spectral properties of Chl a [14]. The two

highest occupied molecular orbitals and the two lowest unoccupied orbitals of the chlorin structure

within the Chl a are responsible for the formation of the main absorption bands. The transitions

with the two lowest energies are called as the Qx and the Qy transitions, whereas the highest energy

transition is called the Soret band. The absorption peaks of the Soret, the Qx, and the Qy bands

are located at ~420 nm, ~580 nm, and ~680 nm respectively. The strength of the transition dipole

moments for the Soret and Q bands are different, as reflected in the linear absorption spectrum of

Chl a at room temperature (Figure 1.5).

The Qx and the Qy terminology originates from the orientation of the Chl a molecule and the

polarization of incoming light. The transition with the lowest energy is polarized along the y di-

rection of the molecule, that is the absorption would be maximum if the polarization of incoming

field is collinear with the y axis of the molecule [1]. The polarization of the Qx band is not well un-

derstood yet while the Soret band exhibits mixed polarization. Figure 1.4 depicts the conventional

coordinate system used to describe the Qx and the Qy transitions.

Another feature affecting the absorption spectrum is vibrational overtones which produce side

peaks on the blue side of the strong absorption bands. These overtones arise from transitions from

the lowest vibrational level on the ground electronic state to higher lying vibrational levels on the

excited electronic state. This phenomenon, called vibrational progression, is strongly evident in

the Qy band [1].
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Figure 1.3: The crystal structure of the PSII RC. Two pheophytin and six chlorophyll are shown.
Adapted from [15].
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Figure 1.4: The molecular structure of Chl a and the conventional coordinate system to describe
the Qx and Qy bands. Adapted from [16].
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1.2.3 Spectral Signatures of The PSII RC

The spectral properties of the PSII RC are determined by its structure and the constituent pigments

within it. In addition to the chlorophyll and pheophytin, with Soret (~420 nm), Qx (~580 nm),

and Qy (~680 nm) bands, additional carotenoids also absorb in the visible range. Beta carotenes

in the PSII RC absorb mainly in the ~400-550 nm making them appear orange. The inter-pigment

distances within the PSII RC vary between ~7-70 Angstrom. This tight packing induces coupling

between the electronic transitions of individual pigments, resulting in different absorption proper-

ties for the PSII RC than those of the individual pigments. Unlike in the case of the monomer, an

absorption event in the PSII RC may create a delocalized excitation (“exciton”) [17]. This phe-

nomenon, which is described further in Chapter 3, gives rise to unique spectral properties of the

PSII RC.

Figure 1.5 shows the absorption spectrum for the PSII RC at room temperature together with

the Chl a absorption spectrum. The three absorption bands of Soret, Qy and Pheophytin Qx are

present in the spectrum. The Qy(~680 nm) is a widely studied feature as it has spectral signa-

tures related to the charge separation and the energy transfer steps within photosynthesis. The

Pheophytin Qx band, (~544 nm), is an essential band for containing markers for the pheophytin

excitation and pheophytin anion formation. Table 1.1 summarizes the absorption bands of the PSII

RC observed in visible and near-IR range [18].
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Table 1.1: Summary for Spectral Signatures in the PSII RC
PROBE WAVELENGTH (nm) BAND NAME

400-450nm Soret region
460nm P680+, Pheo a- ion band
544nm Pheo a Qx band

660-690nm Qy band
735nm Qy stimulated emission band

790-820nm P680+ and Pheo a- ion band

Wavelength (nm)

A
b
so

rp
ti
on

 (
O

.D
.)

400 450 500 550 600 650 700 750

Qy

Soret

0.2

0.3

0.1

0

Figure 1.5: Absorption spectrum of Chl a(red) and the PSII RC(black) at room temperature.
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1.3 Open Questions in the PSII RC

The PSII RC has been extensively studied utilizing ultrafast spectroscopic methods to probe the re-

lationship between the molecular structure and its function. Particularly, understanding the charge

separation pathways and mechanism attracted considerable attention. Time resolved spectroscopy

experiments have led to several proposed charge separation mechanisms. The progress in this re-

search area has been extensively reviewed by several researchers [18–20]. Herein, I discuss the

time resolved fluorescence and the transient absorption measurements of the main bands of the

PSII RC.

Early transient absorption studies of the Qy band of the PSII RC have identified one ~20-

25 ps slow component and ~3 ps fast component [21, 22]. The recent studies have reported the

observation of multiple exponential components in the description of observed kinetics (~1.1-2 ps,

~20 ps, ~250 ps and ~nanosecond components) for the Qy and other bands under several excitation

conditions [23]. Time resolved fluorescence studies of the Qy band reveal information about charge

separation with probing the decay of the singlet states to the charge separated states. Studies using

a streak camera for increased time resolution identified one 1.5 ps component along with another

longer component [24]. Later studies have proposed that the charge separation occurs in >30 ps

[25].

Transient absorption studies examining the Pheophytin Qx band identified a ~20 ps component

associated with the charge separation [26]. Subsequent studies have identified another component

with ~3 ps in addition to the ~20 ps component [24, 27]. More recent studies have observed a ~17

ps component along with a ~3 ps faster component at 77 K [23].

Groot and coworkers identified mid-IR markers of charge separation, reporting a ~0.6-0.9 ps

component [28]. Despite the extensive work, the models describing the charge separation pathways

are still under question. The most extensive model that takes into account the broadest range of

linear and nonlinear spectroscopic data is the two pathway model [23]. In the primary pathway,

the initial charge separation occurs between the ChlD1 and PheD1 pigments, prior to reaching to the

final charge separated state [19, 29], P+
D1Phe-

D1 as shown in Equation 1.1a. In the second pathway
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initial charge separation occurs between the PD1 and PD2 pigments as described by Equation 1.1b.

(ChlD1PheD1)
∗ = Chl+D1Phe

−
D1 −→ P+

D1Phe
−
D1 (1.1a)

(PD1PD2ChlD1)
∗ = P−D1P

+
D2 −→ P+

D1Chl
−
D1 −→ P+

D1Phe
−
D1 (1.1b)

Figure 1.6 shows the two pathways for the charge separation discussed above. In addition to the

previous extensive efforts made to unveil the charge separation pathways in the PSII RC, further

experimental and theoretical work remains to be done for a deeper understanding. For example,

the anion bands, centered at ~460 nm and ~790-820 nm, involve markers for the charge separated

state, and should be further investigated utilizing the new ultrafast spectroscopy methods which

were unavailable when it was previously studied.
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Figure 1.6: Two different pathways proposed for the primary charge separation. Adapted from
[23]. (Courtesy of A.Loukianov)
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1.4 Coherent Dynamics in the PSII RC

The understanding of how excitation energy flows within photosynthetic systems is of significant

importance and has attracted considerable attention. Photosynthetic energy transfer was described

by Forster theory [30] which was accurate up to a certain extent. In this approach, the excitations

are assumed to be localized on each pigment within the photosynthetic apparatus, and the energy

transfer occurs in the form of incoherent hopping from one pigment to another.

The enhancement of the ultrafast spectroscopic methods over the last two decades enabled

the preparation of coherent states and the study of their dynamics. The spectral signatures of

the coherent dynamics are the oscillations present in the amplitude of the spectroscopic signal,

and they will be referred as “coherent dynamics” and “coherence” in short throughout this thesis.

Coherent dynamics in photosynthetic systems have been seen to persist on a time scale that is

comparable to the time spans of the energy and the charge transfer steps motivating the research

for understanding their functionality and origin. According to current theories, the origin of these

oscillations is either electronic (the coherence is between different excitonic electronic states), or

vibrational (the coherence is between different vibrational states), or vibronic which is a mixture

of the previous two.

Vos and coworkers first reported the observation of coherent dynamics in bacterial reaction cen-

ters (BRC) utilizing pump probe spectroscopy, and explained their origin as being vibrational [31–

34]. The following studies of the same era verified their observation, and reported the existence

of similar coherences [35–37]. These early works triggered many theoretical and experimental

studies aiming to explain the functionality of these coherences [38–42].

Recent enhanced ultrafast spectroscopy methods have improved our ability to probe coherent

dynamics. In 2007, Engel and coworkers were the first to report the existence of long lived coher-

ences, which they identified as of electronic origin, in Fenna-Matthews-Olson complex utilizing

two dimensional electronic spectroscopy(2DES) [43]. Their work demonstrated the capability and

the strength of 2DES for identifying the signatures of coherent dynamics. The similarity between

the timescales of coherent dynamics and the energy transfer steps also motivated considerable work
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to explore their potential functionality. 2DES has now been used to observe coherent dynamics in

a wide range of systems: Dye molecules and aggregates [44–48]. Photosynthetic antennae and

reaction centers (including the PSII RC) [49–56]. Quantum dots and organic photovoltaic materi-

als [57, 58]. In addition, many theoretical works have endeavored to describe the origin of these

coherent dynamics and their potential functionality, which is still controversial [59–62].

Coherent dynamics in the PSII RC is the main focus of this thesis. An improved characteriza-

tion of its coherent dynamics could enrich our understanding of inter and intra molecular coupling,

charge separation, and energy transport within the PSII RC. This thesis compares the coherent

dynamics observed in the Chl a and in the PSII RC in an effort to better understand the physical

origin of the coherent dynamics. It also describes the development of a new spectroscopic method

for rapid and high signal-to-noise observation of coherent dynamics. It then uses the new method

to study coherent dynamics in the anion band in an effort to understand the functionality of the

coherent dynamics in charge separation within the PSII RC.

1.5 Outline of Thesis

The remaining of this thesis is outlined as follows: Chapter 2 presents the theory of the 2DES and

describes the experimental setup that we used to perform the 2DES measurements reported herein.

Chapter 3 compares the coherent dynamics observed in the PSII RC and in Chl a. In Chapter 4, I

report a new experimental method called two-color rapid data acquisition coherence spectroscopy

(TRACS) which enables rapid and high signal-to-noise observation of coherent dynamics. We

used Chl a to demonstrate the applicability and the capability of the method. Chapter 5 presents

the TRACS studies and the transient absorption studies performed on the anion band of the PSII

RC. Finally, Chapter 6 presents the summary of the work presented here and outlook for the next

phase of the research.
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Chapter 2

Principles of Two Dimensional Electronic

Spectroscopy

This chapter presents the fundamentals of two dimensional electronic spectroscopy (2DES). First,

I will discuss the limitations of linear spectroscopy methods and our motivation for using 2DES.

Next, I will introduce 2DES and discuss the 2D spectra for simple systems. I will continue with

the theoretical foundation of 2DES where I discuss nonlinear polarization, the density matrix and

Feynman diagrams. Lastly, I will describe the experimental setup used to collect the data presented

in this thesis.

2.1 The Motivation for 2DES

In general, spectroscopy aims to characterize physical systems by probing the interaction between

the applied electromagnetic field and the system. Different spectroscopy techniques provide in-

sight regarding the different properties of the system. The success of a spectroscopy technique is

determined by its ability to explain the measured data accurately using a theoretical model. When

a spectroscopic measurement is explained by multiple theoretical models, another technique is

needed to assess the correct one among those models [1].

Linear absorption spectroscopy is a widely used technique that measures the light absorbed

by the sample as a function of frequency or wavelength. It is usually the first technique used to

characterize the energy level structure and the optical transitions of a system. The major drawback
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of this technique is that it can measure very similar absorption profiles for systems which are

described by completely different models. For clarification, I will demonstrate two scenarios where

different models can be used to explain the same features observed in a given absorption spectra.

The first one is intended to explain the physical origins of two separate peaks in the absorption

spectra depicted in Figure 2.1a. A mixture of non-interacting A and B molecules or a quantum

coupled system can have the same absorption profiles. The energy level structures of these models

are depicted in Figure 2.1b and 2.1c.

The second scenario discusses the origin of the broad lineshapes shown in Figure 2.2a and

2.2b. Two different mechanisms can be used to explain this feature: 1. Homogeneous broadening.

2. Inhomogeneous broadening. Homogeneous broadening is a result of irreversible relaxation in a

single optical transition, where the lineshape is modeled with a Lorentzian profile and its width is

given by 1/τlifetime. In contrast, inhomogeneous broadening is result of the distribution of differ-

ent absorption frequencies. In the condensed phase, molecules in slightly different environments

have slightly shifted transition frequencies, and summation of all these yield an inhomogeneously

broadened absorption peak.

In both scenarios, linear absorption spectroscopy fails to distinguish the two very different

models and to assign a unique physical origin to the features seen in the spectrum. The reason is the

linearity of the absorption measurement since this technique involves two light-matter interactions,

the first one is the primary input light field and the second is the signal emission. Linear absorption

spectroscopy, as well as other linear methods, are not able to follow dynamics, which is essential

to resolve the problems described above. In contrast, nonlinear spectroscopy techniques employ

multiple light-matter interactions and are capable of following system dynamics. Thus, nonlinear

spectroscopy has a great potential in solving problems such as those described above.

Several types of nonlinear spectroscopy methods have been used to study the molecular pro-

cesses for decades [2]. The transient absorption method has been the most popular one with its

ability to resolve femtosecond dynamics. However, particularly in condensed phase, spectral con-

gestion and short timescales for the molecular processes hinder achieving the desired spectral
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and the temporal resolution concurrently by the transient absorption spectroscopy. The Qy band

in the PSII RC is a good example for spectral congestion. This band is heavily populated with

pigments which have similar overlapping absorption features. In this band obtaining a spectral

resolution that can differentiate between those signals is a challenging problem. In transient ab-

sorption spectroscopy, spectral resolution can be increased by decreasing the bandwidth of pump

pulse. However, this results in longer pulse duration in turn decreasing the temporal resolution.

For example, the initial photoreactions occuring in the PSII RC have broad timescales ranging

from femtoseconds to several picoseconds. To resolve molecular dynamics in this system with the

highest temporal and spectral resolution is not achievable by transient absorption spectroscopy. In

this regard, two dimensional electronic spectroscopy (2DES) is a promising technique for studying

molecular dynamics by providing both high spectral and temporal resolution, and it is described in

the following section [3, 4].
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Figure 2.2: Linear absorption profiles showing broad lineshape due to two different physical mech-
anisms: a) Homogeneous broadening. b) Inhomogeneous broadening
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2.2 Theory of Two Dimensional Electronic Spectroscopy

Two dimensional electronic spectroscopy is a three pulse scattering experiment which resolves two

frequency axes, related to absorbed and later emitted light, dynamically as a function of interpulse

waiting time. The pulse sequence for 2DES is shown in Figure 2.3. The sample is stimulated

by two pulses (pump pulse-1/pump pulse-2) with a varying inter pulse time delay, t1, and a third

pulse (probe pulse) probes the induced changes in the system after a time delay t2 (waiting time)

which is measured from the time of the interaction between the second pulse and the system. The

emitted signal is typically measured in the frequency domain similar to frequency resolved tran-

sient absorption spectroscopy, yielding the “detection frequency”, ω3, directly. The measurement

is repeated for varying t1 values, and the resulting signal is numerically Fourier transformed along

t1, yielding the “excitation frequency” axis, ω1. The final presentation of the measured data is in

the form of a two dimensional (2D) correlation map for a single waiting time ,t2. Measurements

performed at different waiting times provide insight into the dynamics of the system [4].

2DES and transient absorption spectroscopy are conceptually very similar; both methods em-

ploy pump and probe pulses to investigate the system dynamics as a function of waiting time. The

critical major difference is that 2DES employs a second pump pulse to resolve the excitation axis

which cannot be resolved in transient absorption spectroscopy. This additional information enables

higher spectral resolution with respect to excitation frequency without sacrificing time resolution

unlike in transient absorption spectroscopy. A 2DES measurement can be thought of as a correla-

tion measurement showing how a frequency in the excitation axis is related to a frequency in the

detection axis.

2DES resolves the problem of distinguishing homogeneous vs. inhomogeneous broadening

discussed in Section 2.1. Figure 2.4 shows a schematic illustration of a 2D spectrum for an isolated

molecule with single electronic excitation at different waiting times, t2. At early waiting times,

the antidiagonal linewidth of the peak characterizes homogeneous broadening properties while

the diagonal linewidth characterizes inhomogeneous broadening properties. Figure 2.4b shows

the spectrum of the same system at longer waiting times; when spectral diffusion has led to loss
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of correlation between the excitation and the detection axes in the inhomogeneously broadened

system.

In addition, 2DES provides an enhanced capability to investigate quantum coupled systems.

Figure 2.5a and Figure 2.5b shows 2D spectra, and energy level diagrams for two different sys-

tems which exhibit the same linear absorption spectra. The cross peaks in 2D spectrum shown in

Figure2.5b are indicators for the existence of coupling in the system. These peaks are also used to

probe the coherent dynamics in the system, which will be discussed in the following section.

To understand the physical origins of the signals and how the response function is related to

the system, we will use a density matrix formalism and diagramatic perturbation theory which has

been explained in detail elsewhere[1, 2, 4].

�mepulse 1
(pump pulse 1)

pulse 2
(pump pulse 2)

pulse 3
(probe pulse)

signal

t1 t2 t3

Figure 2.3: The input pulse sequence for two dimensional electronic spectroscopy. Definition of
time variables and the pulses.
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2.2.1 Nonlinear Polarization

Optical spectroscopy techniques are based on probing the induced polarization changes in a system

under controlled light-matter interactions. The polarization is typically not measured directly, but

the electric field radiated by the system due to the induced polarization is measured. However,

understanding of the polarization is crucial to gain physical insight about the system. When the

light-matter interactions are in the weak regime, the induced polarization can be described using

using the perturbation theory as follows:

P (t) = P (1)(t) + P (2)(t) + P (3)(t) + ... (2.1)

where P (n)(t) is the polarization induced after the nth light matter interaction [2]. The name

and the order of spectroscopy is related to probed polarization term, P (n). For example, linear

absorption spectroscopy probes the P (1)(t) term and reveals absorption properties of the system.

Whereas, 2DES probes the P (3)(t) term which is described by the convolution of system response

function, S(3), and incoming electric fields of the three input pulses:

P (3)(t) =

∫ ∞
0

dt3

∫ ∞
0

dt2

∫ ∞
0

dt1S
(3)(t1, t2, t3)

E1(t− t1 − t2 − t3)E2(t− t2 − t3)E3(t− t3) (2.2a)

Ei(t) =Ai(t)e
−iωit+i

−→
k1
−→r +iϕi(t) + c.c (2.2b)

where Ei refers to the interacting electric fields, and subscript i indicates the interaction order of

the pulses as depicted in Figure 2.3. Two dimensional electronic spectroscopy aims to character-

ize the third order response function of a system in the frequency domain, S(3)(ω1, ω2, ω3). The

consecutive measurements performed by varying inter pulse delays and Fourier transform of the

measured signal along the appropriate time axes yield the response function.

The wavelengths of the pulses used in 2DES vary between ~400-800 nm. Therefore,
−→
ki ·−→r >>

1 condition is satisfied for 2DES measurements which indicates that the emitted signals are highly
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directional enabling spatial isolation of the emitted signals. Thus, we utilize phase matching to

isolate signals based on their propagation direction. The three input fields contribute to the signal

direction with either +ki or -ki, forming 23 = 8 possibilities for the signal directions. The dominant

signals in 2DES are described as:

ks = ±k1 ± k2 ± k3 (2.3a)

kR = −k1 + k2 + k3 (2.3b)

kNR = k1 − k2 + k3 (2.3c)

The signals propagating along kR and kNR are called rephasing and nonrephasing signals respec-

tively. This terminology comes from the difference in the evolution of signal phase during t1 and

t3 intervals. The phase acquired during the t1 interval is reversed during the t3 interval in the

rephasing signal unlike the nonrephasing one. The phase of rephasing and nonrephaing signals are

related to the phase of input pulses as described below:

φR = −φ1 + φ2 + φ3 (2.4a)

φNR = φ1 − φ2 + φ3 (2.4b)

where φi refers to the phase of the pulses, and subscript i indicates the interaction order of the

pulses.

2.2.2 Density Matrix

The density matrix is a very powerful formalism used to describe open and closed quantum sys-

tems. It also has the flexibility to describe an ensemble of mixed states. Time evolution of the

density matrix is given by the Liouville equation, and the solution to it provides information re-

garding the time evolution of system in response to the light-matter interactions. The density

matrix of a three level system shown as in Figure 2.6a is determined by eigenstates (|a〉 , |b〉 , |c〉)
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and density matrix operator ρ, and given as below:


〈a| ρ |a〉 〈b| ρ |a〉 〈c| ρ |a〉

〈a| ρ |b〉 〈b| ρ |b〉 〈c| ρ |b〉

〈a| ρ |c〉 〈b| ρ |c〉 〈c| ρ |c〉

 (2.5)

The density matrix elements include all the possible inner products of bras and kets. The diag-

onal elements, 〈a| ρ |a〉 , 〈b| ρ |b〉 , 〈c| ρ |c〉, are known as populations, and the off diagonal elements

are known as the coherences. Coherent states refer to superpositions of different eigenstates of the

system.

In each light-matter interaction the dipole operator acts on the density matrix, alternately cre-

ating coherences or populations. The excitation field properties such as polarization, direction,

bandwidth of the input pulses, and the system properties such as dipole strength and eigenstate

energies determine which changes in the density matrix can take place. For example, when the

transition wavelength between two eigenstates, (|a〉 and |b〉), falls within the pulse bandwidth, a

single pulse interaction can turn a population (e.g. 〈a| ρ |a〉) a coherence (e.g. 〈a| ρ |b〉 or 〈b| ρ |a〉).

In this formalism one interaction can make one change which is either on the bra or the ket.

Figure 2.6b illustrates one possible evolution of the density matrix for a three level system

shown in Figure 2.6a during 2DES measurements. The system is assumed to be in its ground state

before the excitation. Among many possible pathways, only the two (a population state and a

coherence state during the waiting time, t2) are given in the shown density matrix evolution. The

corresponding signal positions in the 2D spectrum is shown in Figure 2.6c.

The spectroscopic signatures of a coherence and a population are significantly different. When

a system is in a coherence during the time interval between subsequent interactions, the signal

amplitude oscillates as a function of inter pulse time delays, with an oscillation frequency propor-

tional to the energy difference between the two eigenstates. The coherences occuring during t1 and

t3 determines the signal peak position in 2D spectrum. In the example given above, the two signals

have coherences with identical energy differences, and their peak positions are located at the same
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frequency value, ω1=Eb/~, on the excitation axis. In contrast, during t3 interval, they have different

coherences with different energy difference resulting in different peak positions on the detection

axis, ω3=Eb/~ and ω3=Ec/~. The coherences observed during waiting time, t2, waiting time are

of particular importance in this thesis, where their frequency, phase and function are investigated.

The spectral signature of a coherence during the waiting time is sinusoidal modulations in the

signal amplitude, whereas a population does not have these modulations. In general the spectral

signatures of the coherences and the populations are mixed throughout the 2D spectrum, neces-

sitating advanced analysis techniques to extract information about the coherences. I will discuss

coherences observed in the PSII RC and Chl-a in more detail in the following chapters.

The third-order response function, the S(3) term in Equation 2.2a, is defined as the expectation

value of the dipole operator 2.2a on the system state after all the light-matter interactions occurred

in 2DES, and describe by the following equation [2]:

S(3)(t3, t2, t1) = (
i

~
)3θ(t3)θ(t2)θ(t1)

4∑
α=1

Rα(t3, t2, t1)−R?
α(t3, t2, t1) (2.6a)

R1(t3, t2, t1) = V (t1)V (t1 + t2)V (t1 + t2 + t3)V (0)ρ(−∞) (2.6b)

R2(t3, t2, t1) = V (0)V (t1 + t2)V (t1 + t2 + t3)V (t1)ρ(−∞) (2.6c)

R3(t3, t2, t1) = V (0)V (t1)V (t1 + t2 + t3)V (t1 + t2)ρ(−∞) (2.6d)

R4(t3, t2, t1) = V (t1 + t2 + t3)V (t1 + t2)V (t1)V (0)ρ(−∞) (2.6e)

where ρ(−∞) stands for the initial state of the system before any excitation, Vi (i = 1, 2, 3) is the

dipole operator which modifies the density matrix after the ith interaction, G(ti) (i = 1, 2, 3) is the

Green function which defines the free propagation during the ti (i = 1, 2, 3) interval, Vs is the final

interaction operator for the signal emission, and θ(ti) is the Heaviside function. There are 23 = 8

subcomponents of the response function, and the half of these components are complex conjugates

of the other half.
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Figure 2.6: a) The energy level structure of a three level system. b) Evolution of the density matrix
of the same system during 2DES measurements (only a subset of signals are shown). c) The 2D
spectrum showing the signals associated to the pathways shown in the density matrix.

2.2.3 Diagramatic Perturbation Theory

The nonlinear response functions and density matrix formalism are very powerful to formulate

molecular dynamics and simulate light-matter interactions. However, when multiple states con-

tribute to signals with varying directions and frequencies, this formalism is rather difficult to inter-

pret. Diagramatic Perturbation Theory (DPT) provides an easier way to keep track of the system

and light-matter interactions. DPT is also helpful to categorize signal origins such as ground state,

excited state, and stimulated emission etc.

In the following, I will review the double sided Feynman diagrams, which are widely used in

this field. Feynman diagrams describe how density matrix elements evolve during the experiment.
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A Feynman diagram is composed of bras, kets, inward arrows, and outward arrows. Figure 2.7a

shows a Feynman diagram for a two level system. We can summarize the rules and how to read a

Feynman diagram in six steps: 1.Bras and kets represent the density matrix elements. 2.The initial

state is written at the bottom of diagram. 3.Time evolution is always upwards. 4.Light-matter

interactions are described by the inward or outward arrows. 5.The system evolves freely between

these interactions. 6.Each arrow describes either a positive or a negative contribution to signal

direction as well as to the signal frequency. Additional detail is given in Figure 2.7.

Figure 2.8 shows the Feynmann diagrams corresponding to the response functions. R1 and R4

generate nonrephasing signal along kNR=k1-k2+k3, and at ωNR=ω1-ω2+ω3. R2 and R3 generate

rephasing signal along kR=-k1+k2+k3, and at ωR=-ω1+ω2+ω3. R2 and R3 terms evolve conjugate

phases during t1 and t3 interval, whereas R1 and R4 terms evolve in same direction during t1 and

t3 interval.
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2.3 Experimental Implementations of 2DES

In this section, I will present the experimental apparatus used to measure the data presented in this

thesis. There are two essential components of this experimental setup which are the light sources

and the 2DES spectrometer.

2.3.1 Light sources

The laser sources used in the experiments were derived from a Ti:Sapphire oscillator (MaiTai

SP) seeding a regenerative amplifier to produce 40 fs pulses centered at 800 nm (Spectra Physics

Spitfire Pro) running at 500 Hz. The 800 nm light is fed into two noncollinear optical parametric

amplifiers (NOPA) and a degenerate optical parametric amplifier(DOPA).

NOPA operation principle is based on difference frequency generation (DFG) and second har-

monic generation (SHG). SHG is a nonlinear process where two photons with the same energy is

converted to a single photon with higher energy. The sum of incoming photon energies are equal

to the energy of the generated photon. DFG is, similarly,a nonlinear process where a high energy

photon, called the pump photon, is converted into two photons, called seed and idler. The sum of

seed and idler photon energy is equal to the pump photon energy [5]. Both processes needs a non-

linear medium for phase matching and energy conservation. β-barium borate (BBO), a common

nonlinear medium, is used to implement DFG and SHG in NOPA designs [6, 7].

We have two home built NOPAs delivering pulses centered from 480 nm to 680 nm with ~80-

100 nm bandwidth in our lab. The layout for the NOPA is shown in Figure 2.9. The Ti:sapphire

laser output at 800 nm which feeds the NOPA is split into two beams. The first beam is sent

through a 0.5 mm thick BBO crystal to generate beams centered at 400 nm, pump beam where the

conversion efficiency is ~20%. The second beam is focused onto 3 mm thick C-axis cut sapphire

plate to generate the white light (seed beam). White light is collimated to ~2 mm beam size using

a 1 inch focal length off axis parabolic mirror. The pump beam is split into two beams (Pump I,

Pump II) to be used for amplification in two crystals (NOPA I, NOPA II). The pump beam and seed
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beam are temporally and spatially overlapped in NOPA crytstal I. The crossing angle between the

beams and the crystal rotation is optimized for the desired central wavelength and bandwidth. The

amplified seed beam and pump beam (Pump II) are then focused onto NOPA crytsal II to increase

output power and stability. Lenses of 25 cm and 75 cm focal length are used to focus pump-I and

pump-II beams respectively. Lens positions are adjusted to focus beams in front of the crystals to

prevent damage and increase the output mode quality. The temporal overlap between pump beams

and seed beam is controlled with 90 degree prisms on each pump beam path. Two NOPAs are used

to collect data represented in Chapter 3 and 4.

The operation principle of the DOPA is similar to the NOPA. The DOPA delivers pulses cen-

tered at ~800 nm with ~150-200 nm bandwidth. The DOPA can be viewed as two separate OPAs

operating at different central wavelengths. In the first stage, broadband pulses centered at ~1.3 µm

are generated. In the second stage, the 1.3 µm light is used to generate a white light seed which is

stable at 800nm [8]. This seed is amplified in the second stage [8]. The DOPA is used to collect

data presented in Chapter 5.

36



Waveplate

Doubling
BBO

Sapphire

50smm
Achromat

Rotations
Mount

VariablesAttenuator

3GAxissStage

ParabolicsCollimator

250smm
FSsLens

NOPAs
CrtystalsI

OutputsCoupler

750smm
FSsLens

80R/20Ts
BeamsSplitter

WhitesLightsGenerationsSetup

NOPAs
CrtystalsII

Rotations
Mount

500smm
FocusingsMirror

250smm
FocusingsMirror

Prismson
DelaysStagesGsII

Prismson
DelaysStagesGsI

SecondsStage

PumpsII

PumpsI

FirstsStage

Figure 2.9: The schematic presentation of home built NOPA used in this study. The first and
second stage of the NOPA is emphasized by enclosing the related optics. The pump beams, the
white light seed and amplified output are shown as blue, green and yellow lines respectively. The
thick red line shows the Ti:Sapphire laser output. Adapted from [9].
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2.3.2 2DES Spectrometer

Over the last decade, there were several experimental demonstrations of 2DES, each with its own

advantages and drawbacks [3, 10, 11, 11–21]. The design principles of different approaches seek

the optimization of different experimental parameters: increasing the signal to noise and the phase

stability, decreasing the cost and complexity of the experimental apparatus, increasing the setup

capability to work within different spectral regions. These methods, in general, differ in their meth-

ods of the input pulse sequence creation, inter-pulse time delay scanning and the signal detection

scheme. Herein, we focus on the two widely used experimental setups among the 2DES commu-

nity: diffractive optics based box-CARS (noncollinear) setup and pulse shaping based pump-probe

(collinear) setup.

The pulse shaping based pump-probe setup is depicted schematically in Figure 2.10a. An

acousto-optic pulse shaper is employed to create the pump pulse pair and control inter-pump pulse

delay, t1. Two pump pulses have the identical propagation direction across the experimental setup.

A retro reflector in the probe path is employed to delay the probe pulse and control the waiting time,

t2. Next, the pump and the probe beams are focused onto the sample to generate the third order sig-

nals (rephasing and nonrephasing signals) [14, 22, 23]. In this geometry, the propagation directions

of the rephasing and the nonrephasing signals, which are given by Equation 2.3b-2.3c are identical

to that of the probe signal since the two pump pulses have the same propagation direction (k1=k2).

The rephasing and nonrephasing signal are captured simultaneously and can be isolated using the

phase cycling technique. The phase cycling technique relies on the presence of a difference in the

phases of these different signals, which are given by Equation 2.4a-2.4b; measurements performed

by varying the pump pulse phase can yield the desired isolation. Acousto-optic pulse shapers are

capable of controlling the input pump pulse phase, enabling phase cycling [22, 23]. The two main

advantages of this setup are its relatively easy alignment, and its capability of measuring both the

rephasing and nonrephasing signals simultaneously. The major drawback is the signal propagation

direction which is collinear with the probe pulse propagation direction, imposing a limit to the

signal to noise of the measurement. The allowed maximum probe pulse intensity used to boost the
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signal amplitude is limited by the upper limit detector dynamic range (i.e. the detector started to

saturate after a certain probe pulse intensity). The high cost of the acousto-optic pulse shapers is

another drawback for this setup.

The diffractive optics based box-CARS setup is schematically depicted in Figure 2.11a. The

pump and probe beams are focused on a transmissive grating, and all the diffraction orders other

than ±1 orders are blocked after the grating [12, 13]. The inter-pump pulse delay, t1, is achieved

by placing thin wedge pairs which are mounted on motorized linear stages in each pump beam path

(±1 orders). The position of these pairs are scanned such that the optical path length of one pump

pulse is increased/decreased with respect to that of the other pump pulse, enabling t1 control. The

probe beam incident on the diffractive optics also creates two diffraction orders; one of them is

used as the probe pulse, whereas the other is used as a local oscillator [13]. In the diffractive optics

based box-CARS setup, the three input pulses travel along the three corners of a square, whereas

the measured signal and the local oscillator travels along the fourth corner. The local oscillator

is delayed with respect to the probe pulse to heterodyne the signal, and it is attenuated to avoid

detector saturation and adjust its amplitude to optimize signal to noise ratio. For visualizing the

signal propagation, the propagation directions of the input pulses and signals are described by the

unit vectors in Cartesian cordinates(x,y,z) as below:

k1 = (1,−1, 1) k2 = (1, 1, 1) k3 = (−1,−1, 1), kS = (−1, 1, 1) (2.7a)

kR = −k1 + k2 + k3

= (−1, 1, 1) (2.7b)

kNR = k1 − k2 + k3

= (−1,−3, 1) (2.7c)

where k1, k2, k3, kS refer to the directions of the first pump pulse, the second pump pulse, the probe

pulse, and the measured signal respectively. kR and kNR refer to the propagation direction of the

rephasing and the nonrephasing signal generated. Figure 2.11b shows a schematic illustration of
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the beam propagation geometry before and after the sample in the three dimensional view. In this

pulse sequence, when the pump pulse with k1 interact with system before the pump pulse with k2,

the rephasing signal is in the measured signal direction (kS=kR). In case of the interaction of the

pump pulse with k2 is the first, the nonrephasing is in the measured signal direction (kS=kNR).

The interaction order can be easily controlled by adjusting the relative wedge positions. One

should note that rephasing and nonrephasing signals cannot be captured simultaneously in this

experimental setup. The local oscillator is mixed with the signal to characterize the amplitude

and phase of the rephasing/nonrephasing signal using spectral interferometry [24]. The major

advantage of this method is its capability of spatially isolating the signal from the input pulses,

except the local oscillator. This enables a background free detection scheme, that is there is no

probe pulse propagating collinearly with the signal. This capability enables us to increase signal

to noise by increasing the probe pulse power without saturating the camera and by amplifying

the signal by heterodyne detection. The imperfect calibration of motorized stages, which is the

relation between wedge positions and t1 delay, and mechanical instabilities from moving parts

are the major drawbacks, since they may cause artifacts in the measured signal. Moreover, two

separate measurements are required to capture both the rephasing and the nonrephasing signals,

increasing the total experiment time. In addition, the alignment of this setup is significantly more

difficult compared then the pulse shaping based pump-probe setup.

Many other methods such as single shot based and fluorescence detection based approaches are

available for 2DES measurements. The description and comparison of these methods are beyond

the scope of this thesis, and can be found in recent review studies of 2DES [25].
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Figure 2.10: (a) The 2DES setup based on the pulse shaping based pump-probe approach. Adapted
from [25]. (b)The side view of input beams around the sample. The blue beam represents the pump
beam, having two pump pulses, and the green beam represents the probe pulse. Note that the signal
(brown beam) is collinear with the probe beam.
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red beam and magenta beam respectively. c) The propagation direction of input pulses and signals
are shown on the the square plane for two different interaction orders. The box labeled with
rephasing(nonrephasing) show the cases for rephasing(nonrephasing) signals travellin along the
fourth corner of the box.
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2.3.2.1 Experimental Apparatus

In my experiments, I used a hybrid diffractive optics and pulse shaping based setup which is

recently developed in the Ogilvie Lab [26]. This approach takes the advantages of both methods.

Figure 2.12a shows a schematic illustration of this experimental setup. An acousto-optic pulse

shaper (Dazzler, Fastlite) is used to create pump pulse pairs, and diffractive optics is used to create

the box-CARS configuration. The pump pulses are delivered from NOPA-I, and pre-compressed

by a homemade grism which is a combination of prisms and gratings to compress the pulses. The

Dazzler creates a pulse pair with the desired inter-pulse time delay, t1, and a desired relative phase

difference for phase-cycling. The probe pulse is delivered from NOPA-II and is compressed by

a separate grism. A retroreflector on a motorized linear stage in the probe path is used to control

waiting time, t2. Both the pump and the probe beams are focused onto diffractive optics using a

50 cm focal length mirror. The employed diffractive optic is a transmissive grating made of fused

silica, and it is optimized for the±1 diffraction orders. All but the±1 orders are blocked to prevent

unwanted higher order signals, and unblocked orders are focused onto the sample using a 25 cm

focal length mirror. The generated signal along the local oscillator direction (described in Section

2.3.2) is measured.

The major difference between a typical diffractive optics based box-CARS setup and our setup

is the number of pump pulses in the pump beams after the diffractive optics. In the box-CARS

setup described in Section 2.3.2, there is only one pump pulse on each pump beam, and the time

delay, t1, is introduced by having wedges. In contrast, in our setup, the pump beam which is

focused onto diffractive optics contains two pump pulses created by the Dazzler. These pulses will

be represented by PA and PB in the rest of this chapter. The generated ±1 diffraction orders of

the incoming pump beam contains this pulse pair as well, making four pulses in total (two pulse

on each diffraction order). These pulses are represented by PA
−1, P

B
−1, P

A
+1, P

B
+1 where the A,B

superscripts refer to either of the pulses created by the Dazzler, and +1,−1 refer to the diffraction

order. One should remember that PA
+1 and PB

+1 pulses (PA
−1 and PB

−1) propagate along the same

direction. Similarly, PA
−1 and PA

+1 (PB
−1 and PB

+1 ) are identical pulses (having the same phase and
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amplitude) but differing in their propagation direction.

The rephasing and nonrephasing signals we are interested in are generated by the pairwise

interaction of the pump pulses on the different diffraction orders and the probe pulse. The in-

teraction sequence for the rephasing and nonrephasing signals are given by PA
−1, P

B
+1, PProbe and

PA
+1, P

B
−1, PProbe respectively. In the following, I will discuss the propagation directions of the sig-

nals for this hybrid setup. The propagation directions for the input beams in the hybrid setup are

described by kP+1 = (1, 1, 1), kP−1 = (1,−1, 1), kProbe = (−1, 1, 1), similarly in Section 2.3.2.

Using this notation and the interaction sequences given above, we determine the propagation di-

rections of the rephasing and nonrephasing signals as such:

kSigRephasing = −k1 + k2 + k3

= −kPA
−1

+ kPB
+1

+ kProbe

= −(1,−1, 1) + (1, 1, 1) + (−1,−1, 1)

= (−1, 1, 1)

(2.8)

kSigNonRephasing = k1 − k2 + k3

= +kPA
+1
− kPB

−1
+ kProbe

= +(1, 1, 1)− (1,−1, 1) + (−1,−1, 1)

= (−1, 1, 1)

(2.9)

Both the rephasing and the nonrephasing signal travel along the fourth corner of the square, and

they are captured simultaneously by the detector. Unfortunately, there are other third order signals

generated in the same propagation direction as that of the rephasing and the nonrephasing signals.

Figure 2.13 is a schematic representation of the signals generated by different pulse sequences. The

PA
−1, P

A
+1, PProbe and PB

−1, P
B
+1, PProbe pulse sequence creates two transient grating signals in the

detection direction ksignal. The transient grating signals remain unchanged for varying t1 values,

whereas the rephasing and the nonrephasing signals change as a function of t1. Fortunately, the

phases of these signals depend on the phases of PA and PB in different ways; and their phases are
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described by the following equations:

φTG1 = −φPA
−1

+ φPA
+1

+ φProbe

φTG2 = −φPB
−1

+ φPB
+1

+ φProbe

φR = −φPA
−1

+ φPB
+1

+ φProbe

φNR = φPA
+1
− φPB

−1
+ φProbe

(2.10)

Based on their different phase dependencies, we use phase cycling to isolate the rephasing, the

nonrephasing and the transient grating signals. We employ the Dazzler to rotate the phases of PA

and PB by eix and eiy respectively. These phase rotations do not cause any changes in the phase

of the transient grating signals, whereas the phases of the rephasing and nonrephasing signals

are changed. Here, I would like to remind the reader one more time that a single measurement

contains a mixture of these three signals which are measured simultaneously. Three successive

measurements performed with different phase rotations, (xi, yi; i = 1, 2, 3), provide a system of

linear equations with three unknowns which are these signals. The solution to this system of linear

equations enables us to isolate the transient grating signal (STG), the rephasing signal (SR), and

the nonrephasing signal (SNR) which is given by the following equation:
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STG

SR

SNR

 =


1 ei(x1−y1) e−i(x1−y1)

1 ei(x2−y2) e−i(x2−y2)

1 ei(x3−y3) e−i(x3−y3)



S1

S2

S3

 (2.11)

where Si, i = 1, 2, 3 refer to the signals obtained from successive measurements. We implement

the phase rotation(eix, eiy) profile below for the three measurements:

{(x1, y1), (x2, y2), (x3, y3)} = {(0, 0), (0,
2π

3
), (0,

4π

3
)} (2.12)

While the three measurements with the given phase profiles are sufficient to isolate the signals,

another set of three successive measurements are performed to suppress the interference scattering

terms between the pump pulses, the probe pulse and the measured signal. The phase profiles for

the second set are π shifted versions of the first set, given by the following equation:

{(x4, y4), (x5, y5), (x6, y6)} = {(π, π), (π,
5π

3
), (π,

7π

3
)} (2.13)

That is, we implement six phase cycles per single t1 point. The interference scatter term between

the pump pulses is measured as the probe being blocked by a mechanical shutter (Thorlabs SH05).

This terms is subtracted from the signal to improve the signal quality. The duty cycle is set to

90% to achieve a reasonable suppression of the scatter terms. The entire experiment yielding

a full 2D spectrum for a given waiting time, t2, is completed by measuring the signal at t1 =

(0, 10, 20..., 400fs) values. The signal is measured by a CCD camera in the frequency domain,

yielding the “detection axis” (ω3), and the entire signal is Fourier transformed along the t1 axis,

yielding the “excitation axis” (ω1). Finally, the measurements performed at different t2 values yield

a data structure which describes the system dynamics.
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Figure 2.13: The pulse sequences for the signals detected in the hybrid setup with the appropriate
time ordering for the two transient grating signals, the rephasing and the nonrephasing signal are
shown. The phase applied to the pump pulse pair are labeled with red (x) and green (y) lines [26].
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2.3.2.2 Detection Scheme and Phasing

In this section, I will describe how we heterodyne the signal with the local oscillator, and the way

we use spectral interferometry to characterize the phase and amplitude of the signal [24]. The local

oscillator is allowed to pass through the 1 mm thick fused silica, and it is τ delayed with respect to

signal. The imaging mirror is patterned such that the metal coating on the region where the local

oscillator is incident is removed. This mirror is employed as a neutral density filter to attenuate

the local oscillator. There are no additional optics needed to combine the local oscillator and the

signal before they are measured by the detector, since they are collinear. The measured spectrum is

a linear combination of the signal and the local oscillator as described by the following equations:

Emeasured = |Esignal + ELOe
−iωτ |2

= |Esignal|2 + |Emeasured|2 + S(ω) (2.14a)

S(ω) = Real{2EsignalEmeasuredeiωτ} (2.14b)

where ELO and Esignal are the electric fields of the local oscillator and the signal respectively.

The S(ω) term represents the fringes on the measured spectrum, where the fringe separation is

proportional to τ . The constant terms and S(ω) given in Equation 2.14a, are isolated by Fourier

transforming the measured signal, Emeasured, along the ω axis. Fourier transform yields a pseudo

time axis, where the constant terms are centered at t = 0. Fourier transform of S(ω) yields two

functions which are time reversed with respect to each other, and given by the following equation:

FT [S(ω)] = f(t− τ) + f(−t− τ) (2.15)

We single out the peak centered at t = τ by applying a super Gaussian filter and inverse Fourier

transforming from pseudo time axis to original ω axis. We isolate the signal through its proper

division by the local oscillator and subtracting the contribution of the e(iωτ) term given in S(ω).
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The following equation describes these steps:

E(ω) =
FSG [FT [S(ω)]] e(−iωτ)

E∗LO
(2.16)

For visualizing the analysis steps described above, I generated synthetic data representing the

signal and the local oscillator with an intensity ratio (signal/local oscillator) of 0.25. The τ is

set to 250fs. Figure 2.14 shows the steps for the calculation described above.

Spectral interferometry enables us to determine the relative phase between the signal and the

local oscillator. However, the presence of the delay plate and the patterned region on the imaging

mirror induces an uncertainty in the phase between the probe and the local oscillator [3]. This

uncertainty is removed by the “global phasing” procedure, and the absolute phase of 2D spectrum

is obtained. In the global phasing procedure, we phase the transient grating signal against the tran-

sient absorption spectrum which are measured at the same waiting time, t2. For our experimental

setup, we calculate the transient grating signal by adding the rephasing and the nonrephasing sig-

nals measured at t1=0, whereas the transient absorption signal is measured separately within the

same setup. We block one of the pump beams and the local oscillator to transform 2DES setup

to the transient absorption setup. Both 2DES and the transient absorption measurements are per-

formed consecutively without changing the sample position. The phasing procedure makes the

real part of the transient grating signal equal to the transient absorption signal through multiplying

it by a complex valued polynomial. This procedure aims to to find the complex valued polyno-

mial satisfying this equality. Finding this polynomial is a minimization problem with an objective

function given as below:

F = Re{ATG(ω − ω0)e
iθ(ω) − ATA(ω − ω0)}

θ(ω) = φ0 + (ω − ω0)φ1 + (ω − ω0)
2φ2

(2.17)

whereATG andATA are the frequency resolved transient grating signal and the transient absorption

signal respectively, and θ(ω) is the unknown polynomial. In our model, a second order polyno-
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mial in frequency describes the θ(ω). The first order term, φ1, can be interpreted as a correction

accounted for the τ delay. The constant term (φ0) and the second order term (φ2) describe overall

phase corrections. We solve for the unknown parameters of θ(ω) using a nonlinear least squares

algorithm.
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2.4 Experiment

We performed experiments on the PSII RC and Chl-a to collect the data presented in this thesis.

The PSII RC sample is extracted from spinach following the protocol described in [27]. Further

details about the extraction procedure can be found in [28]. The extracted sample is also referred

to as the D1-D2-cyt b559. The sample is prepared in a solvent of buffer and glycerol at a 2:1

ratio(v/v). For Chl-a measurements, samples are derived from Anacystis nidulans algae purchased

from Sigma Aldrich. Chl-a sample is prepared in a solvent of isopropanol and glycerol at a 1:1(v/v)

ratio. The optical density of the PSII RC and Chl-a samples are ~0.29 and ~0.3 respectively. Both

samples are kept in 380 µm thick sample cell and measurements are performed at 77K in an Oxford

Microstat cryostat. I will provide detailed descriptions regarding the conditions of each experiment

within the relevant chapters.
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Chapter 3

Comparison of Coherent Dynamics in PSII RC and

Chlorophyll a

This chapter presents 2DES studies of the PSII RC and chlorophyll a (Chl a) with a focus on

coherent dynamics. This work is a continuation of the doctoral work of Franklin Fuller [1], with

whom I published our observation of coherence in the PSII RC [2]. Our goal is to better understand

the origin of coherent dynamics in the PSII RC by making a side by side comparison with Chl a.

First, I will review an electronic dimer model (EDM), which has pure electronic coherence and

a system of displaced harmonic oscillators (DHO) exhibiting pure vibrational coherence. Next,

I will use diagrammatic perturbation theory to compare the experimental measurements with the

theoretical models for the EDM, DHO as well as with a vibronic model. Having established the

expected spectral signatures of coherent dynamics within these simple models, I compare coherent

dynamics in the PSII RC and Chl a. Additionally, I briefly discuss the numerical simulations

performed by our collaborators at Vilnus University on the PSII RC and Chl a to explain the origin

and functionality of the coherent dynamics observed in these systems.

3.1 Electronic Dimer Model

The optical properties of a complex system depend on the the interaction between molecules and

the intra-molecular/inter-molecular distance and orientation. When inter-molecular distances are

comparable to the intra-molecular distances (tight packaging of molecules), the coupling between
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the molecules can be significant, leading to delocalized eigenstates of the system commonly called

excitons. Excitonic coupling modifies the optical properties of the system, causing splitting of

absorption peaks and modifying peak in a manner that depends on the coupling strength and the

relative orientation of the transitions dipoles. While excitonic coupling can be generalized to de-

scribe systems with large number of interacting molecules, herein we will focus on the electronic

dimer model (EDM) with two molecules which are coupled to each other.

The EDM is a relatively simple system for understanding the electronic dynamics in the ab-

sence of a vibrational bath, and assumes that fast vibrations do not affect the electronic energy

transfer [3]. The EDM was used to explain the coherent dynamics observed by Fleming and co-

workers [4] in the Fenna-Matthews-Olson complex. The main motivation for using this model

was its ability to calculate the electronic coherence dephasing times of the coherent dynamics

they have observed. In the EDM model, two molecules, A and B, are coupled to each other

electronically with coupling strength given by J. We start from a site basis to describe the two

coupled chromophores, and show that electronic coupling gives rise to excitons delocalized on

these chromophores. Here we assume molecule A and B have different ground states (G1 and

G2), and single excited states (E1 and E2). Figure 3.1(a) shows the energy level diagram for

the case where there is no coupling; the transition energies are given by ε1 and ε2 for A and B

molecules. When a coupling J is introduced, the resulting energy level structure is described the

excitonic basis {G,A,B, F} as shown in Figure 3.1(b). The energies of these states are given by

{0, 1
2
(ε1 + ε2)−4EEDM , 12(ε1 + ε2) +4EEDM , ε1 + ε2} where4EEDM =

√
(ε1 − ε2)2 + 4J2.

There are several methods used to calculate the absorption spectrum and the third order signal

for the EDM, however we will not review the details of these calculations, instead we will use

DPT to enumerate the oscillating contributions of the rephasing and nonrephasing 2D spectrum,

as shown in Figure 3.2. One should note that the rephasing (nonrephasing) 2D spectrum has

cross (diagonal) peaks with oscillatory behavior in the absence of excited state absorption (ESA).

The anharmonicity of the second excited state informs about the exact location of the other peaks

(involving ESA), which is typically blue shifted from the main absorption peak in the PSII RC and
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Figure 3.1: (a) Energy level diagram for two uncoupled chromophores. G1(2) and E1(2) are ground
and excited electronic states respectively for molecule A(B). (b) Energy level diagram for Elec-
tronic Dimer Model with coupling constant J.
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ing(a) and NonRephasing(b) 2D spectra. The relative phase of the oscillations predicted by the
EDM is marked next to peak positions. The phase shift between “-” peaks and “+” peaks is π.
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3.2 Displaced Harmonic Oscillator

The Displaced Harmonic Oscillator (DHO) is a generic model used to explain vibrational and

electronic dynamics in single isolated molecules [3, 5]. The DHO rests on the Born-Oppenheimer

timescale separation of fast electronic and slow nuclear motions. It is also used to explain absorp-

tion and fluorescence properties of single chromophores. In this model, the system is represented

by two electronic states (ground and excited state) which are coupled to a single vibrational mode

of frequency ω0. This coupling makes the potential energy surface of both ground and excited

state harmonic where the excited state energy surface is shifted by a Franck Condon dimensionless

displacement d along the nuclear coordinate q. Eigenstates on both surfaces are represented by a

one dimensional quantum oscillator model where the oscillator frequency is equal to vibrational

mode included in the model. Then the eigenbasis is given by: {|gm〉 , |en〉 ,m, n = 0, 1, 2..∞}

with eigenenergies {εgm = (m+ 1/2)~ω0, εen = ωeg + (n+ 1/2)~ω0} where ωeg is the transition

energy between the ground and the excited electronic states without any vibrational coupling.

The shift of the excited state in nuclear coordinates introduces unique absorption properties in

this model. It breaks the symmetry between ground and excited state wavefunctions, that is |gm〉

is not orthogonal to |en〉 and allowing transitions from |gm〉 to |en〉. The absorption spectrum is

dominated by the transition: |g0〉 → |e0〉 at ωeg due to small displacement d. Other transitions will

have smaller amplitude and be shifted by ω0 compared to the main transition leading to a series of

side peaks next to the main peak called a vibronic progression.

Within the DHO model the energy levels are equally spaced at ω0 on both the ground and the

excited states. This equal spacing creates signals oscillating at ω0 at different locations in the 2D

rephasing and nonrephasing spectra. Following the approach of Butkus et al, we employ DPT to

identify the pathways describing oscillatory behavior in the rephasing and the nonrephasing signals

[6]. We restricted the possible contirbutions by including only the first excited vibrational states

on the ground and the excited state energy surfaces: |g0〉,|g1〉,|e0〉,|e1〉 in the model. Moreover, we

assumed that the system is in the ground state |g0〉 before any excitation. The excitation bandwidth

is selected such that it allows any possible transitions from the ground to the excited state energy
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surface or vice versa. Transitions between two vibrational states on a single electronic surface

(ground or excited) are not within the excitation bandwidth.

Figure 3.4 shows the Feynman diagrams contributing to the oscillating signals in the rephasing

and the nonrephasing 2D spectra. Both the rephasing and nonrephasing spectra are asymmetric

with respect to the diagonal axis, where the rephasing has a “chair” pattern and the nonrephasing

has an inverted “chair” pattern. There are eight Feynman pathways contributing to the oscillating

signals where the half of them have signals from vibrational coherence on the ground state and the

other half have signals from vibrational coherence on the excited state. CP12 (LP10) and LP10

(CP12) have signals from the vibrational coherence on the excited and ground state energy surfaces

respectively in the rephasing (nonrephasing) spectra.
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Figure 3.4: Feynman diagrams of Displaced Harmonic Oscillator which has coherences during the
t2 interval. Peak positions predicted by diagrams are represented in Rephasing (a) and NonRephas-
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interval respectively. Adapted from [3, 5].
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3.3 Phase Variations of Coherences

In the previous section, we used diagramatic perturbation theory (DPT) to find out the peaks which

oscillate during the t2 interval for the DHO and the EDM. Here we will show how the phase of

these peaks differs and their overall effect on the 2D spectra. The transitions between the states

are described by Lorentzian line shape functions, then we can formulate the response function in

Equation 2.2 as:

S2D(ω1, t2, ω3) =
∑
n

±Anθ(t2)
e−γ2t2−iε2t2

(γ1 + i(ε1 − ~ω1))(γ3 + i(ε3 − ~ω3))
(3.1)

where An is a complex quantity with contributions from transition dipole moments and electric

fields, θ(t2) is a heaviside step function, εn and γn are transition energies and decay constants of

the nth transition respectively [3]. ± shows the signal type, which is + for ground state bleach and

stimulated emission, and is - for excited state absorption. The real part of S2D for a single pathway

is given by:

S2D,n(ω1, t2, ω3) =
Ane

−γ2t2√
(γ21 + ∆2

1)(γ
2
3 + ∆2

3)
cos(ε2t2 + ϕ)

ϕ = Arg[(γ1 − i∆1)] + Arg[(γ3 − i∆3)]

∆n = εn − ~ωn n = 1, 3 (3.2)

The cos(ε2t2 + ϕ) term in Equation 3.2 describes the oscillatory behavior observed in our 2D

spectra, and ϕ represents phase variations among (ω1, ω3) pairs. The relative phases of the peaks

for the DHO and the EDM estimated by DPT are given in Figure 3.4 and Figure 3.2. This relation

is valid only for the points where ∆1,3 = 0. The contribution from a single pathway, S2D,n,

produces varying amplitude and phase in the 2D spectrum, and the summation of different pathway

contributions yields phase differences ranging from 0 to π.

A number of experimental and theoretical studies have reported phase differences between

the oscillatory peaks. Butkus and co-workers used DPT to predict 0 and π phase shifts between
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the oscillatory peaks [3]. Engel and co-workers reported experimental verification of the phase

differences which are neither 0 nor π [7]. Later, various models accounting for the interaction

between the electronic and the vibrational states have been shown to cause phase shifts between 0

and π [8, 9].

3.4 A Vibronic Model

The EDM and DHO are two popular models that have been used to explain coherent dynamics

observed in 2D spectra. A more appropriate model for photosynthetic systems is a vibronic model

in which the electronic excitations are coupled to intramolecular vibrations. The influence of elec-

tronic and vibrational coherent dynamics on each other and the coupling between these resonances

have been investigated [8]. It is clear that vibronic models cannot be simply explained by the su-

perposition of vibrational and electronic models. Herein, we use the simplest vibronic model in

which an electronic dimer is coupled to a single vibrational mode to predict the coherent spectral

signatures in the 2D spectrum that arise due to vibronic coupling. Figure 3.5 shows the evolution

of energy structure of two uncoupled monomers to that of a vibronic model in three steps: 1.Two

uncoupled monomers, 2. Electronic Dimer Model, 3. The dimer coupled to a vibrational model.

To reduce the complexity of 2D spectra we limit the number of vibrational levels on each elec-

tronic level to one. Figure 3.6 shows a subset of Feynman diagrams predicted by this model and

the 2D rephasing signal generated by these diagrams. Vibronic models have significant potential

to explain complex phase and amplitude relations of coherent dynamics throughout the 2D spectra

[8].
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Figure 3.6: A subset of Feynman diagrams for an electronic dimer with single vibrational state on
each electronic state. The rephasing spectra shows the contributions of each pathway with a shape
and color code.
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3.5 Experimental Observations of Coherences

We performed 2DES experiments on the PSII RC and Chl a using the experimental setup described

in Chapter 2. For all the experiments described here, the pump and probe NOPAs were tuned to a

central wavelength of 660 nm and 650 nm, respectively. The pump and probe NOPAs delivered 7

nJ and 10 nJ pulses at the sample cell. These energies correspond to less than 4% excitation per

reaction center in PSII RC sample to avoid exciton annihilation effects [10, 11].

After compression the pump and probe were 12 and 15 fs in duration. We scanned t1 delay with

10fs steps through 0 ≤ t1 ≤ 390fs for each 2D measurement while t1 was phase-locked at 660 nm.

We used a six-phase-cycling scheme to isolate rephasing and nonrephasing signals and to suppress

various interference scatter terms. We averaged the signal for 750 msec per t1 delay, requiring

30sec for a single 2D spectrum. The waiting time, t2, was scanned through 80 ≤ t2 ≤ 1920 fs with

a 10 fs interval. Measurements done at earlier times, t2 <80 fs were not used to avoid coherent

artifacts due to pulse overlap. A mechanical chopper in the probe path suppresses pump scatter

terms with a duty cycle of 90%. The total data acquisition time was ~90min and the sample was

not moved during measurements. We kept the experimental scheme same for the PSII RC and Chl

a measurements. Changes in the NOPA spectrum from day to day were negligible. Figure 3.7

show the absorptive 2D spectrum of the PSII RC and Chl a at t2=300 fs waiting time.

The 2D spectra measured at t2 = 80, 90, ..., 1920 fs, form a three dimensional data stack:

S(ω1, t2, ω3). To extract the information about coherent dynamics in the system we fit dominant

population dynamics in this 3D data stack. The time trace for each pixel at 2D spectra was allowed

to fit exponential functions with the same decay time τn but varying linear coefficients am,n. The

equation for fitting is given by:

sm(t2) =
∑
n

am,n exp(−t2/τn) (3.3)

where m denotes the number corresponding to a given (ω1, ω3) point in the 2D spectrum. We

used non-linear least squares to choose the best model among models with different exponential
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decay components. Nonlinear least squares is a widely used approach to fit observations to models

which are not linear with respect to independent parameters. The approach is based on minimizing

residuals which are the difference between observations and a model function. Here we also vary

the number of exponential decays to select the best model which gives minimum residuals. We

choose to fit all pixels to the same exponential decays instead of fitting each pixel independently.

Once the fit is optimized we use it to subtract the population kinetics from the overall signal. The

remaining signal is Fourier transformed along t2 axis to isolate weak oscillatory signals, producing

a three dimensional frequency solid, S(ω1, ω2, ω3), which has rich information about coherence

frequency content, amplitude and phase. To reveal the frequency of the oscillations present during

the t2 time interval, we take the Frobenius norm of the 3D frequency solid, summing over the

absolute magnitude, squared, of each 2D point (ω1, ω3) and then taking the square root:

AFrobenius(ω2) =

√∑
i=1

∑
j=1

(| S(ω1,i, ω2, ω3,j)) |2 (3.4)

AFrobenius is a summary of frequency amplitude information throughout the entire 2D spectrum.

A different representation of the 3D frequency solid is looking at the real part of 2D spectra at

different ω2 values which shows the distribution of the oscillations throughout the 2D spectrum.

This representation is called a “Fourier Maps” or “Amplitude Coherence Map” and is useful to

compare with the generic models we introduced in Sections 3.1 and 3.2. A similar representation

can be made to observe the distribution of the phase of oscillations throughout the 2D spectrum,

yielding “Phase Coherence Map”, Figure 3.8 depicts the post data processing steps.
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Figure 3.7: Real absorptive 2D spectra at t2=300fs (a) PSII RC (b) Chl a.
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71



3.6 Comparison of Coherent Dynamics

The Frobenius spectra for the PSII RC and Chl a are shown in Figure 3.9(e). Exciton difference

frequencies from the Novoderezhkin and Gelzinis excitonic model for the PSII RC, as well as

vibrational frequencies reported for these systems are also shown in Figure 3.9. The majority of the

observed modes in both systems are similar to the exciton difference frequencies and vibrational

frequencies. Here we focus on three dominant modes ω2=~240,340,740 cm-1 observed both in

PSII RC and Chl a, studying similarities and differences between these modes.

The amplitude coherence map at ~740 cm-1 for the PSII RC and Chl a are shown in Figure

3.10c and 3.10d respectively. They both look similar and show vibrational character, with peak

positions in agreement with the chair diagram for the DHO model. The amplitude of LP10 is

significantly lower in PSII RC and CP21 is shifted slightly upwards in Chl a.

The phase coherence maps for the PSII RC and Chl a show greater deviations for ~740 cm-1

within the DHO model. A vibrational mode is expected to have CP21 and LP10 oscillate in phase,

while LP20 and DP11 and LP20 and CP12 should oscillate out of phase. We calculated the phase

of each peak by averaging over a ∆ω1,∆ω3 (10 cm-1 × 10 cm-1) region around the peak position

to make a more accurate comparison and report these values in Table 3.1 and Table 3.2. Chl a

shows vibrational character in phase coherence maps also. The phase on diagonal lines also show

differences throughout the coherence maps. The phase on d-- changes slightly, LP10 and CP21

oscillate with a 0.25π relative phase shift. The phase difference between LP10 and LP is 0.8π.

The phase shift between LP20 and CP12 is expected to be π while it is found to be 0.64π. The

phase shift is also different than the expected one for CP12 and DP11 pair. It is found to be 0.56π

instead of π shift. This can be partially explained by the excited state absorption feature around

CP12 position.

The phase variation on d-- is larger in the PSII RC. LP10 and CP21 oscillate with a 0.43π

shift. LP10 and LP20 has a 0.48π shift, while CP12 and LP20 has a 0.36π shift. The deviation

from the vibrational model can be explained by the presence of excited state absorption at CP12

peak, distortions due to sample geometry, and laser intensity differences across the spectrum.
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The amplitude coherence maps for ~240 cm-1 and ~340 cm-1 modes look quite different for

Chl a and PSII RC, Figure 3.11 and Figure 3.12. For Chl a, we expect both modes would have

vibrational character due to monomeric structure of it. However we observe three significant fea-

tures centered between diagonal lines and the amplitudes are not centered on the expected peak

positions. The features between d- and d-- are not explained by the DHO model. The coupling

between Qx and Qy band in Chl a could cause deviations from purely vibrational behavior but there

is no study yet to support this interpretation.

The amplitude coherence maps for ~240 cm-1 and ~340 cm-1 modes for the PSII RC show

significant amplitude on d- which cannot be explained by purely electronic coherence. The sig-

nificant amplitude between d+ and d in both maps cannot be understood by purely vibrational

coherence, but is consistent with a vibronic model. The spectral overlap between peaks is reduced

in the ~340 cm-1 mode so the peaks on d-- are more isolated compared to those for the ~240 cm-1

mode. The intensity difference among the peaks may be explained by different transition dipole

strengths.

The phase coherence maps of Chl a for ~240 cm-1 and ~340 cm-1 modes look very similar. In

both cases, the phase is mostly constant along the diagonal lines. LP10 and LP20 oscillate with

0.71(0.80)π phase shift in the ~240(340) cm-1 mode. The difference between CP12 and LP20 is

0.60(0.59) π, while it is 0.12(0.16)π in ~240(340) cm-1 mode.

PSII RC phase coherence map for ~240 cm-1 and ~340 cm-1 modes also show features which

are not explained by a pure vibrational or electronic model. For example, the phase of the feature

between d and d- in the ~240 cm-1 map is shifted by ~π with respect to the phase of CP12. The

~340 cm-1 mode shows significant variations in phase on d- and there is a 0.46π shift between

LP10 and LP20.
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Figure 3.10: (a) Cartoon rephasing coherence map for Electronic Dimer model. (b) Cartoon
rephasing coherence map for Displaced Harmonic Oscillator model. Rephasing amplitude co-
herence maps for ω2=~740 cm-1 mode: (c) PSII RC. (d) Chl a. Rephasing phase coherence maps
for ω2=~740 cm-1 mode: (e) PSII RC. (f) Chl a.
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Figure 3.11: (a) Cartoon rephasing coherence map for Electronic Dimer model. (b) Cartoon
rephasing coherence map for Displaced Harmonic Oscillator model. Rephasing amplitude co-
herence maps for ω2=~240 cm-1 mode: (c) PSII RC. (d) Chl a. Rephasing phase coherence maps
for ω2=~240 cm-1 mode: (e) PSII RC. (f) Chl a.
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Figure 3.12: (a) Cartoon rephasing coherence map for Electronic Dimer model. (b) Cartoon
rephasing coherence map for Displaced Harmonic Oscillator model. Rephasing amplitude co-
herence maps for ω2=~340 cm-1 mode: (c) PSII RC. (d) Chl a. Rephasing phase coherence maps
for ω2=~340 cm-1 mode: (e) PSII RC. (f) Chl a.
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Chl a 240 cm-1 (π) 340 cm-1 (π) 740 cm-1 (π)
DP11 -0.03 0.50 0.054
CP12 0.96 -0.55 -0.92
LP10 -0.92 -0.33 -0.77
CP21 -0.80 -0.17 -0.51
LP20 0.36 0.85 0.42

Table 3.1: The phases of different peaks throughout the phase coherence maps of Chl a. The values
are shown for three dominant modes divided by π.

PSII
RC

240 cm-1 (π) 340 cm-1 (π) 740 cm-1 (π)

DP11 -0.10 0.04 -0.62
CP12 0.33 -0.85 0.39
LP10 0.93 -0.81 -0.43
CP21 -0.83 -0.27 -0.87
LP20 0.14 0.72 0.04

Table 3.2: The phases of different peaks throughout the phase coherence maps of the PSII RC. The
values are shown for three dominant modes divided by π

3.7 Simulations

We have collaborated with the Abramavicius Group for theoretical simulations of the PSII RC

and Chl a to investigate the origins of the coherent dynamics in these systems. This section will

disclose our simulation results on Chl a for the first time, whereas the simulations regarding the

PSII RC as a part of our earlier study [2] but will be briefly summarized here for convenience.

The PD1 and PD2 pigment pair has the largest electronic coupling within the PSII RC, thus this

pair has been chosen to capture any relevant contributions to the PSII RC coherent dynamics. In

simulations, this pigment pair is modeled as a special dimeric pair which is coupled to discrete

vibrational modes using the approach developed by Butkus and co-workers [3, 6]. For comparison

of the experimental results with theory, coherence maps are generated from the calculated 2DES

signals. The details of the model and the method for calculations are beyond the scope of this
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thesis and can be found in [2] and [3, 6, 16, 17] respectively.

Figure 3.13a shows the simulated amplitude coherence map for the ω2~740 cm-1 mode under

the condition that this mode is coupled to the dimeric pair. The vibronic model involving a high

frequency mode (e.g ~740 cm-1) is expected to exhibit vibrational characteristic (“chair” pattern

in the amplitude coherence maps). Both the experimental (Figure 3.10c) and simulated (Figure

3.13a) amplitude coherence maps are in agreement with this expectation and show vibrational

spectral signatures. We also examined the case when the dimeric special pair is coupled to the

~240 cm-1 and ~340 cm-1 modes. The simulated amplitude coherence maps are shown in Figure

3.13b and Figure 3.13c for ω2~340 cm-1 and ω2~240 cm-1 modes respectively. The experimental

results and the simulations are in very good agreement, and both suggest these two modes have

vibronic origins. A more detailed discussion about the simulated amplitude coherence maps under

different coupling conditions can be found in our recent study [2].

Additionally, we have performed theoretical simulations on Chl a based on the approach de-

veloped by Butkus and co-workers [6]. The model includes a monomer which is described by an

energy level composed of one ground state, two excited state levels, and one double-excited state

level. The DHO is used to simulate the Qx and Qy transitions in the absence of coupling between

these transitions. The monomer is coupled to the environment (the vibrational modes) which is

described by the spectral density function:

C
′′
(ω) = C

′′

fast(ω) + C
′′

slow(ω) + C
′′

Qy
(ω) + C

′′

Qx
(ω) (3.5a)

C
′′

fast/slow(ω) = λfast/slow
ω

ων
exp(
−ω
ων

). (3.5b)

Here, C ′′fast(ω) and C ′′slow(ω) describe the homogeneous and inhomogeneous broadening respec-

tively. In the simulations ων is 500 cm-1 (0.1 cm-1) for C ′′fast (C ′′slow). C ′′Qy
(ω) and C ′′Qy

(ω) identify

the vibrational modes coupled to the monomer, and are given as:

C
′′

Qy/Qx
(ω) =

∑
i

4ω3ωνiγisi
(ω2 + ω2

νi + γi)2 − 4ω2ω2
νi

(3.6a)
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where si, ωνi, and γi are the intensity, frequency and the damping rate for the i-th vibrational mode

respectively.

Figure 3.14 shows the simulated amplitude coherence maps for Chl a. The amplitude coherence

map for the ω2~740 cm-1 mode is in good agreement with the experimental one, as shown in Figure

3.10d. They both exhibit the “chair” pattern which is a characteristic of vibrational coherence. On

the other hand, simulated amplitude coherence maps for the ω2~340 cm-1 and ω2~240 cm-1 modes

also show significant amplitude between the d- and d- - lines. A similar behavior is present in the

experimental coherence maps for these modes. While the DPT doesn’t predict oscillatory peaks

between d- and d- - for the displaced harmonic oscillator, one should note that the spectral overlap

can alter the “chair” pattern significantly for low frequency modes.
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Figure 3.13: a) Simulated amplitude coherence maps for the special pair dimer model coupled to
~740 cm-1 vibrational mode at ω2=~740 cm-1. Simulated amplitude coherence maps for the special
pair dimer model coupled to ~240 cm-1 and ~340 cm-1 vibrational modes at b) ω2=~340 cm-1 and
c) ω2=~240 cm-1. The dotted black lines presents the diagonal and parallel lines offset from the
diagonal by ±ω2 and 2ω2. Black contours show the real rephasing 2D spectrum averaged over
waiting time t2.
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Figure 3.14: Simulated amplitude coherence maps for the Chl a coupled to vibrational modes at a)
ω2=~740 cm-1, b) ω2=~340 cm-1, c) ω2=~240 cm-1. The dotted black lines presents the diagonal and
parallel lines offset from the diagonal by ±ω2 and 2ω2. Black contours present the real rephasing
2D spectrum at t2=0 fs.
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3.8 Conclusion and Outlook

Herein, we investigated the differences and the similarities between the coherent dynamics occur-

ing in the PSII RC and Chl a both experimentally and theoretically with a focus on three dominant

modes: ω2~740 cm-1, ω2~340 cm-1, and ω2~240 cm-1. Our experimental results for these systems

are in good agreement with those of theoretical simulations. We have observed that PSII RC has

both vibrational (ω2~740 cm-1) and vibronic (ω2~340 cm-1, and ω2~240 cm-1) modes. The ω2~740

cm-1 mode in Chl a exhibits vibrational characteristics, and low frequency modes exhibit devia-

tions from the chair pattern even when they have excursively vibrational origin. The amplitude and

phase coherence maps for low frequency modes are significantly different in the two systems.

Further experimental and theoretical studies should be performed to better understand the ob-

served differences in the spectral signatures of coherence in Chl a and the PSII RC. Recent studies

show that vibrational and electronic coherent dynamics have unique amplitude and phase char-

acteristics which depend differently on the temperature [9]. One could utilize the temperature

dependent 2DES to observe the variations in the amplitude and phase coherence maps as a func-

tion of temperature. Another approach is to analyze the coherent dynamics for different waiting

time intervals (e.g. 100 fs< t2 <500 fs, 500 fs< t2 <1000 fs) as described in [18]. This analysis

seeks a change in the character of the mode for different waiting time intervals. While understand-

ing the origins of the coherent dynamics in the PSII RC and comparing them with those in Chl

a informs us about the system, understanding the functional relevance of these dynamics is of a

greater importance and remains a challenge. In this regard, numerical simulations have shown that

~240 cm-1 and ~340 cm-1 modes may play a significant role in the charge transfer in the PSII RC

[1]. However, the experimental verification of this prediction remains to be shown. Investigating

coherent dynamics in the anion bands of the PSII RC could potentially enable us to remove the

ambiguity about the functional relevance of the coherent dynamics. In Chapter 5, I will present

our studies on the anion band of the PSII RC (790 nm-820 nm).
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Chapter 4

Two-color Rapid Acquisition Coherence

Spectroscopy

This chapter presents our work on developing a rapid and high signal-to-noise pulse-shaping based

method for the characterization of coherent dynamics, distinguishing between ground and excited

state coherences. First, I will discuss the typical problems with the current detection methods of

coherence. Next, I will review the coherence concept and how nonlinear spectroscopy is used to

study coherent dynamics. I will continue with the principles of the new method we have developed,

discussing how it improves the signal to noise ratio in the experiment and reduces the overall data

acquisition time. Additionally, I will discuss the information content of the new method and how

it assists in distinguishing between ground and excited state coherence. Lastly, I will present

technical details about the method and the experiment.

The original version of this chapter may be found at the following reference: S. Seckin Senlik,

Veronica R. Policht, and Jennifer P. Ogilvie. Two-Color Nonlinear Spectroscopy for the Rapid

Acquisition of Coherent Dynamics. The Journal of Physical Chemistry Letters 2015 6 (13),

2413-2420. DOI: 10.1021/acs.jpclett.5b00861 [1].

4.1 Motivation and Background

Recording coherent dynamics with a high signal-to-noise ratio (S/N) is particularly challenging

in photosynthetic samples; sample fragility and the risk of exciton-exciton annihilation at high
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laser fluences limits the S/N and ultimately necessitates extended data acquisition times. These

extended data acquisition times degrade the overall S/N due to slow fluctuations of laser ampli-

tude and frequency content that can mask weak coherence signals and introduce errors in fitting

the background population kinetics. The desire to obtain rapid, high S/N characterization of co-

herent dynamics motivates the development of alternative methods to full 2DES characterization.

Several modified versions of 2D experiments have been proposed which effectively increase (S/N)

by either reducing the data acquisition time and/or by selective excitation of coherence pathways

with suppression of extraneous signals. Osborne et al. have developed a modified 2D infrared ex-

periment where they select a particular inter-pump pulse delay t1, reducing the dimensionality of

the experiment to enable rapid and high S/N measurements of the frequency-frequency correlation

function [2]. Two-color excitation has been used extensively to excite specific Raman coherences

in coherent anti- Stokes Raman scattering (CARS) experiments, typically using off- resonant exci-

tation [3, 4]. The Wright group has developed a frequency-domain approach of tuning excitation

wavelengths to excite specific coherence pathways [5]. Lee et al. have performed a two-color

photon echo experiment in which they excited a specific coherence and observed the dependence

of the integrated echo signal on the two inter-pulse time delays [6, 7]. Womick et al. developed

a two-color four-wave mixing experiment to excite electronic and nuclear coherences while sup-

pressing population pathways [8]. The Davis group has used a similar approach [9–11], and has

more recently used pulse-shaped excitation to excite specific coherence pathways in multidimen-

sional experiments [12]. Wen et al. have also recently used pulse-shaping to enhance exciton and

biexciton coherences [13].

Here we present Two-color Rapid Acquisition Coherence Spectroscopy (T- RACS), which uti-

lizes an ultrafast pulse-shaper to shape the pump pulses spectra to selectively excite specific co-

herence pathways while simultaneously imposing a fixed inter-pump pulse time delay, t1. Fixing

t1, reduces the dimensionality of the experiment, drastically shortening the time required to record

coherent dynamics of interest. To demonstrate T-RACSs ability to tease out coherent dynamics,

we present data acquired via T-RACS alongside broadband and two-color 2DES data from chloro-
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phyll a (Chl a). Chl a is the most abundant chromophore in plant photosynthetic complexes and

serves as a good test system for studying and understanding the coherences observed in larger

photosynthetic antennae and reaction centers.

4.2 Probing Coherence with Nonlinear Spectroscopy

Coherences are generated when a light-matter interaction creates a coherent superposition of two

states; the system evolves in this coherent state, oscillating at the difference in frequency be-

tween the two superposition states. In nonlinear spectroscopies, such coherences are generated

and probed by sequences of laser pulses, and the response of the system to these sequences is

typically understood using perturbation theory [3]. In this perturbative approach any given non-

linear spectroscopy is analyzed in terms of the possible interactions between the system and the

dipole operator, taking into consideration the energy level structure of the system and the details

of the spectroscopic measurement. In pump-probe spectroscopy, a pump pulse interacts with the

system twice to create populations and coherences which evolve until a third light-matter interac-

tion with the probe pulse some waiting time later. 2DES uses a series of three light pulses: two

pump pulses separated by variable time delay, t1 followed by a probe some waiting time, t2, later

(Figure 4.1a). In 2DES each pump pulse contributes a single interaction to create populations

and coherences that evolve during t2. 2DES signal is typically recorded as a function of the de-

lays t1 and t2, while the t3 dependence is often detected directly in the frequency domain to yield

ω3. Fourier transforming the 2DES data with respect to t1 produces a two-dimensional (ω1,ω3)

spectrum for a given t2. Information about how individual transitions behave is mapped along the

diagonal (ω1=ω3) whereas off-diagonal cross peaks describe couplings and coherences in the sys-

tem [14–17]. By looking at the two- dimensional (ω1,ω3) distribution of the coherence amplitude

we can gain considerable insight into the physical origin and dynamics of the system. This can

be achieved by Fourier-transforming with respect to t2 (essentially performing 3DES) to create a

3D frequency solid that can be “sliced” to observe the 2D distribution of particular ω2 modes of
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interest in what are called coherence or Fourier maps (Figure 4.2c) [18–20]. These Fourier maps

have been presented as metrics for determining the physical origin of coherences in 3DES signals

in a large body of theoretical work; there are several simplified model systems proposed to assign

electronic, vibrational, and vibronic coherence origin [20–22, 22–26]. Here we focus on the dis-

placed oscillator model [23, 25] for vibrational coherences to explain observed coherent dynamics

in Chl a. Comparing the Fourier maps for the displaced oscillator with experimental data enables

the assignment of vibrational origin and distinction between ground and excited state vibrational

coherence. This distinction has been achieved previously in pump-probe spectroscopy using phase

arguments [27, 28] while in 2DES comparisons of rephasing and nonrephasing amplitudes and

phases, as well as Fourier map distributions, have been used [22, 24, 25, 29–32].
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Figure 4.1: Pulse-ordering diagrams for two- dimensional electronic spectroscopy (2DES) and
two-color rapid acquisition coherence spectroscopy (T-RACS). (a) Broadband 2DES pulse se-
quence uses two identical broadband pump pulses (black) followed by a third broadband probe
pulse (blue, dot-dash). (b) Absorption spectrum of Chl a in an isopropyl alcohol/glycerol mixture
at 77 K (brown, short-dash); peak absorption of the Qy band is at 14925 cm-1 (670 nm). Laser
spectra used in broadband 2DES experiments: pump (black, solid) and probe (blue, dot- dashed)
spectra; for T-RACS experiments different pairs of the three Gaussian spectra were used as pumps
(orange, dash; red, long-dash; green, dotted), followed by a broadband probe (blue, dot-dashed).
c)- e) T-RACS pulse sequences employing the respective pump spectra shown in (b) T-RACS
sequence c) selectively probes excited-state vibrational coherences, while d) selectively probes
ground-state vibrational coherences and e) probes a mixture of ground and excited state coherence
pathways [1].
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Figure 4.2: a) Displaced oscillator model featuring electronic transition energy E and vibrational
level transition frequency Ω. (b) Cartoon rephasing Fourier map for the displaced oscillator model
at ω2=Ω, displaying the characteristic “chair” pattern of the displaced oscillator model. The corre-
sponding Feynman diagrams are detailed in Section 4.8. Of particular interest are signals located
at the blue triangle and orange star that correspond to excited and ground state vibrational coher-
ences respectively. All other signatures correspond to a mixture of ground and excited electronic
state pathways. (c)-(d) Cartoon rephasing Fourier maps for the respective two-color pulse se-
quences shown in Figure 4.1(c)-(d). Each two-color experiment selects a subset of the coherent
signals detected in the rephasing Fourier map from a broadband 3DES experiment (shown in Fig-
ure 4.2b). Signals in c) are exclusively excited-state vibrational coherences, while d) selectively
probes ground-state vibrational coherences and e) probes a mixture of excited and ground state
contributions as discussed in Figure 4.6 [1].
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4.3 Principles of T-RACS

We seek a method that selectively excites particular coherence pathways and enables rapid char-

acterization of the coherences with a high S/N while retaining much of the information content

of a full 3DES measurement. To achieve this goal we adopt a two-color excitation scheme where

the two pump pulses have no spectral overlap and possess the appropriate frequency difference to

excite the coherence of interest. The probe pulse remains unshaped and broadband. We fix the

t1 delay to ensure the desired pulse- ordering (avoiding substantial pulse overlap), and we record

the coherence signal as a function of t2 and ω3. The pulse sequences for different T-RACS ex-

periments are shown in Figure 4.1c-e. We note that our approach is similar to that of Womick

et al., who performed two-color four-wave mixing experiments with a fixed t1=0 [8]. Here we

separate the rephasing and nonrephasing signals and use different color orders to selectively excite

particular coherences and probe their physical and ground/excited state origin.

To understand how T-RACS excites and records coherent dynamics, and to compare the infor-

mation it provides with what is obtained by 3DES, we consider a displaced oscillator system with

a single vibrational level of frequency Ω on the ground and excited electronic states separated by

energy E (Figure 4.2a). Turner et al. have detailed the double-sided Feynman diagrams that illus-

trate how intraband coherence on the ground or excited electronic state of the displaced oscillator

can be generated by a 2DES rephasing pulse sequence [25]. Within the displaced oscillator model,

the rephasing Fourier map has a characteristic “chair” shape [22] and excited and ground state

coherences can be clearly separated as shown in Figure 4.2b with a triangle and star respectively.

T-RACS experiments can be designed to excite a subset of the “chair” signals of the displaced os-

cillator system. As long as the bandwidth of the individual pump pulses is less than Ω the choice of

pump pulse spectra and their relative ordering determine which set of coherence pathways will be

excited. Figure 4.2c-e shows the subset of specific coherence pathways for a displaced oscillator

that are excited by different rephasing T-RACS experiments (respective pulse-sequences shown in

Figure 4.1c-e). The corresponding double-sided Feynman diagrams are detailed in Section 4.8,

along with the nonrephasing signals. For a given T-RACS pulse sequence, the first pump pulse
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creates a coherence between ground and excited states that must oscillate at a frequency contained

within its bandwidth (neglecting coherence transfer events). Thus the bandwidth of the first pulse

effectively windows the coherence signals along the ω1 axis. The bandwidth and central frequency

of the second pump pulse determines which intraband coherences will be excited and evolve at

ω2. Since T-RACS resolves ω3, and rephasing and nonrephasing signals can be readily separated,

T-RACS can readily resolve the different coherent signals present in a 3DES-derived Fourier map

as depicted in Figure 4.2c-e. Thus it can be used to assign the physical origin of the observed

coherence. In the case of vibrational coherence, it also enables identification of ground and excited

state contributions and their respective frequencies.

4.4 Observations of Coherence in Chlorophyll a by 3DES and

T-RACS

To demonstrate the ability to selectively excite and study particular coherences with T-RACS we

perform studies of Chl a in isopropanol/glycerol solution. These studies also enable a comparison

of the relative speed, information content and signal-to-noise ratio (S/N) of the 3DES and T-RACS

methods. The pulse spectra for both the 3DES and T-RACS experiments are shown in Figure 4.1b.

The pump-pulse spectra for the T-RACS experiments have been chosen to selectively excite coher-

ence at ω2=~740 cm-1 to match a vibrational mode reported in resonance Raman [33], [34], [35],

[36] fluorescence line-narrowing [34] and pump-probe [37] experiments and also observed in our

recent study of the photosystem II reaction center [19]. The t2 dependent signals for broadband

3DES and T-RACS (for pulse sequence in Figure 4.1e) are shown in Figures 4.3a and c respec-

tively for t1=0 fs. The rephasing (red, solid) and nonrephasing (blue, dashed) 3DES signal (Figure

4.3a) are dominated by population dynamics that must be fit and subtracted out in order to ana-

lyze the overlaid coherent oscillations which appear as a weakly periodic amplitude modulation.

The Frobenius spectrum (taken by summing the square of the signal amplitude over dimensions

ω1 and ω3 and then taking the square root) of the rephasing signal from the broadband 2DES ex-
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periment (Figure 4.3b) features many coherences. Several of these (ω2=265, 348, and 747 cm-1)

are prominent above the noise floor. In contrast to the broadband 3DES experiment, the T-RACS

trace in Figure 4.3c is dominated by a single frequency oscillation with no obvious exponential

dependence, indicating that the two-color pump pulse sequence selects the desired coherence and

suppresses contributions from population pathways. The Frobenius spectrum in Figure 4.3d fea-

tures one large amplitude peak near ω2=742 cm-1; all the other modes present in the broadband

3DES case have been effectively suppressed. Here we show the rephasing and nonrephasing sig-

nals for t1=0 fs in order to highlight the population dynamics during t2 present in the 3DES data.

T-RACS experiments with t1 > =0 have lower S/N as shown in Figure 4.7, but have well-defined

pulse-ordering when t1 is greater than the pump pulse duration, enabling cleaner separation of

coherent pathways.

4.5 Speed, Signal-to-noise Ratio and Selectivity

The coherences extracted from the broadband 3DES experiments shown in Figure 4.3b required

110 minutes of data acquisition time. In contrast, the T-RACS experiments, scanned over the

same number of t2 points with the same averaging required only 7 minutes, more than 15 times

shorter. We note that the use of a pulse- shaper, which enables data acquisition in the rotating-frame

[38, 39], significantly reduces the number of t1 points required to resolve the ω1 frequency axis.

Without this sampling reduction, 2DES experiments that do not acquire data in the rotating frame

typically record several hundred t1 points [40, 41]. In this case T-RACS offers approximately

two orders of magnitude faster acquisition of coherent dynamics than 3DES. We also note that

the rapid acquisition enabled by T-RACS makes scanning longer t2 delays straightforward should

increased spectral resolution of the coherence frequency be desired. The rephasing (nonrephasing)

Frobenius spectrum (Figure 4.3d) of the T-RACS experiment boasts a S/N that is 32 (29) times

higher than that acquired by 3DES (Figure 4.3b). The increase of S/N of the T-RACS method

over 3DES can be attributed to the substantial reduction in data acquisition time that reduces laser
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power and spectral fluctuations. As expected the two-color excitation of T-RACS imparts spectral

selectivity compared to the broadband 2DES technique. This is demonstrated by the ratio of the

selected coherence to the next largest peak amplitude in the Frobenius spectrum (Figure 4.3d). The

amplitude of the 742 cm-1 (738 cm-1) peak in the rephasing (nonrephasing) signal is 21 (23) times

larger than the next largest peak in the T-RACS experiments, whereas the same ratio for the largest

peak within 640 6 ω2 6 840 cm-1 in the rephasing (nonrephasing) broadband 2DES technique is

only 3 (2.5). We note that in the present example the ~740 cm-1 coherence is relatively isolated

from other modes; the case of selectively exciting one out of several coherences within a few tens

of wavenumbers of one another has not been tested here.
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Figure 4.3: Waiting time t2 traces for the real part of rephasing (red) and nonrephasing (blue,
dashed) signals and their corresponding Frobenius spectra for the broadband 3DES (a,b) and a
T-RACS (c,d) experiment which used the pulse sequence in Figure 4.1e. All the waiting time
traces are taken with t1=0 fs to highlight the increased contrast of the oscillations when population
kinetics are suppressed by using two-color excitation [1].
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Figure 4.4: Rephasing Fourier map for ω2=747 cm-1, derived from the broadband 3DES data,
showing the characteristic chair pattern for a displaced oscillator. b) Expected signals contribut-
ing to the rephasing Fourier map within the displaced oscillator model. Of particular interest are
the excited state (blue triangle) and ground state (orange star) coherence signals. Corresponding
double-sided Feynman diagrams are given in Section 4.8 (Figure 4.6). c)-e) Rephasing Fourier
maps from two-color 3DES and corresponding T-RACS signals for the respective pulse sequences
shown in Figure 4.1c)-e). Dotted lines indicate ω1 ,ω3=E/~−Ω and E/~+ Ω, solid lines indicate
ω1,ω3=E/~; in ω3, these lines indicate the position of the blue triangle and orange star that (within
the displaced oscillator model) correspond to excited state and ground state coherence, respec-
tively. Dotted lines indicate the ω3 position of the blue triangle and orange star that (within the
displaced oscillator model) indicate excited state and ground state coherence respectively. The co-
herence frequency (ω2) for two-color 3DES (T-RACS) for pulse- sequences c)-e) were determined
to be: c) 736 cm-1 (740 cm-1), d) 748 cm-1 (746 cm-1), e) 742 cm-1 (742 cm-1). Contours are plotted
in increments of 10% (a) and 5% for c-e, starting from 4% of the maximum intensity [1].
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4.6 Information Content of T-RACS

To investigate the ability of the T-RACS method to selectively probe specific coherences and to

discern their physical origin we present Chl a data from broadband 3DES, spectrally-shaped two-

color 3DES, and T-RACS measurements in Figure 4.4a shows the Fourier map for ω2=747 cm-1

derived from the rephasing broadband 3DES data. This Fourier map displays the characteristic

chair pattern expected for a displaced oscillator. In Figure 4.4c-e we show Fourier maps and T-

RACS data for the corresponding pulse sequences shown in Figure 4.1c-e. The Fourier maps

require scanning t1 (as in standard 2DES and 3DES measurements), while the T-RACS data was

recorded for set t1=60 fs. The Fourier maps resemble the expected maps for a displaced oscillator

shown in Figure 4.2c-e, demonstrating that the use of two-color excitation and color order selects

the expected subset of the coherence signals produced by broadband excitation. Fourier maps

derived from broadband 3DES data reveal the overall distribution of coherence amplitude as a

function of (ω1,ω3), which is particularly useful for initial coherence studies in systems where

little is known about the physical origin of the coherences and/or the frequencies to be expected.

In contrast, Fourier maps generated from the pulse-shaped two-color 3DES feature a subset of the

signals within the broadband 3DES Fourier map, where the spectral amplitude of the first pump

pulse essentially applies a filter to the ω1 axis of the broadband 3DES Fourier map. The frequency

of the second pulse and the choice of phase-matching (rephasing or nonrephasing) selects the

subset of coherence signals to be resolved along ω3.

Although T-RACS does not resolve the ω1 axis, it is clear from Figures 4.4c-e that the T-RACS

data contains similar information to the Fourier maps recorded with the pulse-shaped two-color

pump spectra. By resolving the ω3 axis, the T-RACS data shows the same distinct signals separated

by Ω; there is little additional information to be gained by resolving ω1 when relatively narrowband

two-color excitation is used. The reduced acquisition time and higher S/N compared to 3DES make

T-RACS an attractive alternative that retains the information content that can be used to assign the

physical origin of the coherence (for example, ground or excited state vibrational coherence). Chl

a has been well studied by resonance Raman [33, 34], fluorescence line narrowing (FLN) [34–
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36], hole-burning [42], and pump-probe [37] spectroscopies. While here we have focused on the

~740 cm-1 mode to demonstrate the T- RACS approach, we have observed other modes as well

and will discuss their physical origin in a subsequent publication. The rephasing Fourier maps

for the ~740 cm-1 mode (shown in Figure 4.4a, 4.4c, and 4.4d as derived from broadband and

two- color 3DES) exhibit signal at both the “triangle” and the “star” position, indicating excited

and ground state contributions in agreement with Du et al.52. The same conclusion can be drawn

from the T-RACS data in Figure 4.4c, 4.4d. Comparing the frequencies obtained in the rephasing

T-RACS data and Fourier maps for the excited-state coherence pulse sequence (Figure 4.2c) with

those of the ground-state coherence pulse sequence (Figure 4.2d) we find a consistent red shift of

the excited state coherence frequency with respect to the ground state value.

4.7 Comparing Ground and Excited State Dephasing

To resolve differences in ground and excited state coherence frequencies and compare their relative

dephasing times we performed higher resolution T-RACS scans. The improved S/N and speed

of T- RACS enables high frequency resolution measurements since long t2 scans can be readily

made. The excited and ground state signals were recorded using the pulse sequences shown in

Figure 4.1c and d respectively, at t1=60 fs. Representative rephasing time domain data showing

the excited and ground state coherences are plotted in Figure 4.5a, 4.5b respectively, at ω3 values

that were selected for their high S/N. Figure 4.5c shows the corresponding Frobenius spectra for the

excited and ground state coherences. The higher resolution of the 5 ps scan reveals an additional

small amplitude vibrational mode to the blue side of the main peak in both the excited and ground

state data. For the excited state data we find frequencies of 738±3 cm-1 and 748±3 cm-1 for the

dominant and smaller modes respectively, which compare well with the reported frequencies of

740±4 cm-1 and 750±4 cm-1 from FLN experiments [35]. On the ground state we find frequencies

of 743±3 cm-1 and 754±3 cm-1, which also compare well with the reported frequencies of 744±2

cm-1 and 750±2 cm-1 from the same FLN experiments [35]. Assuming Lorentzian lineshapes,
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the excited and ground state dominant modes have similar dephasing times of 1420±200 fs and

1490±200 fs respectively. For the T-RACs experiment that reports mixed ground and excited state

coherence (Figure 4.2e) we find an intermediate value of 742±4 cm-1 in the rephasing T-RACS

data, consistent with our expectations for a mixture of ground and excited state. These frequencies

were also consistent with the results obtained by two-color 3DES as reported in Figure 4.4c-d and

with the nonrephasing T-RACS data presented in Figure 4.8. We note that while the use of the

displaced oscillator model works well for the ~740 cm-1 mode, there are aspects of the data that

cannot be well accounted for by this simple model. These aspects are discussed in Section 4.8

(Figures 4.9-4.10).
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Figure 4.5: a) T-RACS rephasing signal at t1=60 fs, ω3=15673 cm-1 for the excited state pulse
sequence of Figure 4.1c. b) T-RACS rephasing signal at t1=60 fs, ω3=14285 cm-1 for the ground
state pulse sequence of Figure 4.1d. c): The Frobenius spectra of the excited state (red solid) and
ground state (blue dashed) T-RACS data [1].
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In conclusion we have demonstrated a rapid and high S/N pulse-shaping-based approach for

recording coherent dynamics. Compared to recording coherences using broadband 3DES, T-RACS

offers enhanced S/N and a significant reduction in data acquisition time: 15-fold compared to

3DES methods that operate in the rotating-frame, and ~two-orders of magnitude compared to stan-

dard 3DES methods. This method is most easily implemented with a pulse-shaper, though we note

that this approach could also be applied with other methods of spectral amplitude control. Al-

though T-RACS is a reduced dimensionality experiment, through the appropriate choice of pulse-

sequence and resolution of the ω3 dependence of the signal, it retains much of the information

about the physical origin of the coherence that is available from 3DES measurements, such as the

ability to distinguish excited-state and ground-state coherence.It can also be used to determine the

excited and ground state coherence frequencies with high spectral resolution and high S/N, and has

the benefit over FLN of enabling measurements over a broad temperature rang. In systems where

coherent dynamics have not previously been studied, a combination of 3DES and T-RACS may

be most effective. Broadband 3DES serves well to survey the Frobenius spectrum of all coherent

modes, while T-RACS could be used to perform rapid, higher S/N studies of selected coherent dy-

namics of interest. We have used both 2DES and T-RACS to demonstrate that Chl a exhibits clear

coherent dynamics. Using T-RACS we have studied the ~740 cm-1 mode in detail, showing that

T-RACS can separate ground and excited state coherences and determine their frequencies and de-

phasing times. We note that our observations of strong coherent dynamics in Chl a are in contrast

to recent reports of only weak coherent signatures in 2DES studies of bacteriochlorophyll a. The

ease with which coherent dynamics can be characterized by T-RACS should make it a valuable tool

to address current open questions about the role of coherence and electronic-vibrational coupling

in energy transfer and charge separation in natural and artificial light-harvesting materials.
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4.8 Appendix

4.8.1 Sample Properties

All experiments performed here used a hybrid pulse-shaping/diffractive optics method discussed

in Chapter 2. The pump and probe spectra for both the broadband 3DES and T-RACS experiments

are shown in Figure 4.1b and are produced by two home-built NOPAs. We used Chl a samples

derived from Anacystis nidulans algae purchased from Sigma Aldrich. Our sample was prepared

in a solvent of isopropanol and glycerol at a 1:1 ratio. We measured a sample optical density

OD=0.23 in a 380µm thick custom sample cell, loaded into a cryostat and held at 77 K .

4.8.2 Experimental Methods

The laser sources used in the experiments were derived from a Ti:Sapphire oscillator (MaiTai SP)

seeding a regenerative amplifier to produce 40 fs pulses centered at 800 nm (Spectra Physics Spit-

fire Pro) running at 500 Hz. The 800 nm light is fed into two noncollinear optical parametric am-

plifiers (NOPA) [43], which individually produce tunable, broadband light for our pump and probe

beams. For all experiments described here, the pump and probe NOPAs were tuned to a central

wavelength of 660 nm and 650 nm, respectively, with the spectra shown in Figure 4.1b. The pump

NOPA light was partially compressed using a home-built grism (grating prism compressor)[44] be-

fore being fully compressed by an acousto-optic pulse shaper (Dazzler, Fastlite). The Dazzler was

also used for phase-cycling, to control all t1 delays, and to spectrally shape the pump pulses used

in the two-color experiments. The broadband probe NOPA light was compressed using another

home built grism. The t2 delay was generated using a conventional retro-reflecting stage.

4.8.3 Data Analysis:Broadband Two-dimensional Electronic Spectroscopy

The broadband 2DES experiments performed here used pump and probe spectra shown in Figure

4.1b. After compression the pump and probe were 12 and 15 fs long. The inter-pump pulse
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delay was scanned through 06 t1 6390 fs in 10 fs steps while scanning the waiting time, -2006

t2 62000 fs. We restricted the coherence analysis to 406 t2 62000 fs to avoid coherent artifacts at

t2 = 0 fs. We used a six-phase-cycling scheme to isolate rephasing and nonrephasing signals and

to suppress various interference scatter terms for each t1 delay, including the probe scatter terms

[45]. A mechanical chopper placed in the probe NOPA beam enables pump scatter subtraction and

reduces the duty cycle to 90%. Each 2D spectrum is collected by averaging for 750 milliseconds

per t1 delay which, for 40 t1 values, is 30 seconds of averaging per 2D spectrum. The 2D spectra

were phased using the projection-slice theorem [16] as described previous chapter. The same

phasing parameters were used for the T-RACS experiment. To extract the coherent dynamics

from the 2DES data we fit the dominant population dynamics with a biexponential fit which we

subtracted from the overall signal to isolate the weak oscillatory coherence signals. The remaining

signal is Fourier transformed with respect to t2, representing the 2DES data as a three-dimensional

frequency solid. A way of quantifying the frequency content during the waiting time (t2) dynamics

is to take the Frobenius Norm of the 3D frequency solid, summing over the absolute magnitude,

squared, of each 2D point (ω1,ω3) and then taking the square root.

AFrobenius(ω2) =

√∑
i=1

∑
j=1

(| S(ω1,i, ω2, ω3,j)) |2 (4.1)

No fitting algorithm was necessary for processing two-color 2DES and T-RACS data as there are

no population kinetics. The Frobenius spectra for two-color 2DES and T-RACS experiments were

obtained following Fourier transformation of the signal with respect to t2.

4.8.4 Data Analysis:T-RACS

To selectively excite specific coherences we use spectrally-shaped pump pulses. The pulse-shaper

produces pump pulses with one of two truncated narrow-band portions of the broadband input

pulse (Figure 4.1b). The choice of pump pulse spectra shown in Figure 4.1b is informed by the

spectral distribution of coherences centered at ω1=E/~ and ω1=E/~ + Ω in Figure 4.2b where E
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corresponds to the main electronic transition being probed and is the frequency of the vibrational

mode being probed. We choose two pump spectra that includeE/~ andE/~+Ω , respectively, but

which are narrow bandwidth enough to avoid spectral overlap. The shaped pump pulses (Figure

4.1b) used in the experiments in Figures 4.3 and 4.4 have 11-12 nm of bandwidth (a duration of ~60

fs) with a central frequency dependent on the coherence being probed. The shaped pulse spectra

shown in Figure 4.1b were used to selectively excite coherences oscillating at ω2=740 cm-1. For

each T-RACS study of a given coherence, three experiments are performed with alternate pump

pulse ordering (see Figure 4.1c-e) to select different coherence pathways. Here we have chosen

t1=60 fs to avoid pump pulse overlap while maintaining a large signal (signal amplitude decreases

with larger pump-pulse separation as shown in Figure 4.7). By choosing t1=60 fs, we ensure that

we are looking at a single subset of possible pathways from Figure 4.2b; even though we are able

to separate the rephasing and nonrephasing signals, at t1=0 fs we are exciting and recording signals

from multiple subsets of Figure 4.2b. The same phase-cycling scheme and averaging time as was

used for the 2DES measurement was applied to the T-RACS data to enable a fair comparison of

the S/N of the two approaches. No fitting algorithm was necessary for processing T-RACS data

as there are no population kinetics. The Frobenius spectra for T-RACS experiments were obtained

following Fourier transformation of the signal with respect to t2.

4.8.5 Double-sided Feynman Diagrams Contributing to T-RACS Signals in

the Displaced Oscillator Model

Figure 4.6 details the light-matter pathways contributing to coherence signals for a simple dis-

placed oscillator (Figure 4.2a) [25], representing each pathway with Double-sided Feynman Di-

agrams (DSFD). The pathways are subdivided by the particular pulse sequence used (see corre-

sponding spectra for pulses in Figure 4.1b) and roughly correspond to pathways featuring vibra-

tional coherences on the excited state (a), ground state (b), and a mixture of excited and ground

states (c) for the rephasing and nonrephasing signals (Note that the pulse sequences considered

in Figure 4.6a, 4.6b, 4.6c correspond to those in Figure 4.1c, 4.1d, and 4.1e respectively). Car-
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toon Fourier maps represent the 2D (ω1,ω3) distribution of the possible pathways described by the

DSFDs. A more thorough way to talk about how the signals are enumerated in Figure 4.6 is in

terms of energy levels and which transitions are involved. We assume that our system is initially

in the ground electronic and vibrational state; at 77 K, kbT=6.4x10-3 eV corresponding to ~51

cm-1, much less than the vibrational frequency we are probing. Given this assumption, we can

excite a coherence between the ground state and one of two transitions: the electronic transition,

| g0〉 →| e0〉, or the Franck-Condon allowed | g0〉 →| e1〉. Either possibility can be selected

by our choice of first pump pulses centered at E/~ or E/~ + Ω respectively. We note that for

lower frequency modes than the ~740 cm-1 mode we consider here, inhomogeneous broadening

may prohibit this selective excitation. We are interested in pathways that will leave the system in

a coherence on either the ground or excited electronic state during t2, which informs our choice of

central frequency of second pump pulse at E/~, E/~+ Ω, or E/~−Ω. With well separated pump

pulses, we can be certain that for a given pulse sequence we are looking at signals that correspond

to the DSFD showed in Figure 4.6 and we can use our ability to subdivide the signal pathways to

learn about the dynamics of system and even resolve frequency shifts between ground and excited

vibrational modes.
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Figure 4.6: Differentiating signals from vibrational coherence on the excited and ground electronic
states via T-RACS. Pulse sequences from Figure 4.1c-e for probing excited state (a), ground state
(b), and both excited and ground state (c) coherences shown with resulting cartoon Fourier maps
for a displaced oscillator model (Figure 4.2a). Rephasing and nonrephasing signals are generated
by phase-matching conditions ks = −k1 +k2 +k3 and ks = k1−k2 +k3, respectively, and are rep-
resented by Double-sided Feynman Diagrams (DSFD). The first pump pulse limits the excitation
frequency and the second pump pulse limits which coherence is excited [1].
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4.8.6 The role of t1 delay in T-RACS experiments

The role of t1 delay in T-RACS experiments The importance of imposing a t1 delay between the

two-color pump pulses in a T-RACS experiment depends on the experimental implementation that

is used. In our experiment, we employ a hybrid diffractive-optic/pulse-shaping approach, described

in detail in Chapter 2. A unique feature of this approach is the use of a pulse-shaper that creates the

two-color pump pulse sequence and also enables phase-cycling. In this approach, rephasing and

nonrephasing signals are collected simultaneously and can be separated by phase-cycling, even at

t1=0 fs. Figure 4.7 shows the Frobenius spectra of the rephasing and nonrephasing T-RACS signal

for several different choices of t1. As expected, the signal decays as t1 increases. For all values

of t1 the rephasing and nonrephasing data report consistent frequencies within a few cm-1. For

other experimental geometries, it may be necessary to impose a nonzero t1 to separate rephasing

and nonrephasing T-RACS signals with the desired pulse-ordering. In the pump-probe geometry,

rephasing and nonrephasing signals have the same phase-matching direction, being collinear with

the probe pulse [46], [39], [47]. Although they cannot be separated by phase-matching, phase-

cycling can be used [47]. Additional phase-cycling beyond what is used in a standard pump-

probe geometry 2DES experiment will be necessary for separating rephasing and nonrephasing

T-RACS signals with the desired color-ordering. Alternatively, a combination of phase-cycling

and fixed t1 delay of roughly the pump pulse duration could be used. In the standard BOXCARS

implementation of 2DES (for example the diffractive-optic approach [40], [41]), the rephasing and

nonrephasing signals emerge at different corners of the box. To facilitate collection of both signals

at a single corner, the usual approach is to interchange the roles of the two pump pulses, scanning

each backwards in time to record rephasing and nonrephasing signals in separate scans. With the

two-color excitation used in T-RACS, interchanging the role of the two pump pulses alters the

pulse-sequence and accesses different coherence pathways (depicted in Figure 4.2c-e). Without

the possibility of phase-cycling, a standard BOXCARS 2DES setup cannot separate rephasing and

nonrephasing T-RACS signals during pump pulse overlap. A simple implementation of T-RACS

with a standard BOXCARS 2DES setup could involve adding bandpass filters to each pump arm to
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select the desired two-color pump pulse sequence. To obtain rephasing and nonrephasing signals

for a given T-RACS pulse sequence, the filters would need to be interchanged. Our hybrid pulse-

shaping/diffractive optics-based approach avoids these complications by simultaneously collecting

rephasing and nonrephasing signals.

4.8.7 Additional T-RACS Experiments Demonstrating the Breakdown of

the Displaced Oscillator Model

The 2DES data from Chl a shows a distinct negative feature above the diagonal as seen in the ab-

sorptive 2D spectrum in Figure 4.9. This negative feature can be attributed to excited state absorp-

tion (ESA), which is not accounted for in the simple displaced oscillator model (Figure 4.2a) that

does not include higher lying electronic states. Additional T-RACS experiments to those discussed

above also show deviations from the displaced oscillator model. Using a sequence of spectrally-

shaped pump pulses with central frequencies corresponding to E/~ − Ω and E/~ (for pump one

and pump two, respectively) we see coherence signals, shown in Figure 4.10, unexplained and

unaccounted for within the displaced oscillator model. Using the same spectral shaping as used in

Figure 4.1d but with inverted pump ordering, we see coherence amplitude in both the rephasing

(Figure 4.10a) and nonrephasing (Figure 4.10b) signals for both two-color 2DES and T-RACS.

The presence of some of these signals can be explained by inhomogeneous broadening and ESA;

however these two contributions alone do not sufficiently explain the origin of these signals.
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Figure 4.8: a) Nonrephasing Fourier map for ω2=744 cm-1, derived from the broadband 3DES data,
roughly showing the characteristic chair pattern for a displaced oscillator but with much lower
signal-to-noise than the rephasing signal shown in Figure 4.4a. b) Expected signals contributing to
the nonrephasing Fourier map within the displaced oscillator model. Of particular interest are the
excited state (blue triangle) and ground state (red star) coherence signals. Corresponding double-
sided Feynman diagrams are given Figure 4.6. c)-e) Nonrephasing Fourier maps from two-color
3DES and corresponding T-RACS signals for the respective pulse sequences shown in Figure 4.1c)-
e). Dotted lines indicate ω1,ω3=E/~− Ω and E/~ + Ω, solid lines indicate ω1,ω3=E/~; along ω3

the position of the blue triangle and orange star (within the displaced oscillator model) indicate
excited state and ground state coherence respectively. Coherence frequencies (ω2) for two-color
3DES (T-RACS) shown here are: c) 738 cm-1 (740 cm-1), d) 745 cm-1 (746 cm-1), e) 739 cm-1

(738 cm-1). Contours are plotted in increments of 10% (a) and 5% for c-e, starting from 8% of the
maximum intensity [1].
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Figure 4.10: Two-color 2DES Fourier map and T-RACS signal for rephasing (top row) and non-
rephasing (bottom row) signals with the first and second pump centered at E/~ − Ω and E/~,
respectively. The expected location of coherence signals for a displaced oscillator are shown with
symbols. Contours are plotted in increments of 5% starting from 4% and 8% of the maximum
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Chapter 5

Anion Band Studies

There has been considerable ongoing debate about the possible role of coherent dynamics in the

function of the PSII RC. These questions remained unresolved due to the spectroscopic complex-

ity of the system and the lack of clear spectral signatures of the constituent excitons, the charge

separation intermediates, and the photoproduct states. The Qy band (~680 nm) and the Pheophytin

Qx band (~580 nm) include spectral signatures for charge separation, P680+ and Pheo a-, as well

as P680* (excited state absorption (ESA) of P680) and Pheo a* (ESA of pheophytin). The spectral

signatures of ESA and the markers for charge separation are similar which makes it difficult to

directly observe the formation of the charge separated state (photo product). Similarly, the two

anion bands located at ~460 nm and ~790-820 nm have spectral signatures for charge separation

[1–3]. Unfortunately, Chl a∗ (ESA of Chl a) has a broad absorption feature throughout this spectral

range also making the interpretation of the signal difficult [1]. Unlike the other major bands in the

PSII RC, there are few transient absorption studies related to the near-IR anion band (~790-820

nm) [1, 4, 5]. The recent observation of the coherent dynamics in the PSII RC has attracted a con-

siderable interest and raised the question as to whether or not the formation of the charge separated

state is coherent. In this chapter, we present the studies of the near-IR anion band in an effort to

observe coherent formation of the photoproduct.

The functional role of coherent dynamics in the bacterial reaction centers (BRC) has attracted

considerable interest for the last two decades. Many researchers have studied their importance

in the primary charge transfer process [6–9]. Novoderezhkin and co-workers modeled the pri-
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mary charge separation where they included the coupling between nuclear motions (vibrational

coherences) and the primary charge separation. Their model was quite successful at explaining

the observed features in the transient absorption measurements [8], and their conclusion was that

two vibrational modes play key role in the high efficiency of charge separation in the BRC. While

the BRCs and the PSII RC are different systems, the coherent dynamics in the PSII RC might be

functionally similar to those in the BRCs.

In our previous work that reported coherences in the PSII RC, we reported theoretical simula-

tions to investigate the origin and functionality of the observed coherent dynamics [10]. We used a

dimeric special pair explicitly coupled to discrete vibrations, and a single charge transfer state was

also included in the simulations. The population of the charge transfer state was calculated under

several coupling conditions (e.g. vibrational modes at different frequencies, weakly damped and

strongly damped vibrational modes) to test the functionality of these modes on the charge transfer.

Figure 5.1 (depicted from [10]) shows a subset of the simulation results for the population of the

charge transfer state. The simulations for the model where the coherent modes are weakly damped,

revealed that ~340 cm-1 and ~250 cm-1 modes increase the population of the charge transfer state

while ~740 cm-1 mode doesn’t exhibit a similar behavior. One should note that, simulations show

that the charge transfer state (product state) exhibit oscillations in intensity for all three cases re-

gardless of their functionality. While the modeling of the coherent dynamics in the PSII RC shows

that some of these modes are important in the charge separation [10], the experimental testing of

their influence is a difficult task which still remains a challenge. The difficulty arises from the sim-

ilar spectral signatures associated with different physical mechanisms in the ~790-820 nm spectral

range. In the following, I will demonstrate why answering this question is a difficult task.
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Figure 5.1: Simulated population dynamics of the charge transfer state for the weakly damped
(red) and strongly damped (black) vibrational modes for three different modes a)~250 cm-1 mode,
b)~340 cm-1, c)~740 cm−1[10].
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Figure 5.2a shows a simplified energy level structure of the PSII RC when the primary charge

separation is coupled to nuclear motion (vibrational coherence). The ground and excited state

energy surfaces are modeled as the displaced harmonic oscillator, where the charge separated

state (photo product state) is represented by SCS. The eigenbasis of the displaced harmonic os-

cillator is given by: {|gm〉 , |en〉 ,m, n = 0, 1, 2..∞} at energies {εgm = (m + 1/2)~ω0, εen =

ωeg + (n + 1/2)~ω0} where ωeg is the transition energy between ground and excited state (see

Chapter 3 for a more detailed description). The intermediate levels for the charge separation

haven’t been shown in this simple model. The charge separation begins with the excitation of

the system, followed by a creation of coherence(and/or population) on the excited state energy sur-

face. Next, this excitation is converted to a charge separated state. This conversion can be probed

by monitoring the transition from the product state from SCS to FCS. Experimentally, the transition

wavelength range corresponds to the anion band ~790-820 nm. The transient absorption signal (or

two dimensional electronic spectroscopy signal) of this transition is expected to exhibit oscillatory

behavior at frequency ω0 during the waiting time in addition to signals from population dynamics,

similar to the simulations shown in Figure 5.1. The experimental observation of the coherent dy-

namics in the anion band might be an indication of that this vibrational mode is important for the

charge separation mechanism. However, observation of coherent dynamics do not guarantee that

this particular mode enhance the charge separation; additional studies should be done. Moreover,

similar models (e.g. models including vibronic and/or electronic coherences) can be employed to

describe the system more accurately. Here, I illustrated how a vibrational mode can yield modula-

tions in the anion band. As noted above, Chl a has ESA features through this spectral range which

can exhibit similar spectral signatures to those of product state formation. I used the model, which

is depicted in Figure 5.2b, to demonstrate the ESA of Chl a. The model includes the displaced har-

monic oscillator with an additional excited state energy surface (F). In this model, the pump pulses

create a coherence(and/or population) on the excited state energy surface followed by a transition

from the excited state energy surface to the vibrational levels on F during a transient absorption

measurement (or 2DES measurement). Unfortunately, this transition will show oscillatory behav-
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ior during the waiting time, where the frequency of the oscillation will equal to ω0. Overall, the

detected signal in the ~790-820 nm range will be the summation of signals arising from the for-

mation of product states due to the charge separation event and from the ESA of Chl a. Similarly

the coherent dynamics, if they exist, might have different origins: formation of product state, ESA

of Chl a, or a mixture of both signal. While the observation of coherent dynamics in ~790-820 nm

spectral range don’t confirm/guarantee their origin or functionality, the coherent dynamics in the

anion band should be observed if they exist. Given the difficulty and complexity of the spectral sig-

natures in the anion band, I aimed to present a ground work to examine the anion band by utilizing

transient absorption spectroscopy and T-RACS. My goal is to characterize the spectral signatures

of Chl a ESA and the anion band, and to examine if coherent dynamics modulate these different

spectral signatures.
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5.1 Transient Absorption Studies on the Anion Band

Wasielewski and co-workers examined the near-IR PSII RC anion band by utilizing the transient

absorption spectroscopy in late 80s and early 90s. They used a pulse centered at 610 nm with 100

uJ energy and white light with 500 fs duration to stimulate the system and probe the changes in

system respectively [1, 3]. They first reported transient absorption measurements at 15 K, followed

by studies at room temperature. Figure 5.4a, depicted from [1], shows the transient absorption

spectrum reported at 10 ps. They assigned the positive features between 760 nm and 840 nm in

the signal to the formation of Pheophytin-(~790 nm) and the formation of P680+ (~820 nm), and

the absorption of Chl a+. Figure 5.4b, depicted from [1], shows the evolution of the transient

absorption signal at 820 nm, which exhibits a monoexponentially rising character. This feature

was assigned to the P680+. To the best of our knowledge, there is no other similar experimental

study focusing on the anion band since Wasielewski’s work.

Our attempts to observe population dynamics with transient grating absorption spectroscopy

and 2D electronic spectroscopy were unsuccessful due to the low signal to noise ratio of the dis-

persed signal in the weak anion band region. The major challenge is the requirement of the “global

phasing” procedure to obtain the real part of the relevant signals. The global phasing attempts were

inconsistent and unsuccessful due to low signal to noise and the high amplitude of pump scatter on

the red edge of the measured signal. Therefore, we utilized transient absorption to study the PSII

RC anion band to probe the population dynamics in the system.

Here we report frequency resolved transient absorption measurement of the PSII RC in the

anion band followed by the excitation of the Qy band. See 5.2.1 for details of the measurements.

Figure 5.5 shows the transient absorption spectrum at a waiting time, t2=2 ps. The negative feature

observed at the blue edge of spectrum is assigned to be stimulated emission from Qy band. The

broad positive feature which spans from 740 nm to 860 nm is consistent with the contribution from

the formation of Pheophytin- and P680+, as well as ESA of Chl a+. Figure 5.6 shows the change

of the transient absorption signal as a function of waiting time, t2, for three probe wavelengths:

820 nm, 804 nm, and 790 nm. 820 nm and 790 nm are chosen to exhibit P680+ and Pheophytin-
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formation, whereas 804 nm is chosen to show typical behavior in the 790-820 nm spectral range.

Unlike the earlier reports by Wasielewski in this spectral range, we do not observe a pure rise

consistent with the formation of a product state. Instead, our observation can be described by the

summation of the ESA of Chl a (an exponentially decaying signal) and the formation of product

state (rising signal). The strongest clue for this assignment is the non zero transient absorption

signal at 50 ps. We have been investigating the difference between our observations and earlier

reports; while the experimental conditions (e.g. temperature, pump pulse wavelength) are different

between experiments, further experimental studies should be done to investigate this band. We

note that the pulse energies used by Wasielewski are considerably higher than in our experiments.
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5.2 Observation of Coherent Dynamics in the Anion Band

We employed the experimental apparatus, which is described in Chapter 2, and the T-RACS

method, which is described in Chapter 4, to examine coherent dynamics in the anion band. For ex-

amining different modes separately, we performed successive T-RACS measurements for different

pump pulse sequences with the appropriate frequency difference to observe particular coherences.

We choose two pump spectra that include E/~ and E/~ + Ω where E corresponds to the main

electronic transition being excited and Ω is the frequency of the mode being excited. We set our

pulse order to the one described in Figure 4b to observe excited state coherence. The time delay

between pump pulses is set to t1=0 fs to achieve the highest signal to noise ratio. This configura-

tion yields the detection of signal in which both the ground and the excited states are involved. A

more detailed discussion of pump pulse sequence is presented in Chapter 4. Section 5.2.2 provides

details of the measurement and data analysis.

Figure 5.7-5.15 show pump pulse spectra, the rephasing and nonrephasing Frobenius spectra as

well as coherence maps for different T-RACS measurements. The rephasing and nonrehasing co-

herence maps examining the ~250 cm-1, 350 cm-1, 750 cm-1,and 950 cm-1 modes show significant

amplitude along the detection axis. The amplitude of the peaks change significantly depending on

the detection wavelength and the pulse sequence employed. The T-RACS experiments employing

the 750 cm-1 and 950 cm-1 modes shows significant amplitude in the anion band range, ~790-820

nm, as shown in Figure 5.12 and Figure 5.14 respectively. Another interesting feature is the pattern

observed along the detection axis. Figure 5.12d exhibits two major peaks along the detection axis

for ω2=~740 cm-1. A first peak is located at ~735 nm and another at ~780 nm. The 780 nm peak

is elongated along λ3 while the 735 nm one doesn’t show much elongation. A similar behavior

is observed in Figure 5.12c also. Figure 5.13d shows amplitude for several modes, however only

the ~740 cm-1 mode is observed in longer wavelengths while the others are observed in shorter

wavelengths.

In a typical T-RACS experiment, as shown in Chapter 4 and above, narrow band pump pulses

are used to selectively excite one mode/or multiple modes within the excitation range of pump
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pulses used. Here, we extend our approach on T-RACS, which is based on narrow band pump

pulses to employ relatively broadband pump pulses for the excitation. The motivation behind this

modification is to excite and observe all the modes simultaneously, while suppressing population

contributions. Figure 5.16 shows the spectral shapes used to create pump pulses. The original input

pulse delivered by the NOPA is split such that one pulse covers frequencies from E/~+110 cm-1 to

the lowest frequency of the input pulse whereas the other pulse covers the remaining frequencies

of the input pulse. Two pump pulses do not spectrally overlap and the contributions from popula-

tions are suppressed. Figure 5.16b show the Frobenius spectra for the rephasing and nonrephasing

signal, which show the major modes observed. The rephasing coherence map, Figure 5.16c, shows

significant amplitude for many modes in the ~720-760 nm range. The modes in ~850-950 cm-1

range also has amplitude in the anion band range. Figure 5.16d shows the nonrephasing coherence

map for the same experiment. The modes between 200 cm-1 and 400 cm-1 have not been observed

in the nonrephasing signal. In the nonrephasing coherence map, ~740 cm-1 mode and ~950 cm-1

modes have significantly higher amplitude than other modes in the anion band range. Additionally,

the black dashed line in Figure 5.16d presents a border line, where the modes >500 cm-1 are not

observed below this line.

Here, we report the observation of coherent dynamics in the putative anion band region (~790-

820 nm) of the PSII RC. We do not yet have a clear understanding of the origin of the coherence due

to the complexity and overlap of many spectral signatures of different physical origin. This work

presents a first observation of coherent dynamics in the PSII RC in this spectral range. Additional

experimental and theoretical studies remained to be performed to increase our understanding about

the origin of coherent dynamics in this spectral range and ultimately the importance of coherence

in the function of the PSII RC. I will discuss some of the future studies in the following chapter.

5.2.1 Appendix 1

We used the experimental apparatus described in Chapter 2 to collect the data presented in this

section. Pulses delivered by the NOPA and DOPA were used as pump and probe respectively. The
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spectra of both pulses are shown in Figure 5.3. The duration of pump and probe were measured to

be 12 fs and 13 fs respectively.

5.2.2 Appendix 2

The probe pulse delivered from the DOPA, which is centered at 800 nm, was compressed to 13

fs and kept the same for all measurements. Pump pulses with less than 2 nJ energy correspond

to less than 4% excitation per reaction center in PSII RC sample to avoid exciton annihilation ef-

fects. The T-RACS measurements at t2=(200,210,...,2000) fs, form a two dimensional data stack,

S(t1=0, t2, λ3). To extract the information about coherent dynamics we performed Fourier trans-

form along the waiting time, t2. This transformation yields the rephasing(nonrephasing) coherence

maps which show the correlation between detection wavelength, λ3, and the frequency of the ob-

served modes, ω2. The Frobenius spectra for T-RACS experiments were obtained following the

Fourier transformation above using detection wavelengths between 735-833 nm.
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Figure 5.8: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (350 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.25 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.25 peak amplitude are set to shown as white.
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Figure 5.9: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (450 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.25 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.25 peak amplitude are set to shown as white.
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Figure 5.10: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (550 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.30 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.30 peak amplitude are set to shown as white.
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Figure 5.11: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (650 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.25 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.15 peak amplitude are set to shown as white.
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Figure 5.12: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (750 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.25 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.20 peak amplitude are set to shown as white.
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Figure 5.13: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (850 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.35 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.20 peak amplitude are set to shown as white.
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Figure 5.14: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (950 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.35 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.25 peak amplitude are set to shown as white.
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Figure 5.15: a) The amplitude shapes used to create pump pulses in TRACS to excite ground and
excited coherences (1050 cm-1 mode). b) Frobenius spectrum calculated for the rephasing (blue)
and the nonrephasing signal (green). c) The Rephasing coherence map showing the distribution
of amplitude of coherences as a function of detection wavelength. The regions with less than
0.35 peak amplitude is set to shown as white. d) The Nonrephasing coherence map showing the
distribution of amplitude of coherences as a function of detection wavelength. The regions with
less than 0.35 peak amplitude are set to shown as white.

139



600 620 640 660 680 700
0.0

0.2

0.4

0.6

0.8

1.0

WavelengthF9nmD

In
te

ns
ity

F9
a.

uD

720

R

NR

0 200 400 600 800 1000 1200

ω2 (cm-1)

A
m

pl
itu

de
F9

a.
uD

FrobeniusFSpectrum

1.0

0.8

0.6

0.4

0.2

200 400 600 800 1000 1200
720

740

760

780

800

820

840

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
et

ec
tio

nF
W

av
el

e
ng

th
F9

nm
D

ω2 (cm-1)

FFFFFFFFRephasingF
CoherenceFMapF

200 400 600 800 1000 1200
720

740

760

780

800

820

840

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

D
et

ec
tio

nF
W

av
el

e
ng

th
F9

nm
D

ω2 (cm-1)

FFFNonrephasingF
CoherenceFMapF

bDaD

cD dD

Figure 5.16: a) The amplitude shapes used to create pump pulses in TRACS to excite multiple
modes. b) Frobenius spectrum calculated for the rephasing (blue) and the nonrephasing signal
(green). c) The Rephasing coherence map showing the distribution of amplitude of coherences as
a function of detection wavelength. The regions with less than 0.05 peak amplitude is set to shown
as white. d) The Nonrephasing coherence map showing the distribution of amplitude of coherences
as a function of detection wavelength. The regions with less than 0.05 peak amplitude are set to
shown as white.
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Chapter 6

Conclusion and Outlook

Former studies in our group reported 2DES studies of the PSII RC, focusing on the energy and

charge transfer dynamics,and coherent dynamics [1–3]. In this dissertation, I have presented my

work to improve detection, characterization, and understanding of the functionality of coherent

dynamics in the PSII RC. First, I performed 2DES on Chl a and the PSII RC to examine similarities

and differences between three dominant coherent modes observed in both systems. I observed

that the low frequency modes in the PSII RC exhibit vibronic character while the high frequency

one exhibits largely vibrational character. My observations of the coherent dynamics in Chl a

showed that there are deviations from previously proposed models which expects a “chair” shape

for coherence maps. Additionally, theoretical simulations have supported our observations in both

systems.

Secondly, I developed a novel method (T-RACS) which is based on pulse shaping to record co-

herent dynamics in complex systems. T-RACS decreases the total experiment time and increases

the signal to noise ratio for the detection of coherent dynamics. I showed that the T-RACS method

can distinguish features associated with the ground and the excited state by employing appropriate

pulse sequences. Additionally, the decrease in total experiment time allowed me to record coher-

ent dynamics at longer waiting times; and subsequently to determine the excited and ground state

frequencies with higher resolution. This achievement gave T-RACS benefits over FLN of enabling

measurements over a broad temperature range [4]. We proposed that a combination of T-RACS and

3DES may be more effective to observe coherent dynamics in systems where the coherent obser-

142



vation have not previously been reported. Although T-RACS is a lower dimensional measurement,

the reduction in total experiment time and enhanced signal to noise ratio made it a valuable tool to

study the role of coherent dynamics in the photosynthetic systems.

Finally, I studied the 790-820 nm spectral region of the PSII RC, which has anion band markers

of charge separation, by utilizing the transient absorption spectroscopy and T-RACS. These stud-

ies are the first frequency resolved transient absorption measurement of the PSII RC in this region

followed by the excitation of the Qy band. The dynamics I have observed can be explained by the

overlap of excited state absorption of Chl a and the formation of the markers of charge separa-

tion [5]. While our observations show deviations from earlier reports, the difference in excitation

conditions (e.g. pump wavelength, power, experiment temperature) might explain this difference;

and further experimental studies are planned to investigate this region in more detail. I have per-

formed successive T-RACS measurements to examine coherent dynamics in the anion band. The

first set of T-RACS experiments employed pulse sequences to selectively excite specific coherence

pathways which are close to several central frequencies: 250 cm-1, 350 cm-1, 450 cm-1, 550 cm-1,

650 cm-1, 750 cm-1, 850 cm-1, 950 cm-1, 1050 cm-1. These experiments revealed the existence of

coherent dynamics in a broad spectral range from 720 nm to 820 nm. While the intensity of the

observed modes changes dramatically along the detection axis, ~750 cm-1 and ~950 cm-1 modes

exhibit larger amplitude in the 790-820 nm range compared to other modes. I also extended the nar-

row band pump pulse approach in T-RACS, and employed pump pulses with broader bandwidths,

while ensuring that there was no spectral overlap between pump pulses. This extension enabled us

to excite all the modes simultaneously while suppressing population dynamics. We have observed

the coherent dynamics with higher S/N in this approach. We note that the observation of coherent

dynamics in this spectral range do not guarantee their functional role in charge separation. Further

studies to separate the overlapping spectral contribution in this band are needed to properly assign

the coherent dynamics. Control studies of Chl a in the 790-820 nm region may help in this regard.

The work presented in this thesis answers some of the question about the coherent dynamics

in the PSII RC and describes a novel method to study them. Further experimental and theoretical
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work should be done to confirm the results here and answer remaining open questions. The com-

parison of coherent dynamics in the PSII RC and Chl a could be extended by performing 2DES

measurements on other major bands. For example, the anion band at ~460 nm could also help to

corroborate our near-IR anion band work. The effect of temperature on the phase of the coherent

dynamics could be used to the study origin of these peaks as recently suggested [6]. The 2DES

experiments with different polarization schemes which requires some modifications to our current

setup, could enhance the our capabilities to investigate coherent dynamics. The 2DES studies on

other aggregates of Chl a as well as the PSII core complex could form a valuable amount of in-

formation where we can see how certain features changes from the monomer level to the higher

complex molecular level. Additionally, the comparison study could also be extended by utilizing

T-RACS. Although we have observed coherence in the Qy band of the PSII RC and the Chl a,

T-RACS studies could yield frequency content information with higher resolution, and additional

insight into origin of the peaks.

Finally, the functional relevance of the coherent dynamics may be explored by the use of site

directed mutants of the PSII RC. It may be possible, by comparing the coherent dynamics of

an array of mutants with different charge separation quantum yields, to correlate the presence of

coherent dynamics with more or less effective charge separation.

The experimental verification of the functional importance of the observed coherent modes

still remains a challenge. Follow up experiments focusing on the coherent dynamics of Chl a in

the 700-900 nm spectral range may help us better understand coherent dynamics we observed in

this region. A coherent control experiment can be used to study the functionality of the coherent

modes. In these experiments, a pulse train in which consecutive pulses are separated by the period

of the coherent mode of interest preferentially drive the system and the population of the photo

product state is probed [7, 8]. The change in the kinetics of the product state according to pulse

spacing in the pulse train could help our understanding on the functionality of the modes. However

the existence of exited state absorption in the same spectral range will still make the interpretation

of the signal difficult as the pulse train can cause similar spectral changes in the ESA of Chl a.
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