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While modern sensing and communication technologiesenabling the observations of
geophysical' processes at unprecedented spatiotemporal resoliteondgvelopment of
these technologies sgnificantly outpacing their actual use across the geosciences. This
is particularly trueof reattime data systems, which are now permitting the streaming and
analysis of data at the instant of their measureniémiugh the use akaktime scientific

data are limited, their importance is ever increasing, particularly in missiortioai

scenariosvhere informed decisions must be made rapidly.

Beyond.applications tied to disaster resilie(earthquake prediction, flood forecasting,
etc.), new morethan everthere ispotentialto leveragereattime data tofundamentally
change hewscientific experimentsare conducted.For example, in many geoscierntif

experiments, faulty sensors are often only detected too late, fagpegimentso be
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repeated. In settings where mobile sensor nodes arearsetlere sampling frequencies
need to be adjusted to capture events of interest, few tools are available teeddapti
guide the experimental proceskhis often results in missed observasoand wasted
experimental investments but cae bemedied rapidly by enabling means analgad

respond.testreaming data.

While reattime data stand to enable a paradsgmift in geoscientit experimentation,

they rarelyif ever, fornthe first stegn a geoscienti€ workflow. The vast majority of
existingdata platforms are inherently tuned to nonties applications, where data are
often stored in large databases for retrospective analysis and visualiZdtefew
existingsreaktime dataplatforms however,are either proprietary, feed into mission
specifiestools, or are otherwise not available to broader stakeholders within the
geosciencesWhile the complexity of these platforms preseatmajor barrier to the
broader adoption of rediime data systems there are alsa number oftechnical
challenges that must be addressed before the use-tihmealatabecomes commonplace

across-thesgeosciences.

Existing real-time data platforms

While intéfoperability standardsich as th©pen Geospatial Consortium® (OGC) Sensor

Web Enablement (SWE) specifications(Nittel, Labrinidis, & Stefanidis, 2008)have
created_interfaces and metadata encodings to fusetimealsensor streams into
information_ infrastructures, a common set of totds couple these streams with
workflows=and modelas yet to be developed. To that end, pioneering efforts are
underway by groups such as °B@rth? to develop standards and reference
implementations foreattime data within the field of Geoinformati¢dndres, Jirka, &
Utech, 2014; Jirka, Broring, Kjeld, Maidens, & Wytzisk, 2012; Reed, Botts, & Davidson,
2007) Beyond SWEbasd initiatives, a number of other platforrhswve also been

developed to address the emergence of-tne@l data within the geosciences.

L www.opengeospatial.org/standards
2 http://52north.org
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UNIDATA's Local Data Manage(Davis & Rew, 1994)provides an event driven
infrastructureto manage streamindata While it has servedhe purposeof specific
projects formany years, the system can be difficult even for an experienced user to install
and maintain. Since LDM queues data, the system is not suited for environments in which
the stability of network cannot beassurd, which may often be the case with data
originating from reakorld sensor networkslts queuingprocessmay also leadto
situatiors'wherethe latest realime dataare not accessible untihe queue buffers are

flushed,thus causing a backlog of data that prevent timely use.

Other recentreattime efforts havebeen undertaken through tiataTurbine (Tilak,
HubbardgMiller, & Fountain, 200@nd Antelop? initiatives. DataTurbine is based on a
ring-buffer=architecture and is implementéd Java as aropensource, serveside
platform for the transport and management of {tgak data originating from
heterogeneous sensoihile powerful, thering-buffer achitecturedoes not actively
support reatime database operations or coupled maaeisor applications. Furthermore,
localsserver:resources can limit the size of the-buffer, making it possible to drop
incoming_data. Clouthased functionalitieand GGC standard support are yet to be
implemented as featureSignificant overhead exists on the part of user§aiaTurbine

has to_be individually ported ftiteld-specificdata loggerand instrumentsWhile these
examples mawpppearspecific to one platform, they are echoed byttadlother realtime

data systems as wellhe complexitiesassociated with thdeployment and operatiaf
existingreaktime data platformpresentan overhead too large for most research groups
to takerenssthus significantly limiting the broader adoptdneattime data across the
geosciencesThe emergence of commercial data platforms under the Internet of Things
(IoT) is beginning to provide easier to use alternatives, but these platforms are not
directly tailored to the demands imposed by geoscientific applications (Gubbi, Buyya,
Marusic, & PalaniswamR013; Palattella et al., 2013).

Challenges

3 http://www.brtt.com
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A workshop was held in the summer of 2013 as part of the U.S. N&thCube
Initiative®, entitled “Integrating Real-time Data into the EarthCube Framework.” The
EarthCube programseeksto build a commorframework for the analysis, aggyation,
and couplingof geoscientificdata and modeldhe gimary consensusf the workshop,
as provided by over 75 participants spannangproad set of geosciemtifdisciplines,
revealed that while EarthCube will provide an unprecedented framework for
disseminating historical data sources, the use oftireal data raises an addital set of
complex‘challengesvhich must be addressed explicitRurthermore, it was agreed that

these challenges are rming addressed by existing réiate dataools

Complexitysof deployment is perhaps the biggest barrier to the adoption-tifmealata

A keymaspect of managing-situ and dynamic sensor data in reale is providing
efficient discovery, access and processing of sensor observations. ldeally, scientists
should not have to be concerned wittterogeneous formats, sensors and sourcesaof dat
Rather, easyo-usesystems must be developed to permit scientists to focus on analysis
andexperimentatiorather tharcomplexsystem maintenancé&o that end, a number of

corechallenges should be addressed to facilitate the adoption dimeadlata

e Continued community discussion is required to build consensus afeaites
and the realvorld usesof reattime data platforms.

¢ Installaton and configuratiomf these systems should be seamless and as easy as
pessible.This may be accomplishdaly cloudhostedinfrastructurethat features
preconfigured instances of the platform, thiesducingthe need for complex,
local user maintenance

e Realtime data systems shouljorovide standard interoperability interfaces to
sensor datato minimize the customsoftware required for management,
visualization and analysis of different types of sensor observatibmsse
platforms should also adhere in as much as possible to conetemand metadata
formats that adhere to standards (such as the O&fissr Web).

* http://earthcube.org
® https://www.eol.ucar.edu/nevendevents/workshops/earthcubealtimedataworkshop
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e Platforms should also provide a system to archive, navigate and dismifute

reattime data streams via the Internet

A referenceimplementation

Presently, a working group &pearheadinghe use of realime data withinEarthCube
under theCloud-Hosted Real-time Data Services for the Geosciences (CHORDS) projecf.
While the prmary goal of CHORDS is to drive aommunity discussion arounihe
adoption ofreattime datareferencearchitectures also being developed to serve as a
examplefor future implementations of reéime data systems. A number of use cases are
being evaluated within this platform to showcase the potential otirealdata toward
improving=scientific experiment&Examplesinclude but are not limited tothe analysis
and visualization of measurementgollected by scientific aircraftreattime seismic
sensof networksof the detection of tornadogsSPSbasedvolcano monitoring, and data

streaming services for a new generation of affordablgrinted weatherstations.

Onepartieularuse case involves the coupling of réale, distributed meteorological and
hydrelogic dataThe use case is intendidillustratethe study of extreme events, such as
flooding, where hydrologic models are forced imgteorological inputs.nl such cases

is vital-te-eouple precipitation data with local flow conditions to forecast floodihgs
application ‘couples compleraster datatime series and metadataywhich must be
reconciled within the same framewoikhe CHORDS referencachitecturgFigure 1) is
explicitly developed with easef-use in mind, permitting evesmall research teante
have_a_turmkey path towardsing reattime data.Three main layerssomprise the
architecturer 1)ite CHORDSPortab, which arethe entryand distributionpointsfor all
reattime=data, 2CHORDS Services, which provide optional, vataddedfeatures and

3) powerful standards to interface witlorkflows and EarthCube building blocks.

® http:/ichords.earthcube.org
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Figures2=*CHORDS Architecture: Sensorgpushreattime data to CHORDS Portals,
which *provide easy webservices acces® the data streams. Portals can optionally
interfaceCHORDS Services, which provide additional functionality androperability
with popular standards and EarthCdeevices

A CHORDSportalcan be launched as a grenfigured instance on a commercial cloud
platformyallowing users taleployit with minimal setup overheadtach CHORDSuser
owns and manages their own CHORDS instamatinterfaces it with their data streams.
A preconfigured web server on the instance hosts a user interface,iswnseld to define
data streams that will be ingested by the instance. This interface is ugedei@te
simple’ . URL'schemes, which can be loaded directly into data sources (dataslogge
instruments;algorithms, etc). A correspondingingesteris generated for each URL
scheme;which translates the incomgansordata into a commo@HORDSformatthat

is then*hosted by theortalfor externaldistribution.This permits users tkeeptheir data
sources relatively unaltered, having only to push a simple HTTP/REST postnatven
measurementare madeData can be writteto and read fronthe CHORDS portal via a
set of standard encodings, such as JS®W XML . Data can even be pushedto

CHORDS usingsimple CSV or binary formats to limit programming fafld-deployed

This article is protected by copyright. All rights reserved



151 devices.The support for other popular data formats is continually expanding, with plans
152  to incorporate formats such as netCDF in the near future.

153

154  While"CHORDS portals prage a rapid way to ingest and share data from multiple real
155 time sensor networks, their functionality can be vastly expanded by interfacing with the
156 CHORDS services layer. This layer is hosted EgrthCube’sCHORDS team and

157  provides a central registry ofl aleployed portal instances. It serves as a repository of
158 metadateand expandshe portal functionality with additional high#evel features such

159 as visualization, mapping, and basgsampling or filtering algorithmdt even provides

160 access to some polar realtime feeds, such as radar data or operational weather
161  networks#AsGIS framework GeoServer”) is built intothe services layer to facilitate the

162  visualization retrieval and discovery of data based on geographic regions of interest
163  (Figure 2).The services layenteroperates with the langiamily of evolving web-based

164 OGC data services and standardfgature that is continuahaintained andipdated by

165 the CHORDS team to suppa&growing set of external services and workflosmsch as

166 those-offered by EarthCube.
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168 Figure 2. Example use case, where data from a hydrologic sensor node (red star) is
169 overlaidonradar data to predict local precipitation and forecast flooding conditions.

170

171 A majertadvantage of CHORDS will be that the end user can work in whatever
172  environment is most effective for theMo specific programming languages are forced
173 onto data producers or end users, as the only requirement is the ability to process
174  HTTP/RESTfulrequests. This permits the seamless integration of CHORDS services into

" http://geoserver.org/
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most existing instrumentation, models, and visualizations. Once configured, nesearc

teams can theeasily incorporate a suite of algorithms into their réale workflows

These workflows could include systems ranging from highly integrated command and

control systems, data assimilation into models, field project control centers, standalone

applications, welvisualizationspr spreadsheets.

While the project is still in & infancy, initial usecase assessments are very favorable.
CHORBDS does not aim to be a esieefits-all solution for reatime data, nor is its
presentiimplementation an operaibreattime data platformA number of limitations
currently /exist, whictwill be addressed in the future based on community feedBHck.

of the_current use cases are based on low latency requiremims.current
implementation does not support photo or video data, which may be refe\sunties

that require realime imageanalysis. While existing system could readily support data
rates at 1@0Hz per feed, data rates at higher magnitudes, especially for spatial data,
would ‘reguire further testing and improvements. Model integration has alsceeot b
tested yet, but use cases are underway to investigate how to best couple CH@RDS wi
publically*hested modeling services. For exampletk is underway to connetite real
time"hydrometeorological application with hydrologic models for flood forecastiBg.
directional communications are currently not supported, which means that CH@RDS c
receivé data frommemotelydeployed instruments but not control theviore advanced
OGC SWE  functionalitiessuch asSensor PlanningServices,are also planned for
implementationto enableremote tasking of a field sensors, which will enable adaptive
sampling_of geoscientific phenomena (Andres et al., 20&#A)en the infancy of the
project,sthere are many more features that will be required to make CHORDS a fully
hardened redime data platformThis will require the need for builb security and
encryption, which will be vital irprotecting fielddeployed scientific assets and servers.
CHQORDS:is also not a storage repository, data discoveryatalogingservice,as those
features are expected to be addresse@xisting domaircommunity repositoriesnd
services. Rather, its goal is teerve as a reference foommunity feedback, which will

ultimately lead to consensus on architectures fortneed data.
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Discussion and Conclusions

Given resourceconstraintsof existing experimentsreattime data has the potential to
play "a pivotal role in thefuture dismvery of geoscienti€ processes. This will be
achieved by responding to data ason asthey are collectedto detect faulty
instrumentation and adaptivelgllocate in-situ measurement resources. Furthermore,
many ‘geoscienii€ data streams have the potential to change how information is
consumed"hy noscientific stakeholders (during disaster events, for example). Given the
complexity of existing platforms however, much work remains to be done on simplifying
the use of realime data platforms, so that scientisigy focus on experimentation,
rather sthangplatform maintenand@ver the coming years, the CHORDS initiative will
seek toscarve out a vision and reference implementation ofimealdata. During this
process, community engagemeiill be the most critical mechanism toward making +eal

time data in the geosciences a reality.
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