Personalized Feedback Versus Money: The Effect on Reliability of Subjective Data in Online Experimental Platforms
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Abstract
We compared the data reliability on a subjective task from two platforms: Amazon's Mechanical Turk (MTurk) and LabintheWild. MTurk incentivizes participants with financial compensation while LabintheWild provides participants with personalized feedback. LabintheWild was found to produce higher data reliability than MTurk. Our findings suggest that online experiment platforms providing feedback in exchange for study participation can produce more reliable data in subjective preference tasks than those offering financial compensation.
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Introduction
Crowdsourcing platforms, such as Amazon's Mechanical Turk (MTurk), support rapid and mass experimental data collection by allowing researchers to easily recruit and pay their online participants. Since online experiment is conducted unsupervised and in uncontrolled environment, researchers have been worried that participants can pay inadequate attention to instructions, provide untruthful responses, putting insufficient effort, or are distracted (e.g., [2]). Pre- and post-experimental actions have been explored to improve MTurk data reliability so that it's comparable to that of conventional lab studies (e.g., [7]).

In contrast to MTurk, other online experiment platforms, such as TestMyBrain [1] or LabintheWild [5], rely on the participation of volunteers and are designed to be
intrinsically motivating. Instead of receiving financial compensation, these participants are provided with personalized feedback (such as comparing them with other participants) at the end of an experiment to satisfy their inherent interests. Different incentive mechanisms—extrinsic versus intrinsic—are likely to attract participants driven by different motivations. However, we know little about how such differences influence data reliability in online experiments.

Thus, we conducted a study comparing the data reliability between MTurk and LabintheWild on a subjective preference task. These tasks are challenging to conduct online because they are especially prone to low data reliability given the lack of possibilities to control the accuracy of participants' answers [2].

Our findings contribute to the literature by showing that unpaid experiments conducted on a platform that provides feedback instead of financial compensation can elicit higher data quality in subjective preference tasks than experiments conducted on paid crowdsourcing platforms. In addition, our findings demonstrate that providing an intrinsic incentive to participants on a platform that primarily appeals to participants' extrinsic motivation (i.e., on MTurk) does not lead to higher data quality.

**Hypotheses**

While possibly motivated by both intrinsic and extrinsic factors, Turkers have been found to be primarily motivated by the financial return: about 75% of US Turkers reported that MTurk was their primary or secondary source of income, compared to 40% US Turkers reported to participate for fun and 30% to kill time [4]. As a result, Turkers who are primarily driven by the monetary reward would have an interest in minimizing time and effort needed to perform an experiment. In contrast, LabintheWild participants complete experiments in order to compare themselves to others [5]. Seeing that providing truthful responses is a precondition to receiving such feedback based on their true preferences, we assume that LabintheWild participants provide more reliable responses in a subjective task:

Hypothesis 1: The data reliability from LabintheWild will be higher than that from Amazon’s Mechanical Turk.

Experiments on MTurk usually do not provide personalized performance feedback, or the ability to compare oneself to others. However, if participants are provided with such feedback in addition to financial compensation, they may be more motivated to perform the task with greater attention and effort. This, in turn, should improve data reliability. For example, Turkers produced more accurate results when they were told that they were performing a task for a non-profit (increasing intrinsic motivation) than for a for-profit organization [6]. Therefore:

Hypothesis 2: The data reliability from Amazon’s Mechanical Turk participants is higher when Turkers are provided with personalized feedback in addition to their financial compensation.

**Method**

To test our hypotheses, we replicated an experiment that has been used to test data reliability from the literature [3,5] on both LabintheWild and MTurk. In the task, participants were asked to provide subjective ratings on the appeal of websites.
Implementation

Procedure: After reading and accepting the informed consent, participants were presented a demographics questionnaire, as well as a screen containing instructions on the task. The instructions emphasized that the short stimulus exposure time of 500ms per website would require extra attention. Participants were able to try the task in a practice run with five websites. The main experiment consisted of two phases. In each phase, the participants were shown the same 30 website screenshots in a randomized order followed by a 9-point Likert-type scale ranging from "not visually appealing at all" to "very visually appealing." The full experiment took around 8 minutes to complete.

Measure: The data reliability was measured by a participant’s consistency between two ratings of the same website. Higher consistency indicated higher data reliability.

The experiment used a between-subjects design. Incentives provided and demographic details of each condition can be seen in Table 1. In all conditions with feedback, the feedback, a comparison of one’s aesthetic website preferences to other participants, was provided at the end of the experiment. In all conditions with money, participants received $0.80 (roughly $6/hour for the 8-minute task) for their participation. The MTurk experiment was open for any participant from the US (we call these participants general Turkers). We expected general Turkers to be most comparable to the population on Labinthewild that is open for anyone to participate. The demographics of the two populations were later matched for analysis to ensure comparability.

To test the effect of feedback on Turkers with high approval ratings and qualifications, we additionally conducted the experiment with Master Turkers, who came from the United States, had an approval rate greater than 98%, and had completed at least 1000 tasks.

Table 1: Participant demographics and incentives in the five experiment conditions

<table>
<thead>
<tr>
<th>Condition</th>
<th># Participants</th>
<th>% Female</th>
<th>Age</th>
<th>Incentive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labinthewild (Feedback only)</td>
<td>29,999</td>
<td>53.99%</td>
<td>18-69</td>
<td>feedback only</td>
</tr>
<tr>
<td>MTurk Overall</td>
<td>209</td>
<td>43.75%</td>
<td>18-69</td>
<td>$0.80 (+ feedback)</td>
</tr>
<tr>
<td>General Turkers (Money with Feedback)</td>
<td>53</td>
<td>38.00%</td>
<td>19-51</td>
<td>$0.80 + feedback</td>
</tr>
<tr>
<td>General Turkers (Money only)</td>
<td>53</td>
<td>49.06%</td>
<td>22-62</td>
<td>$0.80</td>
</tr>
<tr>
<td>Master Turkers (Money with Feedback)</td>
<td>52</td>
<td>42.31%</td>
<td>22-69</td>
<td>$0.80 + feedback</td>
</tr>
<tr>
<td>Master Turkers (Money Only)</td>
<td>51</td>
<td>45.28%</td>
<td>18-68</td>
<td>$0.80</td>
</tr>
</tbody>
</table>

Figure 1: Mean differences in subjective ratings between test phases 1 and 2 on a 9-point scale. Error bars show the standard error.

Results

Figure 1 provides an overview of the results. Hypothesis 1: The results of ANOVA showed that differences in ratings between the two phases by Labinthewild participants were significantly smaller ($m = 0.85, sd = 0.95$ on a 9-point Likert-type scale) than those provided by Turkers ($m = 0.95, sd = 1.17, F (1, 1526480) = 16.984, p < .001$). An additional bootstrapping analysis with equal sample sizes (randomly selecting 50
participants from the MTurk and 50 from the LabintheWild dataset and resampling the data 1000 times) confirmed the result (observed coefficient = 16.98, bootstrap SE = 5.32, 95% CI= [6.56, 27.40], p< .001). Both analyses supported H1.

We additionally compared the reliability of participants' responses between LabintheWild participants (m = .85, sd = 0.95) and Master Turkers (m = 0.86, sd = 1.00), but there was no significant difference ($F_{(1,1526420)} = 0.151, p = .70$), showing that Master Turkers provided equally reliable subjective ratings as LabintheWild participants.

Hypothesis 2: The results of an ANOVA showed no significant difference between the reliability of ratings provided by general Turkers in the money-with-feedback (m = 1.01, sd = 1.21) vs. money-only condition (m = 0.95, sd = 1.17) with $F_{(1,3178)} = 2.001, p = .16$). Hypothesis 2 was therefore not supported.

Conclusion
Our results show that uncompensated experiments conducted on platforms that provide personalized feedback instead of financial compensation can support researchers in collecting more reliable subjective data than on MTurk when not restricting access to the experiment. We hope that our work opens up new opportunities for researchers to conduct their experiments on a variety of platforms using different incentive mechanisms.
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