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The modulation transfer functiofMTF) of radiographic systems is frequently evaluated by mea-
suring the system’s line spread functiitSF) using narrow slits. The slit method requires precise
fabrication and alignment of a slit and high radiation exposure. An alternative method for deter-
mining the MTF uses a sharp, attenuating edge device. We have constructed an edge device from
a 250.um-thick lead foil laminated between two thin slabs of acrylic. The device is placed near the
detector and aligned with the aid of a laser beam and a holder such that a polished edge is parallel
to the x-ray beam. A digital image of the edge is processed to obtain the presampled MTF. The
image processing includes automated determination of the edge angle, reprojection, sub-binning,
smoothing of the edge spread functi@SF), and spectral estimation. This edge method has been
compared to the slit method using measurements on standard and high-resolution imaging plates of
a digital storage phosph@dDSP) radiography system. The experimental results for both methods
agree with a mean MTF difference of 0.008. The edge method provides a convenient measurement
of the presampled MTF for digital radiographic systems with good response at low frequencies.
© 1998 American Association of Physicists in Medicir&094-2405(98)00601-4]
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[. INTRODUCTION by numeric differentiation. In the past, efforts have been
h luti . ¢ _ : made to reduce noise associated with the edge method mea-

The lresg utm_r;) pdropbertle_ts ° ar:j Ilmf_lglngt systfem :fare ?Oméurements by convolving the ESF by the Fourier transform

monly 1_3eSC“ e y s moduiation transfer - lunction . ., step function to remove the frequencies above a cut-off
(MTF).>~®> The MTF of a radiographic system has been de- . 9.23 : .
spatial frequency??3 by averaging multiple edge responses

termined by either evaluating the response of the system tQ .
- 6 ; and further smoothing of the averaged response by a local
periodic pattern§;® or more commonly, by measuring the

. - '25 - . _
line spread functiofLSF) of the system using a narrow slit :gccteor l;?g:f? dejlzlgeﬁ]e ?(;rtr)gef;tt;n%tr;e Erithr?ez pﬁ;ag]itot
from which the MTF is calculated by Fourier trans- bl qu II' d o radi hi \tN ppd the latt v h
formation®®~18The use of a slit requires very precise fabri- >co" aPPled 1o radiographic systems and the fatler approac

cation and alignment of the device in the radiation beam, JMmposes arTa prion mathematlcql forT on thg ,measur?‘ld
high radiation exposure to allow sufficient transmission™TF and thus prevents observation of any existing detailed

through the narrow slit, and, in most cases, a correction foptrUcture. _
the finite slit width'4” Additionally, it is usually necessary I this article, we report a method for measuring the pre-

to extrapolate the tails of the measured LSF to estimate the@mpled MTF of digital radiographic systems using a thin,
low-frequency respons@:*+18 high-precision, attenuating edge test device. The method

An alternative method for determining the MTF of a ra- USes @ local smoothing of the ESF to reduce the noise with-
diographic system is to measure its edge spread functiofUt@ priori knowledge of the response function. Signal av-
(ESF)using an opaque object with a straight ed§j@' The  eraging over a large portion of the edge is further used to
ESF is then differentiated to obtain the LSF and the MTFobtain MTF results with good signal-to-noise ratio. The
similarly deduced by Fourier transformation. Using a one-method is used to determine the MTF of a digital storage
dimensional theoretical model with no noise reduction, Cunphosphor (DSP) radiographic system and the results are
ningham and Reid showed that the edge method can be sagompared to those obtained by a slit method.
perior to the slit method in measuring the low-frequency One of the complexities in measuring the response of a
response of a radiographic systéfiThey further showed digital system, as compared to an analog system, is aliasing
that the signal-to-noise ratio of the measurement decreasessociated with a discrete samplfifg. Previous investiga-
with increasing frequency due to the enhancement of noistors have slightly angulated their slit test devices with respect
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to the pixel array in order to deduce the non-aliased, so-
called presampletiresponse from various phase shifts of the
slit opening with respect to the image arfdy?1439-33n
order to determine the perpendicular distance from eact
pixel to the test device, the exact angle and position of the
test device must be known. In many previous studies, eithe
the angulation of the test device has been ignored or the
method used to determine this angle has not been fully dis
closed. In Dobbint al.* the periodic pattern of the maxi-
mum values from a sequence of transverse profiles along th
length of a slit was used to determine the slit angle. Most
recently, Booneet al. have described an iterative method to
deduce an angle of either a slit or a sinusoidal test pattert
with respect to the image arrad$.
In this work, the edge device is slightly angulated with
respect to the pixel array, as in previous methods using slitdc. 1. The edge test device and its holder. The edge device is made of a
Th t | f th d . digital radi h of th 250-um-thick lead foil laminated between two sheets of Acrylic. The edge
e. exgc angle o .e e g(_a In-a Ig_' a ra Ierae 0 & the laminate was milled and polished to form a smooth perpendicular
device is then determined with a precision of 0.02° using &urface. The holder, that was used to position and align the edge device in
double Hough transformation followed by an iterative MTF the x-ray beam, is made of two Lucite frames. The lower, larger frame acts
maximization algorithm. To reduce noise, two-dimensional®s 2 base upon ‘WhICh the upper frame and the edge device can be tilted
. . . through three adjustment screws.

(2D) data from a region along the edge is reprojected to a
one-dimensional1D) array of bins® Since the 2D data oc-
curs at various distgnce_s from the angled edge, th_e reprojeg: Edge image acquisition
tion can be done with bins smaller than the pixel size. Small

reprojection bins are used to prevent aliasing in the estima- [N order to achieve accurate and reproducible positioning
tion of the presampled MT# of the edge device in the x-ray beam, a holder was designed

and fabricatedFig. 1). The holder is made of two 6.35-mm-
thick Lucite frames. The upper frame holds the edge device
II. EDGE MEASUREMENT METHOD in place while the lower one acts as a base upon which the

In the following subsections, we describe the design and/PPer frame and the edge can be tilted using three adjust-

fabrication of a radiographic edge test device, the experimedpe_?rt] scrlt_aws. ¢ d . dertaken in th ¢
tal procedure for aligning the device and acquiring edge im- € alighment procedure 1s undertaken In three steps, as

ages, and the image processing procedure used to obtain twg_ztratt_afq |dn glg. ﬁ F'rSti the Eentral aXIIS of (tjhe X-Layfbeam f
presampled MTF. Is identified. Small metal markers are placed on the face o

A. Edge device design and construction
a. Mark Central Ray b. Position Laser and Edge c. Adjust Edge Tilt

An attenuating, thin, high precision edge test device was
fabricated to measure the edge spread fundti€®F) of the Xoray ube
system(Fig. 1). A 250um-thick lead foil (Goodfellows,
Cambridge, Englandyvas used as the attenuating material.
The foil was 5< 10 cn? with a purity of 99.95%. For such

thickness, the attenuation was assessed to be 85% for a tyf ~ Wirecross _—
cal 115 kVp polychromatic x-ray beam using a computa- :
tional model as described in Sec. Il B. - X
Since lead is soft and can easily be deformed, the lead foi -
was laminated between two 1-mm-thick slabs of Acrylic us- : [ Lacerbeam

ing an epoxy-based glugGit-Rot, Boatlife, Old Bethpage,
NY). This particular glue was chosen for its low viscosity
which allows a uniform spread of the glue and minimizes the -
formation of air bubbles in the lamination process. An edge :
of the laminated lead foil was then milled perpendicular to y
the flat side of the laminate and polished in multiple steps
with decreasing particle size diamond grits down to micron-
level smoothness. Polishing was done with light pressure andc. 2. The schematic of the three-step alignment procedure for the edge
at each step the edge was cleaned and examined with a mégvice. In the first step, the central axis of the x-ray beam is identified. In the
allurgical microscope for local surface variations and second step, the edge device is positioned at the intersection of the axis with

. . he image plane and a laser beam is pointed toward the edge along the
scratches. Special care was taken to prevent embedding thfection of the axis. In the final step, the edge device is tilted until the
soft surface of the lead with extraneous materiéls. reflecting laser beam coincides with the incident laser beam.

s Wire cross
pes

Detector
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104 Samei, Flynn, and Reimann: Measuring presampled MTF of digital radiographic systems

the collimator and on the receptor with both positions on the
central ray according to the collimator light. A radiograph is
taken to identify any misalignment of the central axes of the
light beam and the x-ray beam. The edge device is ther
secured on the holder and placed on the receptor so that th
center of its polished edge is at the intersection of the centra
axis of the x-ray beam with the receptor. The edge is orientec
either vertically or horizontally, depending on the direction
along which the MTF is being measured, with slight angula-
tion (1°-69.

In the second step, a laser pointer is placed at the face o
the collimator with the source of the laser beam on the x-ray
central axis. The laser is then pointed to a spot within 1-2

mm distance from the center of the edge. The reflection of MTF Max. Alg,

104

Digital edge image
Pre-Proc.

( Extraction of edge image j

Linearization

Step 1 *

Thresholding

Finding the angle with 0.1
degree precision

Double Hough transformationJ

Step 2 *

the laser beam off the edge surface is then identified by lo-
cating the laser reflection spot on the collimator face. Finally,

For angles in 0.02 degree increments
surounding the original estimate

in the third step, the edge device is tilted with the help of the
adjustment screws on the holder until the reflection spot co-

Finding the optimum projection
angle corresponding to the =

( 2D reprojection and binning )
Gaussian-weighted moving
polynomial smoothing

incides with the incident laser beam. This procedure assure maximum MTE power *

that the polished edge, the source of the laser beam, and tr ) Step 3

focal spot are all on the same straight line and that the inci-: [__Incsration of MTF power |
dent x-ray beam is perpendicular to the surface of the recep

tor and parallel to its polished edge.

After the edge device is properly aligned, a radiograph of
the device is taken with an exposure of about 7—9 mR. The
radiographic technique factors should allow a transmission
of about 5%—15% through the ledde., 90-115 kVp with
3.0 mm aluminum filtration A small focal spot, a long
source-to-image distan¢8ID), and the closest possible dis-
tance between the edge device and the detector should
used to reduce the focal spot blur.

( Fast Fourier transformation j

Presampled MTF

.

1G. 3. The processing steps from the digital edge image to the presampled
F. The data is processed through a pre-processing and three processing
steps. The MTF maximization algorithm is added to increase the precision
in determination of the edge angle for reprojection of the data to 0.02°.

C. Edge image processin
g gep g value. Most digital radiographic systems can provide image

After the image of the edge device is acquired, the digitaldata in the form oD(x,y,E); however, the appropriate val-
image data is transferred to a computer and processed tges forn andL may vary.
obtain the presampled MTF. As illustrated in Fig. 3, the pro- |n the first processing step, the position and orientation of
cessing includes one pre-processing and three processifige edge line in the image are estimated. First, the gray-scale
steps, namely angle determinati@tep 1), reprojectiofstep  image is converted to an 8-bit binary image by supplying a
2), and ESF to MTF transformatiofstep 3), in conjunction  threshold value computed as the average of the signals from
with an iterative MTF maximization operation. the two sides of the edge imagFEig. 4(b)]. A gradient op-

In the pre-processing step, arx® cnt subregion of the  eration is performed on the 8-bit binary image to acquire a
acquired image containing only the data from the edge iginary line image of the edge transitifig. 4(c)]. The angle
extracted from the transferred radiograjffig. 4(a)]. In @  and position of the edge transition is then found with the aid
manner similar to a previous work,a exponential-to-linear of the Hough transformation.
transformation is performed on the digital data to obtain the The Hough transformation has previous|y been used as a
relative deposited-energy data using technique for detection of curves and lines in image¥.in
this work, the Duda and Hart adaptation of the transform was
implemented®*! Each non-zero data point in the binary im-
age is transformed to a curve in polar coordinate space. The
whereD(x,y,E) is then-bit, log-based-10 digital data of the curves associated with collinear data points intersect at a
transferred image as a function of its coordinates in the impoint in the polar coordinate corresponding to the angle and
age planex andy, and the deposited energy in the pixg|,  position of the line with respect to a reference point in the
L is the latitude in powers of 10 for the output datgy,y,E) image. In practice, the accuracy in determining the angle of a
is the linear deposited-energy data; dads a scale factor straight line is limited by the discrete sampling in the origi-
calculated as 310* "' to map the data such that the maxi- nal image and in the Hough domain. In addition, imperfec-
mum value ofD is transformed to a large 16-bit integer tion in the straightness of the line may cause the intersection

1(x,y,E)=KLOPXy.EIL/2" "
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(e) (d)

Fic. 4. Edge angle determinatiofa) An edge image block extracted from a
radiograph of the edge test devittechniques are as specified in Fig.).11

(b) The output of the thresholding operation of the edge imagerThe
output of the gradient operation. The one-pixel-thick white line in the image
is the segmented edge transiti¢éo) The results of the second Hough trans-
formation of the binary line image. The maximum of the converging pattern
in the center of the image identifies the position and angle of the edge

transition in the polar coordinate with an angular precision of 0.1°. Fic. 5. Reprojection and binning of the two-dimensional edge image data
into a one-dimensional trace perpendicular to the edge.

Psing

point to “spread.” In such cases, the best estimates for the

angle and the position of a straight line can be found by

identifying the maximum of the intersecting pattern in the E}=f ESHs)S8(s+ip sin 6—jp cos#)ds, 2
Hough domair{Fig. 4(d)].

In order to assure sufficient precision in the estimation OfvvhereE} is a set of discrete samples of the function E§F(
the angle and position of the edge transition, the gradient lingor pixels in theith row at a distances(i,j)=p(j cosé
image is passed through the Hough transformation twice-ij sin ¢) from the edgej is the row numberj is the column
First, the binary line image is transformed withintal80°  number p is the pixel dimension which is assumed to be the
range with an angular sampling of 1°. A second pass througBame in both orthogonal directions, afds the reprojection
the transformation is then carried out withintal0° subre- angIe.E} array corresponding to different rows, are dis-
gion surrounding the first estimate to obtain the edge anglglaced by varying amounts in the distars@,j), as illus-
with an improved precision of 0.1Fig. 4(d)]. trated in Fig. 5. Whem rows are reprojected, the sampling

In the second processing step, the ESF is obtained byoints are accumulated on tiseaxis, forming a composite
reprojecting the gray-level data of the original linearized im-pattern of finely spaced, discrete samples of the ESF, In
age along the direction of the estimated angle into a onegeneral, these samples are not uniformly distributed over the
dimensional array of sub-pixel elemeritsSince the edge is s axis. The spacing distribution depends on the pixel dimen-
placed obliquely with respect to the pixel array, individual sion, p, the size of the image arra{l, and the reprojection
rows across the edge are shifted relative to the edge positioangle,¢. TheE;; samples can be reordered and collected into
The average of a large number of rows with a phase shift capins with a spatial width ofAs as
be used to acquire the non-alias@ presampledESF of
the system, as explained below.

Referring to Fig. 5, if individual rows are reprojected at
the correct angle of the edge, for each row reprojected, the
true ESF of the system as a function of the distance from thevheren, is the number of pixels whose distance from the
edge,s, is sampled as edge, s(i,j), falls within (k—3)As and K+ 3)As, and

1 o
ESR=;, 3 B bin(s(i.J)—kas), @)
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bin(s(i,j) —kAs) is a rectangle function defined to have a 2000 T T
value of 1 for|s(i,j) —kAs|<As/2, and zero, elsewhere. 1500 |- Non-smoothed ——
In general, for a finite image array and a small reprojec-
tion angle,n, varies for different bins. For a given reprojec-
tion angle, the variation inm, depends on the bin widtt s,
and the pixel dimensionp. If As~p, a large number of & 1200 F
reprojected pixels are averaged within each bin and the ® 1000
reprojection/binning operation is equivalent to a periodic 300
sampling of the presampled ESF with a large, uniform aper-

1600 -
1400

ture. Noise in the measured ESF is small due to averaging of 600 |
a large number of pixels, but the large aperture causes pool 400 : T
spatial frequency response.Ak<p, the average number of 200 4 L L . ' ' L

2 -15 -1 05 0 0.5 1 1.5 2

reprojected pixels within each bin is markedly reduced; the i
Distance (mm)

ESF will be finely sampled, but noise may become objec-

tionable. For extremely smalls, some bins may accumu- (a)

late no pixels. To avoid these two extreme cases, Atk 6000 : : : : . . :
value can be devised to accumulate a sufficiently large num- Smoothed —— '

ber of pixels within each bin while still providing good fre- 5000 |Non-smoothed - .

guency response.
In this work, a sub-pixel spatial bin width afs=0.1p

was used, which was ascertained to provide an acceptableu_ 3000

trade-off between the sampling uniformity and noise, on one 4

4000

hand, and sampling frequency, on another hand. This sub- 2000

pixel sampling rate was also found to be sufficient to prevent 1000

errors associated with finite-element differentiatforand

undersampling® The reprojection is done along a 5 cm 0

length of the edge in a:85 cn? block surrounding the mid- -1000 . . . ) ) .
point of the edge line. For image arrays with 200 and 100 2 <15 -1 05 0 05 1 15 2
pm pixel dimensions, this results in approximately 25 and 50 Distance (mm)

pixels to be reprojected and averaged within each bin, re- (b)

spectively. These numbers remain reasonably constant as the

reprojection angle varies. Consequently, in our method, agc. 6. (a) The ESF computed from Fig.(d) obtained by reprojecting the
opposed to more angle-sensitive methStihiere are no spe- linearized data along the edge direction into a perpendicular trace and re-
cific requirements for the relative angle of the edge with thesampling it into 0.1 subpixel bins. The smoothed ESF was obtained by a

. . aussian-weighted moving 4th-order polynomial fit with a window width of
Image array, the edge can be pIaced at any angle' The on bins(1.7 pixels). The slight effects of the smoothing can be observed at

exceptions are angles=tan (1/n) = k(=/2) for which one  the “attenuated" side of the ESfhote the reverse relationship between the
pixel in one direction(horizontal or vertical corresponds to data and the exposure leye{b) The LSF obtained by numerical differen-
exactlyn pixels in its perpendicular direction, wheneis an tiation qf the smoothed and non-sm_oothed ESFs. The effects of the ESF
integer between 0 and 9 for a subpixel bin width & smoothing are much more apparent in the LSF.
=0.1p. Zero and 45 degrees are such exceptions.

The ESk array is then smoothed by utilizing a fourth-
order, Gaussian-weighted, moving polynomia[Fitg. 6(a)]. @nd the window width were chosen based on a test per-
The use of local smoothing does not confine the ESF to #rmed on simulated edge images discussed in Sec. Il B.
particular mathematical form. For each element in the ESF  In the third processing step, the smoothed E8ffay is
array, a polynomial function is fit using adjacent elementsProcessed to obtain the presampled MTF. First, the array is
and the initial element value is replaced with the value prenumerically differentiated with a standard central-difference

dicted by the fit. A least-squares fit is employed for whichalgorithm to obtain the LSEFig. 6(b)]using

values near the center-point are strongly weighted by enter- ESF. ,—ESF
. . . . f +1 -1
ing a different variance value for each pofAfThe weighting LShe=——F—7—. 5)
o e 2As
function is a Gaussian in the form of
To remove the effects of low-frequency nonuniformities of-
4i \2 ten associated with the heel effect, the baseline of the LSF is
f(i)= exp{ — <—) } (4) subtracted using a linear fit to the 10-nm-long portions of the
w—1 LSF tails. The baseline subtraction is different from the ex-

trapolation of the LSF tails in several respects. First, the data
wherew is the window width andl is a local variable defined used for baseline correction is outside the range of the data
within [ —(w—1)/(2),(w—1)/(2)]. A fixed window width  used to determine the MTF from the LSF; the complete LSF
of 17 elements was used in this study. The polynomial ordedata has a spatial extend of about 50 mm from which only
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the central 20 mm region is used to compute the Mdén-

sider the Hanning window width described bejoBecond, 1000
this process only removes the background trend, affecting

only the lowest frequencies in the MTF, without imposing 800
any functional form to the tails.

After correcting for the baseline trend, a Hanning ffiter
with a window width of 20 mm is applied to the LSF to
establish a sampling rate of 0.05 cycles/mm in the frequency @
domain and to eliminate the high-frequency content of the 200 -
measurement not associated with the edge transiiien
noise in the tails of the L9F The presampled MTF is then 0 <
obtained by a fast Fourier transfor®FT)** of the LSF. The T
MTF is normalized to its value at zero frequency. 02 -0.16-0.12-008-004 0 004 008 0.12 0.16 02

The presampled MTF obtained through the three process- Distance (mm)
ing steps described above is very sensitive to the determina- (a)
tion of the edge angle. The precision in the edge angle de-
termination is further improved to 0.02° by an iterative MTF
maximization algorithm{Fig. 3). 17 different MTFs are com-
puted for different reprojection angles withinta0.16° sub-
region surrounding the estimate obtained by the double
Hough transformation. Each MTF is integrated within the .
spatial frequency interval of 0—2 cycles/mm. The angle as- =
sociated with the maximum of the MTF integral is then iden-
tified as the best estimate for the edge angle, and its corre-
sponding MTF, for the final result. It should be noted that for
most cases, the result of the MTF maximization algorithm is
identical to or within=0.04° of that obtained by the double 0 . , ) !
Hough transformation. 0 5 10 15 20 25

600

SF and LSF

400 |

08 | 7

06 b

04} .

02 b

Spatial Frequency (cycles/mm)
lll. EVALUATION OF THE METHOD USING (b)

SIMULATED IMAGES Fic. 7. The ESF, LSKa), and presampled MT¢b) obtained by processing
We have used computer-simulated images of an edge dé‘_simulated edge image with a step-function edge transition and constant

vice to evaluate different processing steps of our method®® Vaues

Within 512X%512 pixel array, the edge transition was defined

by a 5.5° straight line passing through the center of the im-

age dividing it into two distinct regions with different aver-

age pixel values. The simulated images were formed botin this idealized case, the dampening of high frequencies is

with constant pixel values at these regions and with supertess than 9% within 0—5 cycles/mm, the frequency range that

imposed Poisson statistical fluctuations surrounding the avis relevant to most current radiographic applications. A finer

erage pixel value in each region. subbinning of the reprojected ESF data would reduce the

A. Simulated edge image without noise high-frequency dampening effect at the expense of a higher

An edge image with constant pixel values of 100 andlevel of noise as discussed in Sec. Il C.

1000 corresponding to an edge device with 10% transmis; The smulated noise-less image was also used to Qbserve

) . . . he error in the computed MTF as a result of error in the
sion was analyzed using the methods described in Sec. I1C.~ =~ . o
A pixel size of 200um was assumed and no smoothing was cProjection a.n.g.le' In a sequence Of. runs, the reprojection
used for the ESF. Figure 7 illustrates the resultant ESF, LSF?ngle was art|f|c:|ally altered in 0.01° mcrements_ ar(_Jund the
and presampled MTF. The ESF is very similar to a steﬁa_ngle correctly es'umatgd by the angle determlnathn algo-
function, differing only in that an intermediate value appeardithm (5.5°). No smoothing was used for the ESF. Figure 8
at the edge transition due to the discrete nature of the analjlustrates the results. For errors in the reprojection angle
sis method. The numerical differentiation of the ESF leads tgnore than=0.04°, multiple intermediary values appear in
a LSF with a triangular shape and a width of four subpixelsthe ESF transition and the zero of the MTF occurs at a lower
(0.08 mm), as illustrated in Fig.(&). The Fourier transform frequency. Based on these results, a precision of 0.02° was
of a triangle function with a total width of As is a siné  considered sufficient for the angle determination. As de-
function with its first zero value at 14%.%® Similarly, the  scribed in Sec. Il C, this precision was achieved by an itera-
MTF evaluated from this simulated image is very similar totive MTF maximization algorithm following a double Hough
a siné function with it first zero at 25 cycles/mfiig. 7(b)].  transformation.
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with values of 1000 for all the pixels in the nonattenuated
region of the image and 100€or all the pixels in the opaque
region t=transmission). Random fluctuations were then
added to each pixel by sampling a Poisson distribution func-
tion having a mean equal to the pixel value in the redian,
1000 or 1006) using a random number generator. For 200
um pixels, this corresponds to a noise equivalent quanta
(NEQ) of 25 000 mm 2, about 1/10th the value encountered
experimentally in radiographic applications.

In order to choose the polynomial order and the window
width for our Gaussian-weighted, moving polynomial
smoothing of the ESF, a simulated edge image with noise
having a 10% transmission=€ 0.1) was analyzed with vari-
8us combinations of these smoothing parameters. Only even-
order polynomials were examined. Figure 9 shows the result-
ant MTFs. It is evident that more rigorous smoothing of the
ESF produces a less noisy MTF at the expense of dampening
the high-frequency response. From these results, a fourth-

The influence of quantum noise in the image is of concerrorder polynomial and a window width of 17 subpixéls7
for any method of measuring the MTF for radiographic sys-pixels) were identified to reduce noise while maintaining the
tems. Computer-simulated images of an edge device intdampening of the high-frequency response within the 0-5
which Poisson noise was added were used to evaluate tlaycles/mm frequency range to less than 13%. The FWHM of
propagation of quantum image noise to the MTF in ourthis window width is approximately 6.7 subpix€l3.67 pix-
method. Simulated images were first made as in Sec. Il Aels).
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Fic. 9. The effects of the smoothing parameters for the Gaussian-weighted moving polynomial fit of the ESF on the resulting presampled MTF. The data were
obtained from a simulated edge image with Poisson noise superimposed, corresponding to an edge transmission of 10% and a noise equi(dEQt quanta

of 25 000 mm2. (a) Without smoothing(b) 2nd-order polynomial(c) 4th-order polynomial, ané) 6th-order polynomial. The window widths are specified

in units of subpixelg1 subpixel=0.1 pixel).
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. T T T ™ IV. EXPERIMENTAL COMPARISON OF EDGE AND

01 = SLIT METHODS
% 0.08 | * - A. Comparison methods
b No ESF Smoothing x-~" x . .
5 o006t i} %x p Ideally, the experimentally determined presampled MTF
&;:% &* of a radiographic system should be the same whether mea-
8 o0mf* ESF Smoothed e 4 sured with an edge device or a slit device. To examine this,
% ___________ e our edge method and an established slit method were applied
0.02 frme 1 to the same radiographic system. The measurements were
performed at the Health Imaging Research Laboratory of the
00 of1 sz (,i3 0f4 015 06 Eastman Kodak Company using a digital storage phosphor

(DSP) radiography systenfKodak Ektascan Storage Phos-
phor Reader, Model-400). A 3824 cnt standard resolution,
Fic. 10. The root-mean-squarems) difference of the presampled MTF, General Purpose, imaging plai€odak, GP-25)and a simi-
calculated with respect to the ideal case of Fin)7as a function of edge |ar size high resolution, High Definition, imaging plate
transmission. The data were obtained using simulated edge images Wigkodak HD)were employed for both measurements using a
Poisson noise superimposed, corresponding to various edge transmission ! .
values and a noise equivalent quatN&EQ) of 25 000 mm2. p|xel size of 100um. The presampled MTF was Qetermlned
in both the laser-scan and the plate-scan directions.
The edge images were acquired using the acquisition pro-
_ _ o _ cedure specified in Sec. Il B using a 90 kVp x-ray beam with
A consideration when designing an edge device for test3 0 mm added aluminum filtration, 5.0 mAs, a 0.6 mm focal
ing radiographic systems is the edge transmission, dictategpot size, and a source-to-image distatBt) of 183 cm.
by its thickness and the applied beam quality. In order torhe exposure was measured in air to be 9.5 mR at the edge
determine the influence of edge transmission in our methodsyrface. The 1792 2392 array of 16-bit-stored, 12-bit log-
simulated edge images with Poisson noise superimposestaled data were transferred to a Unix workstati@un
were generated corresponding to edge devices with differeparc 2)and linearized using Eq1) with a latitude ()
transmissions. The Images were analyzed and the rOOt'meaOa]ue of 4.0. The edge images were then processed as out-

square (rms) of the difference between each presampledined in Sec. Il C to obtain the presampled MTF of the sys-
MTF and the ideal response of Fighj was calculated. Re-  tem for each specified direction.

sults were obtained both without Smoothing of the ESF and The slit measurements were performed on identical imag_

with smoothing, using the smoothing parameters specifie¢hg plates using the angulated slit technique described by
above. Figure 10 shows the calculated rms difference as @yjita et al®3 A dedicated, prealigned slit exposure apparatus
function of edge transmission. The rms noise measure is e)b'rigina”y designed for precise |ab0rat0ry measurement of
pected to be directly proportional to average noise and inthe MTF for conventional screen-film systems was used to
versely to the edge contrast. The data of Fig. 10 was thus ficquire the slit image$This slit aperture was made of two
to an equation of the form 2-mm-thick, 12.5-mm-long platinum jaws. The slit width
was 10um. Since in this experimental setup the slit device

Edge Transmission

rms(t) = c [V1+t ©6) was fixed, a cassette angulation device was added behind the
\/N_o 1-t )’ slit to rotate the storage phosphor cassette about 1.5° in order

to create an apparent angulated slit while preserving the in-

wheret is the edge transmissioM, is the average pixel tegrity and alignment of the slit exposure device. The expo-
value in the non-attenuated side of the edge imagecasd sures for the measurements in the laser-scan and the plate-
a proportionality constant. The values foin the measured scan directions were acquired by 90° rotation of the cassette.
MTF with and without ESF smoothing were determined toThe slit exposures were made using a 90 kVp x-ray beam
be 0.6 and 1.33, respectively. with 3.0 mm added aluminum filtratiofidentical to the edge

In general, the noise in the MTF increases with the edgeneasurements), 160 mAs, a 1.2 mm focal spot size, and a
transmission. As shown in Fig. 10, high transmission valuesource-to-image distan¢&ID) of 72 cm. The mAs was cho-
can lead to objectionable noise in the measured MTF as sen so that the tails of the LSF were represented down to
result of signal reduction. However, transmission values ofpproximately 0.2% of the LSF maximum.
less than a few percent are experimentally impractical. In From the image data, a composite LSF was synthesized
practice, the edge transmission should be less than 0.5, andiaing a method similar to Fujitet al3® First the data in the
transmission less than 0.2 will insure that the noise is withirvicinity of the slit center (2.5 mm) was converted to a
30% of its minimum value at=0.0. In this work, we used a linear scale using a log latitude of 4. Each individual scan-
250-um-thick lead edge device. Using a semiempirical x-rayline LSF was fit to a functional form using a nonlinear least-
spectra model that accounts for both characteristic x-ray ansquares algorithrf? The fitting function was a convolution
bremsstrahlung radiatidh:*® the transmission through 250 of an exponential and a Gaussian functigmte that this
pm lead was predicted to be within 0.05 to 0.15 for a 90—form is different from a combination of these functions as
115 kVp x-ray beam. used by Yinet al3?). The exponential function represents the
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Fic. 11. The presampled MTF of a digital storage phosphor sygkadak Fic. 12. The presampled MTF of a digital storage phosphor syskadak

Ektascan Storage Phosphor Reader, Mode)-4@0two kinds of phosphor ~ Ektascan Storage Phosphor Reader, Mode)-4@0two kinds of phosphor

plates(Kodak, GP-25 and HDgletermined using the edge and slit methods plates(Kodak, GP-25 and HDgetermined using the edge and slit methods

in the laser-scan direction. Identical phosphor plates, readout pixefigige  in the plate-scan directiofalso see the caption of Fig. 11

um), and beam quality90 kVp, 3.0 mm aluminum filtrationwere used in

all the measurements. The results from the slit method are averages of three

indelpendent measurgznc]ents, whhilc(ia those frc;m tre edge method are frothe HD plate exhibited significantly higher modulation re-

single measurementéEdge method: 0.6 mm focal spot, SID 183 cm, 5.0 : ; ;

mAs: Slit method: 1.2 mm focal spot, SID 72 cm, 160 As sponse than the GP plate since a HD plate is approximately
half as thick as a standard GP pléte.

The results for the edge and slit methods were similar.

scattering of the laser beam within the phosphor while thé/Vithin the frequency range of 0-5 cycles/mm, the MTF val-
Gaussian function represents either the Gaussian profile &fs obtained with the two methods were compared at 0.01
the laser beam in the plate-scan direction and/or the highéwycles/mm intervals. For a given spatial frequency, the MTF
order Bessel filter used as an antialiasing filter in the lasertesponse from the slit method was slightly higher than that
scan direction. Consequently, the convolution of these funcfrom the edge method. The MTF differences observed for all
tions provides a very good representation of the line spreafieasurement§.e., the GP and HD plates in both directions
function for storage phosphor systems. This fit was used ty¥aried within [-0.008, 0.025]with a mean difference of
predict the peak location of each undersampled LSF as wefl-0085 and a root-mean-squdrens) difference of 0.01093.

as the peak amplitude, baseline offset, and the characteristic For a given MTF response, the spatial frequency from the
widths of the exponential and the Gaussian functions. A linslit method was slightly higher than that from the edge
ear least-squares fit to the peak location for each scan line if€thod. Table | tabulates the measured frequencies at MTF
the slit was then used to calculate the angle of the slit. Th¥alues of 0.5 and 0.1. On a relative scale, the edge method
composite LSF was subsequently calculated by reprojectinfgsults had less than 2% deviation from the slit method re-
the individual undersampled LSFs along the direction of theSults, with a range extending from approximately 1.5% at
estimated angle into a one-dimensional array. A discretéower frequencies to about 3%—4% beyond the Nyquist fre-
Fourier transformationfDFT) was then performed on the duency.

baseline-corrected LSF data, normalized at zero spatial fre-

quency, to obtain the presampled MTF. It should be noted/. DISCUSSION

that since the error in the MTF due to the finite slit width was In order to objective|y evaluate and compare the perfor-
less than 1% up to the spatial frequency of 5 cycles/mnmance of digital radiographic systems and to provide essen-
(assuming a rect function for the slit apertyreo sinc cor-  tjal information for image enhancement, accurate and conve-
rection was applied in these measurements. nient techniques are required to assess the MTF of these

B. Comparison results TasLE I. A comparison of MTF measurement for a digital radiographic

Figures 11 and 12 show the measured presampled MTEF isystem(Kodak Ektascan Storage Phosphor Reader, Model-d@§uired by

the laser-scan and the plate-scan directions for the GP adla]e slit and the edge methods in the laser-scan and the plate-scan directions
. P . . . also see the caption of Fig. 11

HD plates using the edge and slit methods. The directions are
approximate since the devices were slightly angulated from GP Plate HR Plate
the true horizontal and vertical directions. The slit method
results are averages of three independent measurements on
the same imaging plates, while those from the edge method
are from single measurements. For both the GP and the HDmTE of 0.5 192 od 130 ed 187 ed 510 ed
plates, the MTFs in the plate-scan direction were slightly 3.42 gmge 3.63 ST“ ge 4.46 sl‘; 4e 5.50 s”te ge
higher than those in the laser-scan direction, similar to pre- MTF of 0.1 357 cdge 3.78edge  4.35edge  5.32 edge
vious measurements on DSP systéfhi both directions,

Laser-scan Plate-scan Laser-scan Plate-scan
cyclessmm cycles/mm cycles/mm cycles/mm

1.27 slit 1.30 slit 1.92 slit 2.17 slit
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systems. The slit method has been refined and establishélde tail region by truncating the LSF and extrapolating the
over many years as the conventional method to measure thirincated LSF according to anpriori exponential forn?:
MTF of a radiographic system with high accur&cy?3*The  Although the LSF extrapolation method can be employed
edge method has also been recognized as a method to mesaiccessfully for well-behaved systefisthe results can be
sure the MTE®* and applied to computed tomography misleading since the estimated MTF at low spatial frequen-
(CT)?®484% a5 well as optical and photographic cies is a result of the extrapolation procedure and not the true
systems223-27:50-544o\vever, the application of the method behavior of the system. A recent study, for example, reports
to radiographic systems has not been fully developed and itsp to 2.5% discrepancy in the measured MTF for DSP sys-
value has been acknowledged in only a limited number ofems as a result of the extrapolation proceddre. contrast,
recent publication$”>! We have shown in this paper that the a large number of quanta contributes to the tails of the LSF
edge method is an accurate and practical alternative for me@ the edge method. Consequently, the edge method can pro-
suring the MTF of digital radiographic systems. vide a more accurate estimation of the MTF at low frequen-
The physical attributes of an edge test device offer advaneies. We consider the edge method to be the preferred ap-
tages when compared with a slit device. A slit test device igproach for measuring the low-frequency response of a
usually made of two polished edges spaced parallel to eadfadiographic system.
other. The slit width is in the order of tens of micrometers In contrast, the slit method is superior to the edge method
(usually 10-12um) and its thickness along the direction of in measuring the high-frequency response of a radiographic
the incident x-ray beam is in the order of millimetéig., 2  systen?? This limitation of the edge method is understood to
mm)3610.13.14.16.1830n edge device, in contrast, is made of be a consequence of noise amplification associated with the
only one polished edge, and its thickness can be less thanraumerical differentiation procedure which is an integral part
millimeter (i.e., 250 um in this study. Physical imperfec- of the method>3In our edge method, a number of process-
tions in fabrication of either of these test devices can degradimg steps were devised to reduce noise including signal av-
the precision of the measurement. However, the edge methataging, subpixel binning, local smoothing of the ESF data,
is theoretically less sensitive to such imperfections. As a hyand windowing the LSF. The results demonstrate that this
pothetical example, a &Zm imperfection along a typical 10- deficit of the edge method can be controlled with acceptable
pum-wide slit causes a 10% variation in the slit width. Suchnoise for spatial frequencies up to 7 cycles/mm. However, a
variations in the form of non-uniformities along the length of more rigorous assessment of the performance of a radio-
a slit have been encountered experimentally and normalizagraphic system might be achieved by utilizing both the edge
tion schemes are incorporated to correct for their degradingnd slit methods to fully characterize the resolution proper-
effects!#?° By comparison, a similar um-level imperfec- ties of the system.
tion in an edge device causes only a slight blur to that extend It should be noted that the edge method we have used
in the measured response which is in most cases inconsdees not measure the very low-frequency response of a sys-
guential. tem which is often associated with scattered radiation or light
Another physical attribute of the slit and edge devices isglare effects® In order to control noise in the MTF, we
their thickness which imposes a requirement on the propdimited the length of the reprojection t& 10 mm from the
alignment of the test device in the x-ray beam. Slit devicesedge and employed a Hanning window function in this
are made of thick attenuator material in order to reduce theange. This limits the frequency increments of the MTF to
transmission through the sides of the slit and allow measured.05 cycless/mm and the spectral resolution to about 0.1
ment of the signal in the tails of the LSF. In contrast, an edgeycles/mm. Additionally, this insures that the data analyzed
device can be made of a much thinner material since the close enough to the edge to consider the edge infinite in
information in the tails of the LSF is amplified by the differ- length. The resultant MTF was further normalized to its
entiation step. As a consequence, alignment of an edge teghlue at zero frequency. Therefore, in our method, the effects
device is less sensitive than a slit device. As an example, af glare which extend over long distances were eliminated.
0.1° tilt of a typical 10um-wide, 2-mm-thick slit device Other test$>* can be implemented in conjunction with our
with respect to the incident x-ray beam leads to a penumbreethod to evaluate the glare response of a system.
of 7.0 um (70% of the slit width for both edges of the slit It can be concluded that the edge method is a simple and
which significantly effects transmission through the slit. By accurate method for measuring the low- and mid-frequency
comparison, a 0.1° tilt of a 25pm-thick edge device causes response of the system and in the high-frequency region pro-
a penumbra of only 0.44m which is inconsequential. vides adequate results. The lower susceptibility of the edge
The measurement of the low-frequency response of a sysnethod to physical imperfections of the test device and im-
tem constitutes another advantage of the edge method comrecision in the alignment procedure suggests that the edge
pared to the slit method. In the slit method, the data for themethod is a more practical approach in measuring the MTF
low-frequency response is derived from information in theof radiographic systems in the field. Even in a laboratory
tails of the measured LSF. However, the number of detectedetting, the method might be more applicable when ex-
guanta in the LSF tails is limited because of low transmistremely small pixel sizes are used, such as in digital mam-
sion at the opaque regions of the slit device. In order tanography systems. Consequently, we believe the edge
overcome this difficulty, a combination of two techniques ismethod to be an effective approach for determining the reso-
used, namely multiple-slit exposures, and approximation ofution properties of a digital radiographic system.
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